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Abstract

Optical microscopy systems can be used to obtain high-resolution microscopic images of tissue cultures and ex vivo tissue samples. This imaging technique can be translated for in vivo, in situ applications by using optical fibres and miniature optics. Fibred optical endomicroscopy (OEM) can enable optical biopsy in organs inaccessible by any other imaging systems, and hence can provide rapid and accurate diagnosis in a short time. The raw data the system produce is difficult to interpret as it is modulated by a fibre bundle pattern, producing what is called the “honeycomb effect”. Moreover, the data is further degraded due to the fibre core cross coupling problem. On the other hand, there is an unmet clinical need for automatic tools that can help the clinicians to detect fluorescently labelled bacteria in distal lung images.

The aim of this thesis is to develop advanced image processing algorithms that can address the above mentioned problems. First, we provide a statistical model for the fibre core cross coupling problem and the sparse sampling by imaging fibre bundles (honeycomb artefact), which are formulated here as a restoration problem for the first time in the literature. We then introduce a non-linear interpolation method, based on Gaussian processes regression, in order to recover an interpretable scene from the deconvolved data. Second, we develop two bacteria detection algorithms, each of which provides different characteristics. The first approach considers joint formulation to the sparse coding and anomaly detection problems. The anomalies here are considered as candidate bacteria, which are annotated with the help of a trained clinician. Although this approach provides good detection performance and outperforms existing methods in the literature, the user has to carefully tune some crucial model parameters. Hence, we propose a more adaptive approach, for which a Bayesian framework is adopted. This approach not only outperforms the proposed supervised approach and existing methods in the literature but also provides computation time that competes with optimization-based methods.
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OEM  Optical endomicroscopy.
PET  Positron emission tomography.
SPECT  Single photon emission computed tomography.
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CCD  Charge-coupled device.
FDA  Food and drug administration.
FOV  Field of view.
PSF  Point spread Function.
FFT  Fast Fourier transform.
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Standard notations
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\( \text{tr}(\mathbf{Y}) \) Trace of the matrix \( \mathbf{Y} \).
\( \mathbf{1}_d \) \( d \times 1 \) ones vector.
\( \mathbf{0}_d \) \( d \times 1 \) zeros vector.
\( \mathbf{I}_d \) \( d \times d \) identity matrix.
\( \propto \) Proportional to.
\( \sim \) Distribution according to.
\( \ll \) Much lower.
\( \gg \) Much greater.
\( \odot \) Hadamard product (element wise multiplication).
\( \|\cdot\|_0 \) Conventional \( \ell_0 \) norm.
\( \|\cdot\|_1 \) Conventional \( \ell_1 \) norm.
\( \|\cdot\|_2 \) Conventional \( \ell_2 \) norm.
\( \|\cdot\|_F \) Conventional Frobenius norm.
\( |\cdot| \) Absolute value.
\( \delta(\cdot) \) Delta function.
\( \Gamma(\cdot) \) Gamma function.
\( \mathcal{G}(\cdot) \) Gamma distribution.
\( \mathcal{IG}(\cdot) \) Inverse Gamma distribution.
\( \mathcal{B}(\cdot) \) Beta distribution.
\( \mathcal{N}(\cdot) \) Normal distribution.
\( \mathcal{N}_{\mathbb{R}^+}(\cdot) \) Truncated normal distribution on \( \mathbb{R}^+ \).
\( \mathcal{I}_{\mathbb{R}^+}(\cdot) \) Indicator function on \( \mathbb{R}^+ \).
\( \exp(\cdot) \) The exponential function.
\( \log(\cdot) \) The logarithm function.
\( E(\cdot) \) Expectation operator.
\( \mathcal{L}(\cdot) \) Augmented Lagrangian.
\( p(\cdot) \) Probability density function.
\( \hat{\cdot} \) Estimated quantity of \((\cdot)\).

**Modelling notations**
\( \mathbf{g} \) Observation vector.
\( \mathbf{x}/\mathbf{X} \) Original intensities vector/matrix.
\( \mathbf{y}/\mathbf{Y} \) Approximated observation vector/matrix.
\( \mathbf{w}/\mathbf{W} \) Noise vector corrupting the observation vector/matrix.
\( \mathbf{r}/\mathbf{R} \) Outlier vector/matrix.
\( \mathbf{t}/\mathbf{T} \) Outlier amplitude vector/matrix.
\( \mathbf{z}/\mathbf{Z} \) Binary labels vector/matrix.
\( \mathbf{\psi}/\mathbf{\Psi} \) Sparse vector/matrix.
\( \mathbf{H} \) Convolution matrix.
\( \mathbf{C} \) Fibre core spatial blurring convolution matrix.
\( \theta \) Unknown parameter vector.
\( \phi \) Unknown hyperparameter vector.
\( \mathbf{D} \) Dictionary matrix.
\( \Delta \) Covariance matrix.
\( \mathbf{B} \) Endmember matrix.
\( \mathbf{a} \) Abundance vector.
\( \mathbf{\mu} \) Estimated mean vector of a multivariate Gaussian distribution.
\( \Sigma \) Estimated covariance matrix of a multivariate Gaussian distribution.
\( s_t^2 \) Outliers variance.
\( \mu_t \) Outliers mean.
\( \gamma^2 \) MRF Regularization parameter.
\( \omega_t \) Outliers presence probability.
\( \theta_{\lambda u} \) Parameter vector \( \theta \) whose \( \mathbf{u} \) parameter is omitted.
\( \sigma^2_{(i)} \) The variance corresponding to the parameter \( (\cdot) \).
\( \mathbf{D}_{\text{KL}} \) Kullback-Leibler (KL) divergence.
\( N \) Number of pixels in an OEM image.
\( N_1 \) Number of fibre cores in an OEM image.

**Sampling/Optimization notations**

\( N_{\text{MC}} \) Length of Markov chain.
\( N_{\text{Bi}} \) Burn-in chain length of the Markov chain.
\( \mathbf{x}^{(k)} \) \( k \)-th sample/iteration of Markov chain \( \{\mathbf{x}^{(k)}\}_{k=1,\ldots,N_{\text{MC}}} \) sequence \( \{\mathbf{x}^{(k)}\}_{k=1,\ldots,N_{\text{max}}} \).
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1.1 Aims and Objectives of the Thesis

A major cause of mortality and morbidity in intensive care patients is ventilator assisted pneumonia (VAP) or the side effects of its treatment [42]. The necessity for prompt information about pneumonia-causing bacteria is a clinically unmet need [89]. As it is generally difficult or dangerous to move intensive care patients, X-Rays or computed tomography (CT) scans cannot usually be performed, and these techniques can only identify low-resolution ‘shadows’ of lung conditions and so provide limited information about the lung status. The current method of testing existence of VAP is to culture bronchoalveolar lavage fluid (BALF), which can take 48-72 hours to be analyzed and get a result, during which time drugs and antibiotics are given to the patient, some of which can be unsuited to their underlying condition and prove toxic or even fatal [22]. A more tailored treatment in a shorter time-scale would help to mitigate this.

The aim of the EPSRC-Proteus\(^1\) (Edinburgh, UK) multi-disciplinary project is to create a device that can sense and image at a microscopic level inside the living human lung in order to provide information about internal conditions (e.g. pH) and any bacteria that might be present (see a schematic diagram in Figure 1.1). The main sensor in Proteus is based on fibred wide-field optical endomicroscopy (OEM). This and other fibred confocal OEM imaging devices, such as the

\(^1\)http://proteus.ac.uk/
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Cellvizio system by Mauna Kea (Paris, France) [16, 105, 189] provide sparse and irregularly-spaced intensity readings of the scene due to the irregular packing of the fibre cores in the fibre bundle.

![Fibred optical endomicroscopy set-up.](image)

Figure 1.1 Fibred optical endomicroscopy set-up.

This thesis focuses on processing data from fluorescence-based molecular imaging fibred OEM of the distal lung (gas-exchanging alveolar regions). The aim of this PhD project is twofold. Firstly, restoration of the signals at the receiver for better image visualization and post analysis. Secondly, the detection of fluorescently labelled bacteria using both supervised and unsupervised approaches.

Fibre core coupling/talk is a well recognised limitation in coherent fibre bundles, resulting in blurring of the imaged structures. Figure 1.2 provides an illustrative example of cross coupling/talk between fibre cores. If an individual fibre core is illuminated, this results in cross coupling at the neighbouring cores. It can be seen that less coupling occurs at distant cores to the centrally illuminated one and vice versa. Moreover, the irregular packing of the fibre cores in the fibre bundle results in irregularly subsampled grid images which makes it difficult to interpret the imaged scene. Figure 1.3 shows this effect, which is known as the honeycomb effect. The cladding between fibre core causes severe loss of information from the scene under imaging, causing holes in the resulting images.

On the other hand, bacteria can auto-fluoresce when exposed to the appropriate wavelength(s) of light. However the wavelength might not be achievable using the available light source, or might be unsafe to the lung tissue (e.g. ultraviolet light excitation). To address this, bacteria can be stained with fluorophores, or “smartprobe” chemicals [7] which bind to the bacteria to cause fluorescence in response to the light source at the wavelengths at which the device is capable of imaging. Bacteria appear as bright dots in the images and they tend to be as bright as the background structures, making them difficult to identify and quantify.
1.2 Main Contributions of the Thesis

The main contributions of this thesis can be seen from two different perspectives: that of the application and that of the methodology.

1.2.1 Contributions from the application perspective

Regarding the application perspective, the contributions can be summarized as follows.

1. We provide a potential solution to the field of view pixelation artefacts caused by the irregular packing of fibre cores in the fibre bundles (honeycomb effect) which limits the lateral and axial resolutions of fibre bundles [Eldaly et al. 2018a].

2. We propose a linear model in order to reduce and compensate for the fibre core cross coupling/talk problem, which causes blurring and degradation in the resulting images, using a
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deconvolution and restoration mitigation [Eldaly et al. 2018a, Eldaly et al. 2018c]. To the best of our knowledge, it is the first time to be addressed in this way in the literature.

3. We develop algorithms that can assist clinicians to identify fluorescently labelled bacteria which exist in non-homogeneous backgrounds such as elastin and collagen. As these structures are as bright as bacteria, it is difficult to distinguish them from one another [Eldaly et al. 2018b, Eldaly et al. 2018d].

1.2.2 Contributions from the methodology perspective

These can be summarized as follows.

1. We propose a new Bayesian model for the deconvolution and restoration of irregularly spatially subsampled images [Eldaly et al. 2018a, Eldaly et al. 2018c]. The model proposed can be used for different imaging systems as it does not depend on the spatial distribution of the irregularly subsampled intensities. This model assigns suitable prior distributions to the unknown parameters and compares three different estimation strategies, including simulation-based and optimization-based methods. The simulation-based method is fully automatic in the sense that it can estimate all model parameters and hyperparameters, hence the user does not need to set any crucial parameters. However, it exhibits high computational complexity. The optimization-based methods overcome this limitation and provide faster estimations, with one still fully automatic as with the simulation-based method. We validate the model on extensive simulations conducted on both synthetic and real datasets.

2. We develop a non-linear interpolation-based algorithm which is based on Gaussian processes regression to interpolate the deconvolved samples and hence recover a full field of view from the pixeled imaged scene. The algorithm also provides the corresponding confidence intervals of the interpolated pixels [Eldaly et al. 2018a].

3. We provide and assess a new parametric blur model for fibre core cross coupling/talk in coherent fibre bundles, based on the spread of light over neighbouring fibre cores [Eldaly et al. 2018a, Eldaly et al. 2018c, Perperidis et al. 2017].

4. We develop two new outlier detection (or spot-detection) algorithms [Eldaly et al. 2018b, Eldaly et al. 2018d]. The first approach considers the joint formulation of the sparse coding and the outlier detection problems, along with a numerical solver to estimate the unknown model parameters. The approach considers learning background image structures using a dictionary learning-based method and uses this learned model in order to estimate any outlier deviates. The estimation problem is formulated by considering an optimization-based method, where suitable regularization functions are assigned to the unknown model parameters. The proposed model provides fast estimates. However, it requires the user to
set the regularization parameters, which might be difficult to manage should different outlier concentration datasets arise. The second approach considers an appearance model for the outliers and considers a hierarchical Bayesian model in which suitable prior distributions are assigned to the unknown model parameters and their associated hyperparameters. A Markov chain Monte Carlo method based on a partially collapsed Gibbs sampler is then used to sample from the joint posterior distribution. This approach is fully automatic in the sense that the user does not need to set any crucial parameters, hence it is beneficial for datasets where the number of outliers changes from one frame to the other. This algorithm also competes with optimization-based methods as it can provide relatively fast estimates while still being fully automatic.

1.3 Thesis Structure

The rest of the thesis is split into six chapters. The first two chapters provide background information related to fibred OEM, and a review of the literature on existing approaches related to the problems we aim to solve. The next three chapters provide my contributions to image deconvolution and restoration, and spot detection algorithms. One chapter is dedicated to the deconvolution and restoration algorithms and two chapters are dedicated to outlier/spot-detection. Specifically, each chapter is organized as follows.

In Chapter 2, we present the necessary background information related to fibred OEM, which will help us to model the different problems we address in this thesis. The chapter begins by introducing system architecture and the formation of the image using coherent fibre bundles. This allows us to introduce the first problem we tackle in this thesis, which is the pixelation of the resulting images due to the irregular packing of fibre cores (honeycomb effect) that severely limits the lateral resolution of the system. Subsequently, we discuss the two common types of OEM system, which are wide-field and confocal. Then, we introduce the problem of fibre core cross coupling/talk which causes blurring in the resulting images. This problem is hard/expensive to suppress using hardware solutions, hence it is one of the issues we address in this thesis. We aim to recover a non-blurred/non-degraded image from the noisy and blurred one. Moreover, we also discuss the different scanning and imaging modes, the currently available fibred OEM systems being used in clinics and finally the different clinical applications of fibred OEM with emphasis on their ability to identify fluorescently labelled bacteria.

In Chapter 3, we first review the literature on existing methods for image deconvolution and restoration that are used to formulate the fibre core cross coupling/talk problem. Although we focus on Bayesian modelling of the deconvolution and restoration problem, which is the main topic of this thesis, we also provide a quick overview of non-Bayesian methods. This part of the chapter presents how the deconvolution and restoration problem is defined mathematically; outlines existing
approaches to conventional and blind restoration models; surveys the probabilistic models for the observation, the original image, the blur, and their associated unknown parameters, and finally discusses the different inference models used in the literature. The second part of this chapter reviews the literature on most of the existing spot-detection methods that can be adapted to the fibred OEM image formation model, which can be used for the detection of fluorescently labelled bacteria in fibred OEM. These methods can be classified into either unsupervised or supervised. Unsupervised algorithms assume some object appearance model and adjust parameters in order to get the best performance. Supervised methods, on the other hand, learn the object appearance from annotated training data, and then use this learned model in order to provide spot locations on testing data.

In Chapter 4, we provide a statistical model for the fibre core cross coupling problem and the sparse sampling by imaging fibre bundles (honeycomb/pixelation artefact), which are formulated here as a deconvolution and restoration problem as mentioned previously [Eldaly et al. 2018a, Eldaly et al. 2018c, Perperidis et al. 2017]. We first provide a complete image model for the fibred wide-field OEM system. However, due to the complexity of this model, we provide an approximation which makes the unknown model parameter inference easier afterwards. We then propose a hierarchical Bayesian model to solve this problem and compare three estimation algorithms to exploit the resulting joint posterior distribution. The first method is based on Markov chain Monte Carlo (MCMC). However, because it exhibits a relatively long computational time, we provide another two optimization-based inference strategies to deal with this issue: in particular, a variational Bayes (VB) approach and an alternating direction method of multipliers (ADMM) algorithm. We then introduce a non-linear interpolation method, based on Gaussian processes regression, in order to interpolate the resulting deconvolved samples to provide a meaningful image. These algorithms are first validated on synthetic datasets to test their performance when ground truth exists and then tested on real wide-field OEM datasets.

In Chapter 5, we propose a joint formulation to the sparse coding and outlier detection problems in OEM images [Eldaly et al. 2018d]. The outliers here are considered as fluorescently labelled bacteria, which are immersed in a non-homogeneous background making their detection and differentiation quite difficult. The proposed unsupervised approach considers two main phases: training and testing phases. In the training phase, we learn background image structure appearance (elastin, collagen, etc.) using a dictionary learning step. During the testing phase, we use this learned model in order to predict any outliers deviates. In this approach, we split each image into a set of overlapping patches. Each patch is considered as a linear combination of actual intensity values modelling background structures, which are inferred from the learned dictionary in the training phase, corrupted by an additional term modelling observation noise, and possibly by sparse outlier term modelling bacteria, which are the pixels deviating from the background learned model. We formulate the bacteria detection task with an optimization problem and provide a
numerical solver in order to estimate the unknown model parameters. The algorithm is tested using two real datasets of *ex vivo* lungs instilled with bacteria, in which trained clinicians have identified the locations of bacteria in a set of frames, which is considered to be ground truth.

The bacteria detection approach presented in Chapter 5 although providing good detection performance and outperforming existing methods in the literature, the user has to carefully choose the regularization parameters that control the number of existing outliers. In Chapter 6, we propose a more adaptive approach for the detection of fluorescently labelled bacteria in OEM images [Eldaly et al. 2018b]. We consider a Bayesian model which assumes that the observed pixel fluorescence is a linear combination of the actual intensity value associated with elastin, collagen or other background structures, corrupted by additive Gaussian noise and potentially by an additional sparse term modelling bacteria. The bacteria detection problem is formulated in a Bayesian framework and prior distributions are assigned to the unknown model parameters. A Markov chain Monte Carlo method based on a partially collapsed Gibbs sampler is then used to sample the posterior distribution of the unknown parameters. The algorithm is tested using the same two real datasets used in Chapter 5. The proposed model is fully automatic as it does not require the user to set any crucial parameters.

Finally, Chapter 7 provides overall conclusions for this thesis, outlines the limitations of the proposed work and proposes various suggestions for future work.
Chapter 2

Fibred Optical Endomicroscopy

2.1 Introduction

Clinical molecular imaging techniques such as positron emission tomography (PET), single photon emission computed tomography (SPECT), and fluorescence imaging aim to improve disease diagnosis by using specific SmartProbes for diseases under diagnosis. Due to the advances in imaging techniques, both PET and CT are having an increasing role in diagnosis of different diseases. For example, CT scans can provide useful information about liver, colorectal (cancer that develops in the colon), and lung cancer, however, they don’t provide diagnosis on their own as further confirmation by biopsy analysis is required. Moreover, this cumbersome imaging technique is expensive and has low resolution for cellular organisms. Therefore, confirmation by a biopsy is often required to determine the type of cancer at hand.

Most of the time in lung imaging, bronchoscopy is used to perform biopsies, which involves the use of a bronchoscope for viewing the lung airways. Flexible bronchoscopy deploys white light endoscopy for navigation, the diameter of tips of flexible bronchoscopy can be 4 to 6 mm. Over
the last decades, endoscopy techniques have been used to look inside the hollow cavity of the lungs to provide diagnosis or surgery in minimally invasive way [187]. However, they have several limitations in detection of small lesions or determining the underlying microscopic pathological features [139]. The use of bronchoscopy for visualization of respiratory system has been limited so far due to the size of existing bronchoscopes in accessing the central bronchi due to their narrowing diameter. This major limitation has prevented clinicians from gaining a better understanding of peripheral lung cancers and diffuse interstitial diseases. To examine areas of the lungs that are not accessible during a bronchoscopy, clinicians may perform a needle biopsy, i.e., a rather invasive biopsy done from the outside through the chest wall.

Optical endomicroscopy (OEM) is an emerging, fibre-based medical imaging tool, which employs a proximal light source, laser scanning or Light Emitting Diode (LED) illumination, linked to a flexible multi-core fibre, performing microscopic fluorescent imaging at its distal end. The diameter of the packaged fibre can be as small as a few hundred micro meters, enabling real-time imaging of tissues that were previously inaccessible through conventional endoscopy. In pulmonary OEM, auto-fluorescence (at 488nm) generated through the abundant elastin and collagen has enabled the exploration of the distal pulmonary tract [181] as well as the assessment of the respiratory bronchioles and alveolar gas exchanging units of the distal lung [14]. OEM has been used clinically in the lung for the detection of lung cancer [70] and has been used to assess the distal lung [182,183] including the imaging of parenchymal lung diseases [137]. Fibered Confocal Fluorescent Microscopy (FCFM), also referred to as probe-based confocal laser endomicroscopy (pCLE), is currently the most widely used clinical OEM platform. However, there have recently been a number of studies describing novel, flexible and versatile OEM architectures, employing LED illumination sources, capable of imaging at multiple acquisition wavelengths [98].

In this chapter, we provide an overview of the optical endomicroscopy technology. In particular, we discuss wide-field and confocal endomicroscopy architectures. Moreover, we present the different imaging and scanning modes of optical endomicroscopy. We also provide examples of currently available optical endomicroscopy systems that are being used in clinics/hospitals and their clinical applications not only for human lungs, but also for different organs imaging.

The rest of this chapter is organized as follows. Section 2.2 presents the fibred OEM system architecture and how the image is formed using fibre bundles. Section 2.3 provides in details the different scanning modes of fibred optical endomicroscopy systems. Section 2.4 discusses the two widely used OEM systems. Then, Section 2.5 provides an overview of the currently available OEM in clinics, and Section 2.6 includes the main clinical applications of OEM. The whole chapter is then summarized and concluded in Section 2.7.
2.2 Fibred Optical Endomicroscopy System Architecture

Figure 2.1 depicts a schematic diagram of fluorescence wide-field endomicroscope system. The proximal end of the multicore fibre imaging bundle (closest to the acquisition system) is brought to the focus of the objective enabling fine focusing and optimized coupling of the image from the distal end (closest to the tissue) of the fibre to the rest of the optics. An LED with the required excitation wavelength is used as illumination source coupled to achromatic condenser lenses. The excitation filter, which is a band-pass filter, transmits light with a user-defined wavelength range such that it passes only the wavelengths absorbed by the fluorophore, thus minimizing excitation of other sources of fluorescence. Excitation light is then passed by a dichroic filter, which is an edge filter used at an oblique angle of incidence (typically 45°) to efficiently reflect light in the excitation band and to transmit light in the emission band. Fluorescence signals exiting the objective lens pass through the emission filter before it reaches the camera. The emission filter, which is a band-pass filter, passes only the wavelengths emitted by the fluorophore and blocks all undesired light outside this band. The exiting light is then imaged onto the CCD camera. A camera is used in conjunction with an appropriate band filter set. The camera is then connected to the computer. The system can be extended to multiple wavelength excitations to give multispectral images, rather than single band ones [98].

Excitation light in a miniaturized setting is delivered to the object being imaged through optical fibre bundle. As shown in Figure 2.2, individual optical fibres typically consist of a cylindrical glass core of refractive index $n_1$, surrounded by a cladding region of slightly lower refractive index $n_2$ to that of the core (e.g., $n_1 > n_2$). Propagation of light through the fibre is based on the total internal light reflection concept with an incident angle within a certain cone of acceptance at the core-cladding interface, due to the difference in refractive indices between the fibre core and the
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Figure 2.2 Coupling of light to the fibre and optical fibre bundle. (a) Only the light in the core can be transmitted with no leakage; (b) a fibre bundle contains many fibres, ranging from less than 2,000 to as many as 100,000. Figure adapted from [195]

Current fibre bundles can contain tens of thousands of 2−4 µm diameter fibre cores with core-to-core distance of 3.2−6.0 µm and a total diameter of the fibre bundle of hundreds of micrometers to a few millimetres [139]. Coherent fibre bundles are widely used in optical endomicroscopy, where the individual fibre cores preserve their relative spatial relationship at the distal and the proximal ends of the bundle. Optical fibres are compact, lightweight and very flexible and this allow fibre bundles to have the ability to directly transfer images from their distal end to their proximal end in imaging sites where bulk optics can not access. This allows the miniaturization of the imaging probes and to image in vivo, in situ biological samples in a non or less invasive way [68, 114]. Moreover, optical fibres are also electromagnetic interference-proof allowing endomicroscopes based on fibre optics to be used in conjunction with CT, MRI, and other imaging modalities. However, the main drawback of conventional fibre bundles is the honeycomb/pixelation artefacts due to the non-imaged spaces between fibre cores, called cladding, which leads to loss of information in the scene to be imaged. As a result, fibre bundles have limited lateral resolution in the sample plane (see figure 2.2). Various image processing algorithms have already been developed in the literature in order to reduce honeycomb/pixelation artefacts [16, 189, 190]. Moreover, we provide another potential solution as we will see in Chapter 4.

Figure 2.3 depicts a background OEM image, which was acquired using the wide-field OEM system [98] being developed by Proteus, which will be discussed in detail in the next section. This image represents a sample presenting constant intensity (constant fluorescence level and uniform excitation), and a zoomed-in region of this image. Bright and dark areas represent fibre cores and the cladding, respectively. This fibre bundle contains cores that are transmitting light and collecting fluorescence light simultaneously. Fibre cores contain information about the object being imaged, while the cladding (the space between the cores) does not. The spread of light in fibre cores causes spatial blurring of imaged objects. The underlying fluorescence profile is usually recovered by interpolating the fibre core intensities [59, 105, 190], i.e., the average or maximum intensities of each core.
2.3 Imaging Modes of Fibred Optical Endomicroscopy

Optical endomicroscopy can operate in either fluorescence or reflectance mode. The fluorescence mode is the most commonly used mode in biological imaging, which allows functional imaging of a specific tissue with a good contrast by fluorescence staining. Fluorescence is the process when a photon is absorbed by a suitable molecule, giving up its energy to an electron and thus boosting the electron to a higher energy state. In this context, “suitable” means that there is a possible electronic transition requiring an amount of energy close to that carried by the photon. After a molecule absorbs light, it can return to the ground state with losing the energy it absorbed. Because some of its excitation energy has been lost by this stage, fluorescence occurs at longer wavelength than absorption (see Figure 2.4). Biological molecules can be stained by fluorophores and the fluorescence signal can enable sensitive and quantitative detection of the molecule. There has been an effort to develop molecularly targeted fluorescent probes that can bind and amplify fluorescence in the presence of specific type of tumours [83, 95, 143], inflammation [15], bacteria [7] and fibrogenesis [14], such as peptides [34, 83], antibodies [143] and nanoparticles [26]. This emerging requirement for low limits of detection becomes of paramount importance when imaging small targets such as bacteria superimposed upon highly auto-fluorescent structures like elastin strands in the distal lung [98].

When the optical endomicroscope is used in the fluorescence mode, the light that comes back from the object being imaged is a mixture of reflected and fluorescent signals. To consider only information from a specific tissue, a chromatic filter is usually placed in front of the detector. It is also possible to stain the object being imaged by different fluorophore combination and get multispectral imaging, where each band gives a distinct information about the object. In this thesis, however, we only consider single band images.

On the other hand, reflectance mode has been also used in biological imaging by considering

Figure 2.3 Fiber bundle as acquired by the CCD camera with a zoomed inset to the right showing fibre cores (bright) and cladding (dark regions between the cores). This image was acquired at full resolution (1920 × 1200), using the wide-field OEM system [98].
Types of Optical Endomicroscopy Systems

Based on the way individual fibre cores are illuminated, most optical endomicroscopy systems can be classified into either wide-field or confocal endomicroscopes.

### 2.4.1 Wide-field endomicroscopy

In wide-field endomicroscopy, the entire field of view (FOV) is illuminated simultaneously, and the image is acquired by a 2D array detector, such as a CCD camera. The wide-field method does not provide optical sectioning (3D imaging) since light from different tissue depths, both in and out of focus, contributes to image formation and results in poor contrast (see Figure 2.5). Whether a structure can be visualized depends on how bright it will appear and whether it is strong enough to be visualized above the background intensity. Because no scanning is required, wide-field imaging has the advantage of simpler and less expensive instrumentation and faster full-frame acquisition [98,197]. The main drawback of this technique is the blurring effect caused by crosstalk between adjacent fibre cores, and off-focus light coming from different depths [59,67,146]. Figure 2.6 shows an example of the USAF resolution test chart imaged by the wide-field fibred OEM system in [98], and the corresponding natural neighbour interpolation [166, Chapt. 2] of the
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Figure 2.5 In and out of focus fluorescence signals. In wide-field endomicroscopes, the two types of signals contribute to form the final image, while confocal endomicroscopes blocks out of focus signals. This diagram is adapted from [189].

2.4.2 Confocal endomicroscopy

In confocal endomicroscopy, a point in the sample is illuminated by a focused laser spot and the emitted light from this point is detected through a confocal pinhole. Depending on the imaging mode the detector either measures the fluorescence light or the reflected light. The point is then scanned laterally in two dimensions for 2D imaging as well as axially to build up a 3D-image.

Conceptually, a straightforward way to convert the fibre bundle endomicroscope into a confocal system is to illuminate the individual fibres in the bundle one at a time and detect the remitted light coming back through the same fibre core while rejecting light coming back through adjacent fibres that carry multiply scattered photons and signals from out-of-focus objects (see Figure 2.5).

To obtain a 2D image, different fibres in the fibre bundle can be illuminated sequentially and each fibre detected confocally. In the simplest implementation, a focused laser is scanned continuously over the entrance surface of the fibre bundle in a 2D (x-y) raster pattern. This raster scan pattern is relayed to the distal end of the bundle and imaged onto the sample by the miniature objective length. Although the ability of this system in reducing out-of-focus light, the blurring effect caused by...
2.5 Currently Available Fibred Optical Endomicroscopy Systems

The Cellvizio system developed by Mauna Kea Technologies, Paris-France, is the most commonly used commercial confocal endomicroscopy system currently being used in clinics. It is a standard imaging system that is based on a fibre bundle that can be passed through the accessory channel of any standard endoscope, allowing for fast image acquisition in vivo, in situ in real time (more than 12 frames per second), along with a wide range of compatible multi-core fibre probes with diameters smaller than 0.3 mm, approximate lateral resolution smaller than $<3.3\mu m$ and field of views between 300 and 600 $\mu m$. The Cellvizio system utilizes a proximally scanned fibre bundle to deliver excitation laser light to the sample. It has been used for real-time microscopic imaging of gastrointestinal, urinary tract, and respiratory epithelium, enabling real time imaging of moving structures, making Cellvizio the most widely used endomicroscopy platform approved for clinical use [40, 102, 183, 202]. On the other hand, there is currently a promising optical endomicroscopy
2.6 Clinical Applications of Fibred Optical Endomicroscopy

Optical endomicroscopy can be used in real-time diagnosis processes of organs that were previously inaccessible by other means, and thus can eliminate the need for tissue biopsies. Reducing the need for histological tissue biopsies is important specially for organs with possibly high morbidity and infection risk as in lymph nodes or for organs with potential to inflict irreparable damage as in the brain. Furthermore, in the cases when histological tissue biopsies are required, optical endomicroscopy can help identify these locations while minimizing trauma. Due to the sufficiently small size of fibre bundle probes, they can access several areas within the body that were previously inaccessible, \textit{in vivo, in situ}, and thus can provide optical biopsies in a wide and ever-increasing range of organ systems, such as the bladder, ovaries, the cervix, the gastrointestinal tract, the oral cavity and the lungs. Usually, the fibre bundle is guided through the working channel of an endoscope to a region of interest and intravenous or SmartProbes are employed to induce and enhance fluorescence of the imaged structure.

Up-to-date, the most widely use of fibre bundle optical endomicroscopy is in providing optical biopsies for the Gastro-Intestinal (GI) tract \cite{71,194,196}. In the lower Gastro-Intestinal tract, fibred optical endomicroscopy has been used to test the activity of inflammatory Bowel disease \cite{151,159}. Moreover, it has been used to detect malignancy in colorectal polyps \cite{50} and detect colonic neoplasia \cite{180}. On the other hand, fibre-endomicroscopy has been employed in the upper GI tract to polyps and neoplastic lesions as well as gastritis and metaplastic lesions in the stomach and duodenum and structural changes in the oesophagus mucosa associated with squamous cell carcinoma and Barrett’s oesophagus \cite{55}. In pulmonology, elastin and collagen generate auto-fluorescent signals that have permitted the assessment of the alveolar gas exchange units and the respiratory bronchioles as well as the exploration of the distal pulmonary tract without the need for exogenous contrast agents. Several studies have demonstrated the ability of fibred confocal fluorescence endomicroscopy to detect a wide range of pathologies including acute lunge cellular rejection (AR) following lung transplantation \cite{207}, changes in cellularity in the alveolar space as indicator of pneumonia, cross-sectional and level of fluorescence changes in the alveolar structure in emphysema \cite{137,208}, elastic fibre distortion \cite{209} and neoplastic changes in epithelial cells \cite{70,181,184} in bronchial mucosa. In urology, optical endomicroscopy has been used to image structural epithelial changes observable in bladder neoplasia \cite{176} as well as upper tract urothelial carcinoma \cite{44}. Other clinical applications of fibred optical endomicroscopy include imaging the oropharyngeal cavity by differentiating between healthy, squamous, and squamous cell carcinoma epithelial tissues \cite{1}. It has been also used in imaging of brain tumours by providing immediate
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Figure 2.7 Images of multiple targets in ex vivo lung tissue including (a) labelled monocytes, (b) labelled neutrophils and (c) fungus (Aspergillus fumigatus) [98].

Figure 2.8 Images of ex vivo lung tissue (a) without bacteria (b) and with PKH green labelled bacteria [98].

Histological assessment of the brain-to-neoplasm interface and hence improving tumour resection [132,212]. In [92,173], the authors showed that fibred optical endomicroscopy can be used to detect potential malignancy by imaging pancreatobiliary structure.

On the other hand, wide-field fibred optical endomicroscopy has been used in a preliminary study to target inflammation and infection of pulmonary ex vivo lung tissues [98]. Figure 2.7 shows the ability of the system to target labelled monocytes, neutrophils, and fungus (e.g., Aspergillus fumigatus). Moreover, Fig. 2.8 shows the ability of the system to view fluorescently labelled bacteria. The right (resp. left) hand image shows an image of ex vivo lungs without (resp. with) bacteria. While bacteria can auto-fluoresce when exposed to light at an appropriate wavelength, the emitted fluorescent signal is usually too weak to be imaged effectively. To address this, bacteria can be stained by SmartProbes [7], which make bacteria fluorescence in response to a light excitation at pre-determined wavelengths. Stained bacteria appear as bright dots in the images, whereas elastin and collagen are naturally auto-florescent and display a mesh like structure in the distal lung.
2.7 Summary

In this chapter, we provided a brief overview of fibred optical endomicroscopy, the imaging technique whose data we process in this thesis. First, we provided system architecture and how the image is formed by using fibre bundles, which in turn produces pixellized images due to the irregular packing of the fibre cores that severely limit the lateral resolution of the system. Then, based on fibre bundle illumination, we classified fibred OEM systems into either wide-field-based or confocal-based. Inter-core coupling is a well recognised limitation in coherent fibre bundles in fibred OEM, resulting in blurring of the imaged structures and consequently a worsening in the associated limits of detection. The fibre core cross coupling/talk is hard/expensive to suppress using hardware solutions, hence it is one of the issues we aim to solve in this thesis along with the field of view pixelation effect. Moreover, we discussed the different scanning and imaging modes, the currently available fibred OEM systems and finally its different clinical applications.

To sum up, the main issues with the OEM system we aim to solve are

1. The field of view pixelation artefacts caused by the irregular packing of the fibre cores in the fibre bundles, known as the honeycomb effect. The cladding between fibre core causes severe loss of information from the scene under imaging, which causes holes in the resulting images.

2. The fibre core cross coupling problem which causes blurring and degradation in the resulting images.

3. Detection of fluorescently labelled bacteria which exist in a non-homogeneous background like elastin and collagen, which are as bright as bacteria, making them quite difficult to distinguish.

In Chapter 4, we formulate the fibre core cross coupling and the field of view pixelation problems as a deconvolution and restoration task, which it is the first time to be addressed in this way in the literature. Moreover, in Chapters 5 and 6 we introduce novel spot detection algorithms in order detect fluorescently labelled bacteria in lung images acquired by a confocal OEM system. Hence, in the next chapter, we review the literature on existing methods for image deconvolution, restoration and spot detection.
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3.1 Overview

The fibre core cross coupling/talk problem mentioned in Chapter 2 has been studied in the literature both experimentally [45, 146, 201] and within a theoretical framework (coupled mode theory) [152, 174], providing recommendations for optimal fibre bundle designs. However, cross coupling can be mitigated yet not eliminated through optimal fibre design. In this thesis, in order to compensate for this effect, we formulated the cross coupling mitigation and the field of view pixelation problems as a deconvolution and restoration task. To the best of our knowledge, it is the first time these problems are addressed in this way. In the first part of this chapter, we review the literature on existing methods for image deconvolution and restoration. These two problems have been addressed in the literature via different methods. Here we focus on Bayesian models, but we also provide a brief overview on non-Bayesian methods. On the other hand, we aim to develop algorithms for automatic detection of fluorescently labelled bacteria. Due to the lack of methods specially those applied to fibred optical endomicroscopy, in the second part of this chapter, we review the literature on most of existing spot detection methods that can be adapted to this imaging technique.

3.2 Image Deconvolution and Restoration

3.2.1 Introduction

In deconvolution and restoration problems, one wants to recover an image from noisy and degraded data; the target image is the ideal representation of the observed scene. However, during the observation process, there may exist uncertainty/deformation in the measurements occurring as blur, noise, etc.. The key idea to solve this ill-posed inverse problem (it might not have a solution
in the strict sense and/or solutions might not be unique) is the introduction of prior knowledge about the original image into the restoration process. Most of the deconvolution and restoration problems introduced in the literature differ mainly in the prior knowledge about the image they intend to restore, and the estimation strategy adopted.

In the literature, two categories of Bayesian restoration methods are found [28]. The first consists of computing an estimate of the original image assuming the blur is known [2–4,64,65,107,200]. The second is a class of image restoration known as blind image restoration, which assumes that both the true image and the blur are unknown [17,30,39,88,101,126,140,158,177,206,210]. In general, the degradation can be non-linear and spatially varying (non uniform motion, imperfect optics); however, in most of the work introduced in the literature, it is assumed that the observed image is the output of a linear spatially invariant (LSI) system to which noise is added.

The rest of this section is organized as follow. In Section 3.2.2 we define mathematically the deconvolution problem. In Section 3.2.3 we provide a classification of the existing approaches to supervised deconvolution. In Section 3.2.4 we formulate the deconvolution problem within the Bayesian framework, and survey the probabilistic models for the observation, the original image, the blur, and their associated unknown parameters. In Section 3.2.5 we discuss solutions to the deconvolution problem as inference models under the Bayesian framework. Finally, in Section 3.2.6 we briefly review deconvolution models which appeared in the literature and cannot be easily obtained using a strict Bayesian formulation.

### 3.2.2 Problem Formulation of the Deconvolution Problem

The deconvolution problem for digital image processing can be formulated by the following discrete model

$$g(n) = \sum_{s \in S_h} h(n,s)x(s) + w(n), \quad n = (n_1,n_2) \in S_x, \quad (3.1)$$

where $g(n)$, $h(n,s)$, $x(n)$, and $w(n)$ represent the degraded image, the blur function or point spread function (PSF), the original image to be recovered, and the observation noise, respectively, $S_x \in \mathbb{R}^2$ and $S_h \in \mathbb{R}^2$ are the supports of the image and the PSF respectively. The additive noise $w(n)$ is assumed to be white Gaussian independent and identically distributed (iid) noise, which is assumed to be uncorrelated with the image in all of the revised methods. The noise might originate during acquisition, transmission or preprocessing.

The main aim of the supervised deconvolution problem is to estimate the original image $x$, other deconvolution problems consider estimating both the original image $x$ as well as the blur function $h$. These methods are known as blind deconvolution problems. The LSI degradation model can be written as

$$g(n) = (x * h)(n) + w(n) = \sum_{s \in S_h} h(n-s)x(s) + w(n), \quad (3.2)$$
where \((\ast)\) denotes the 2-D convolution operator. The block diagram representing this linear degradation model is depicted in Fig. 3.1.

The linear image degradation model represented by Eq.(3.1) and Eq.(3.2) can be written in a matrix form as

\[
g = Hx + w,
\]

where the vectors \(g \in \mathbb{R}^N\), \(x \in \mathbb{R}^M\), and \(w \in \mathbb{R}^N\) are the observed image, the original image and the observation noise respectively which are all vectorized to form vectors. \(H \in \mathbb{R}^{N \times M}\) represents the blur matrix.

The main objective of the deconvolution problem is to find the estimate \(\hat{x}\) for \(x\) based on \(g\). This is an ill-posed linear inverse problem, as the matrix \(H\) is singular and/or ill-conditioned \((N \leq M\), such that \(g \approx H \hat{x}\) hence regularization for the unknown variables must be considered (for \(x\) and \(w\)). In blind deconvolution problems, the estimate \(\hat{h}\) is also found for \(h\) by incorporating prior knowledge about \(h\).

### 3.2.3 Classification of Image Deconvolution Algorithms

Deconvolution problems may be classified based on the way the blur function is identified into either \textit{a priori} known information or jointly estimated within the original image.

#### 3.2.3.1 \textit{A priori}-identified blur methods deconvolution

In these methods, the blur can either be estimated separately from the degraded image, and later used in the estimation of the original image process, or it can be identified by experimental approaches. For the first method, parametric blur models are primarily used as we will see in Section 3.2.4.2, the aim is then to identify the blur parameters from the observed degraded image \([29,37,179]\).

Experimental approaches, which are widely used in microscopy, remote sensing, medical ultrasound, etc., are used for estimating the blur function \([146]\). Images of one or more point sources (Dirac function excitation) are used to provide an estimate of the blur function. This can also be
used as a prior knowledge for estimating jointly the blur as well the original image as we will see in the next subsection.

### 3.2.3.2 Blind deconvolution methods

In this class, the blur function and the original image are jointly estimated. Prior knowledge about the blur function and the image to be recovered are introduced in the form of statistical models (like the Bayesian models introduced in the next subsection), or penalization/constraints in the cost function to be optimized. Parameters representing such models are also estimated within the inference process [21, 30, 39, 88, 110, 126, 130, 210].

The following subsection illustrates how the deconvolution problem is formulated within a hierarchical Bayesian model in the literature. Most of these methods rely on selecting prior distributions to the unknown model parameters and hyperparameters. The joint posterior distribution is then computed using Bayes’ theorem, and then tackled using one of the inference algorithms. The main differences between these methods are the choice of the prior distributions of the unknown model parameters as well as the method used to compute the model estimators.

### 3.2.4 Bayesian Modelling for Image Deconvolution

Bayesian approaches assume that all model parameters and observed variables are unknown stochastic quantities, by assigning them probability distributions based on prior beliefs. Therefore, in image deconvolution problems, the original image \( x \), and the noise \( w \) (and the blur \( h \) in blind deconvolution) in Eq.\((3.3)\) are all considered as samples of random variables with corresponding probability density functions (PDFs) that model our knowledge about the imaging process and the nature of the images. These distributions may depend on hyperparameters denoted as \( \phi \).

Usually, \( \phi \) is assumed to be known (estimated separately from \( x \) and \( g \)). On the other hand, hierarchical Bayesian models may be adopted where \( \phi \) is assumed to be unknown, in which case we also model our prior knowledge of its values. These models offer a flexible and consistent methodology to deal with uncertainty in inference when limited amount of data or prior information is available. This hierarchical modelling allows to write the joint distribution as follows

\[
p(\phi, x, h, g) = p(g|\phi, x, h)p(x, h|\phi)p(\phi),
\]

where \( p(g|\phi, x, h) \) denotes the likelihood of the observations. Typically, the original image to be recovered \( x \) and the blur function \( h \) are assumed to be *a priori*, given the hyperparameter vector \( \phi \), independent i.e., \( p(x, h|\phi) = p(x|\phi)p(h|\phi) \). The goal is then to perform Bayesian inference using the full posterior distribution given by

\[
p(x, h, \phi|g) = \frac{p(g|x, h, \phi)p(x|\phi)p(h|\phi)p(\phi)}{p(g)}.
\]
Since \( p(g) \) is a normalization constant which does not depend on the parameters of interest (e.g., \( x, h, \phi \)), the joint posterior distribution can be written as follows

\[
p(x, h, \phi | g) \propto p(g|x, h, \phi)p(x|\phi)p(h|\phi)p(\phi),
\]

where \( \propto \) reads “is proportional to”. In the following subsection, we define the likelihood function of the observations and provide various prior models for the image, blur, and their corresponding hyperparameters, that have been used in the literature. We then present various Bayesian inference strategies that provide estimators for the unknown model parameters and hyperparameters.

### 3.2.4.1 Observation model

Following the joint posterior distribution given in Eq. (3.6), the first step of the Bayesian formulation problem is to define the likelihood function of the observed image, \( g \), denoted as \( p(g|x, h, \phi) \). As per Eq. (3.3), the PDF of the observed image given the unknown model parameters is related to that of the observation noise \( w \). A widely used model for \( w \) in the literature is zero mean independent and identically distributed white Gaussian noise, with covariance matrix \( \sigma^2 I_N \), with PDF denoted as \( w \sim N(w; 0_N, \sigma^2 I_N) \), where \( \sim \) reads “is distributed according to”. Consequently, the likelihood function can be written as

\[
p(w) = p(g|x, h, \phi) = \left( \frac{1}{2\pi\sigma^2} \right)^{N/2} \exp \left[ -\frac{\|g - Hx\|_2^2}{2\sigma^2} \right],
\]

where \( \|\cdot\|_2^2 \) denotes the conventional squared \( \ell_2 \) norm.

Other noise models, for instance Poissonian noise, which can be used to model low-photon count imaging systems, are also assumed in some deconvolution problems in the literature [64,117]. We will, however, concentrate on the Gaussian noise model which will be used to model the different problems we considered in this thesis, which has been shown to be well adapted for the data we processed.

### 3.2.4.2 Parametric prior blur models

Analytical models are frequently used in the literature for defining the degradation operator, i.e., PSF. In this case, the blur’s prior distribution is directly parametrized by the parametric model unknowns (the priors are on the blur parameters rather than on \( h \) directly). Often when the parametric model of the PSF is assumed to be known, the unknown parameters of the model can be estimated for example using maximum likelihood (ML) methods [103]. On the contrary, these unknown parameters can also be estimated \( a \ priori \) by experimental approaches.

1. **Linear motion blur**: During exposure time, if a camera moves a certain distance, each point of the imaged scene is pictured onto several pixels of the resulting image, which produces a
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blurred image along the motion direction. In this case, the blur is due to the incoherence in the relative movement between the camera and the captured scene. In the case of linear homogeneous motion blur, the PSF $h(u, v)$ is a one-dimensional rectangular function [115], which is a line segment through the origin. The angle $\phi$ of the line segment to the $x$-axis is equal to the direction of motion, and the length $L$ equals the distance one pixel is moved by the motion. Thus the intensity is $1/L$ along the line and 0 elsewhere. The PSF in this case can be written as

$$h(u, v) = \begin{cases} \frac{1}{L}, & (u, v) (\sin(\phi), \cos(\phi))^T = 0, \text{ and } u^2 + v^2 < \frac{L^2}{4}. \\ 0, & \text{otherwise.} \end{cases}$$ (3.8)

Figure 3.2(a) shows an example of a discretised motion blur kernel when $\phi = 45$, and $L = 10$.

2. Atmospheric turbulence blur: This type of blur is caused by the random fluctuations of the refraction index of the medium, which lead to blurring in images acquired from a long distance away. It is common in aerial imaging and remote sensing applications. It can be modelled by a Gaussian PSF for long-term exposure through the atmosphere as follows [80]

$$h(u, v) = K \exp \left( -\frac{(u - k)^2 + (v - l)^2}{2\sigma^2_h} \right),$$ (3.9)

where $(k, l)$ is the center of the PSF, $K$ is a normalizing constant ensuring that the blur has a unit volume, and $\sigma^2_h$ is the variance that determines the width of the blur. Figure 3.2(b) shows an example of a Gaussian blur kernel when $\sigma^2_h = 5$.

3. Out-of-focus blur: Blurring of images due to out of camera focus primarily arises due to the finite size of the camera aperture. The image formation model produced by the camera depends on many parameters, including the camera aperture size and shape, the distance between object and camera, the focal length, the wavelength of the incoming light, and effects due to diffraction [106]. When the blur due to defocusing is large, the uniform circular PSF function is used as an approximation to these effects

$$h(u, v) = \begin{cases} \frac{1}{\pi r^2}, & (u - k)^2 + (v - l)^2 \leq r^2. \\ 0, & \text{otherwise.} \end{cases}$$ (3.10)

where $r$ is the radius of the blur. Figure 3.2(c) shows an example of a circular blur kernel when $r = 4$.

4. Crosstalk blur in fibred optical endomicroscopy: Fiber core cross coupling is one of the main reasons for image degradation in optical endomicroscopy [59,60,152,201]. If an individual fibre core is illuminated, the neighbouring cores will be affected by a specific percentage of the
incident light on the illuminated core. There have been several studies that have quantified the average spread of inter-core coupled light, with approximately a third of the overall light coupling to neighbouring cores [146]. In [Eldaly et al. 2018a, Eldaly et al. 2018c, Perperidis et al. 2017], cross-coupling between fibre cores is modelled by an isotropic zero mean 2D generalized Gaussian kernel as follows

\[ h(i, j) = \exp \left( - \left( \frac{d_{i,j}}{\alpha_h} \right)^{\beta_h} \right), \]  

(3.11)

where \( d_{i,j} \) denotes the euclidean distance between the cores (or spatial locations) \( i \) and \( j \). From Eq.(3.11), it can be seen that neighbouring fibre cores will be more closely coupled than distant ones. The values of \( \alpha_h \) and \( \beta_h \), which control the amount of cross-coupling (the higher, the more coupling) and which are system dependent can be adjusted from preliminary measurements (calibration). Note however that background offset and gain [161], arising due to the difference in fibre core sizes are neglected here to make the formation of the restoration forward model and the estimation of the unknown model parameters tractable, as we will see in Chapter 4. This parametric prior blur model has been investigated during this thesis and is one of the contributions [Eldaly et al. 2018a, Eldaly et al. 2018c, Perperidis et al. 2017].

### 3.2.4.3 Image and blur prior models

Due to the ill-posed nature of the deconvolution problem, prior beliefs should be assigned to the image to be recovered \( x \) and the blur function \( h \) in case of blind deconvolution problems. These beliefs can be formulated using prior distributions \( p(x|\phi) \) and \( p(h|\phi) \), respectively. These distributions limit and constrain the space of all possible solutions. Typical constraints for the image to be recovered, considered in the literature, are positivity, smoothness, piecewise-smoothness, or sparsity in some basis (discrete wavelet/cosine/Fourier transform, etc.). We can attempt to model these descriptions in a stochastic sense using the prior distributions. This is typically done by specifying
proportional relations between neighbouring pixels or their derivatives. Similar considerations may apply for the blur function.

We will consider a general exponential form of the image and blur prior distributions as follows

\[
p(x|\phi) = \frac{1}{Z_x(\phi)} \exp [-U_x(x, \phi)],
\]

\[
p(h|\phi) = \frac{1}{Z_h(\phi)} \exp [-U_h(h, \phi)],
\]

(3.12)

respectively. The normalizing terms \(Z_x(\cdot)\) and \(Z_h(\cdot)\) depend on the hyperparameters for each distribution. They may be either considered as constants if we assume known hyperparameters, or they must be calculated as \(\int \exp [-U_x(x, \phi)] dx\) and \(\int \exp [-U_h(h, \phi)] dh\), respectively, which may cause difficulties in inference unless we assume a special form for \(U(\cdot)\). In the literature, many image and blur models can be written in the form of Eq.(3.12). Below we summarize the mostly widely used prior distributions for image and blur models in the literature.

1. **Gaussian models**: The most widely used model in image deconvolution is the class of Gaussian models, given by \(U_x = \frac{\|\nabla_x\|^2}{2\gamma_x^2}\), then if \(\det \Delta_T \neq 0\), the term \(Z_x\) in Eq.(3.12) becomes \((2\pi\gamma_x)^{N/2} \det \Delta^{-1}\). The common usage of \(\Delta\) in the literature is the discrete Laplacian operator, which constrains the derivative of the image. Molina et al. [130] used this model for both image and blur, as follows

\[
p(x|\gamma_x^2) \propto (\gamma_x^2)^{-d_x/2} \exp \left(-\frac{\|\Delta_1 x\|_2^2}{2\gamma_x^2}\right),
\]

\[
p(h|\gamma_h^2) \propto (\gamma_h^2)^{-d_h/2} \exp \left(-\frac{\|\Delta_2 h\|_2^2}{2\gamma_h^2}\right),
\]

(3.13)

where \(\Delta_1 \in \mathbb{R}^{N\times N}\) and \(\Delta_2 \in \mathbb{R}^{M\times M}\) are two Laplacian operators, \(d_x = N - 1\) is the rank of \(\Delta_T \Delta_1\), which is a singular matrix, similarly \(d_h = M - 1\).

A similar class of Gaussian models is the Markov random field (MRF) models [199], which are widely used in image segmentation [52], image restoration [76], super resolution [162], and in image deconvolution [46,213]. They usually promote local spatial dependences between neighbouring pixels by defining a covariance matrix that defines the relationship between neighbouring pixels. A Gibbs distribution can be defined by setting \(U = \sum_{c \in C} V_c(x)\) in Eq.(3.12), where \(V_c(x)\) is a potential function defined over the cliques \(c\) in the image [199]. Usually, the normalization term \(Z\) in this case is named the partition function. MRF prior distribution gives a simple way of specifying relationships between neighbouring pixels in the image. The MRF prior distribution for quadratic potentials may be written as follows

\[
p(x) = \frac{1}{Z} \exp (-x^T B x) = \frac{1}{Z} \exp \left(-\sum_{c \in C} x^T B_c x\right).
\]

(3.14)
where \([B_{c}]_{i,j}\) are having a value \(d_{i,j}\), which defines the relationship between the pixels \(i\) and \(j\), which only non-zeros when the pixels are not neighbours. The normalization term now becomes \((2\pi)^{N/2} \det |\mathbf{B}|^{-1/2}\). This model is named as Gaussian Markov Random Fields (GMRF) [31, 157].

2. **Total variation prior models**: Non-quadratic image prior distributions have been also considered in the deconvolution literature by using total variation (TV) [39] regularization frameworks, with the aim of preserving edges. This prior distribution is defined in the continuous form as

\[
U_{x} = \frac{1}{\gamma_{x}} \int_{\Omega} |\nabla_{1} x| \, du \, dv,
\]

\[
U_{h} = \frac{1}{\gamma_{h}} \int_{\Omega} |\nabla_{2} h| \, du \, dv,
\]

(3.15)

where \(\nabla_{1} x\) and \(\nabla_{2} h\) denote the gradients of \(x\) and \(h\) respectively, and \(\Omega \in \mathbb{R}^{2}\) is the support of \(x\) and \(h\). The discrete forms can be written as

\[
U_{x} = \frac{1}{\gamma_{x}} \|\nabla_{1} x\|_{1},
\]

\[
U_{h} = \frac{1}{\gamma_{h}} \|\nabla_{2} h\|_{1},
\]

(3.16)

where \(\|\cdot\|_{1}\) is the \(\ell_{1}\) norm. The discrete (isotropic) definition of TV given by

\[
\|\nabla x\|_{1} = \sum_{i} |\nabla_{h}^{i} x| + |\nabla_{v}^{i} x|,
\]

(3.17)

where \(\nabla_{h}^{i}\) and \(\nabla_{v}^{i}\) are linear operators corresponding to horizontal and vertical first order differences, at pixel \(i\), respectively. That is, \(\nabla_{h}^{i} x \equiv x_{i} - x_{i-1}\) and \(\nabla_{v}^{i} x \equiv x_{i} - x_{i-1}\).

The main difference with the GMRF model described above is that the \(\ell_{2}\) norm used in GMRF of the image gradient penalizes too much the gradients corresponding to edges and an over-smoothing effect is observed [38, 178]. In real images, object edges create sharp steps that appear as discontinuities in the intensity function. Moreover, TV prior distribution models usually begin with a formulation in the continuous image domain resulting in partial differential equations (PDEs) that must be solved. However, eventual discretization is eventually necessary [28]. Alternatively, other methods propose formulating the TV norm directly in the discrete domain [3, 21, 27, 41]. The motivation for using TV regularization for the PSF, in the literature, is due to the fact that some PSF’s can have edges [39].

3. **Sparse prior models**: In image restoration, it has been shown that sparsity in some basis can serve as a good prior [24, 54]. This illustrates the fact that many types of natural images can
be sparsely represented by a dictionary of atoms. Sparse representation modelling assumes that the original image $x$ can be described as $x \approx D\psi$, where $D$ is a dictionary and $\psi$ is sparse. Therefore, $x$ is represented by a linear combination of few columns (atoms) of $D$. With these definitions, the recovery of the sparse codes given the dictionary $D$ is termed sparse coding. With sparsity prior, the model in Eq. (3.3), with the representation of $x$ over $D$ can be written as $y = HD\psi + w$, where an $\ell_0$ prior can be assigned to $\alpha$; e.g., $\|\psi\|_0$.

The $\ell_0$-norm counts the number of non-zero entries of $\psi$. Due to the non-convexity of the $\ell_0$-norm, it is quite often relaxed to the $\ell_1$-norm; $\|\psi\|_1$ which is convex. Once $\psi$ is estimated, the original image $\hat{x}$ can be estimated as $\hat{x} = D\hat{\psi}$. The dictionary $D$ can be either one of the pre-defined fixed bases such as discrete cosine/wavelet/Fourier transform (DCT, DWT, DFT, respectively), etc., or can be learned from a set of training data such as K-singular value decomposition (K-SVD), method of optimal directions (MOD), and others. Sparse representation has been successfully used in various image restoration problems [58, 62, 205].

### 3.2.4.4 Hyperparameters prior models

The previous subsections introduced the likelihood function of the deconvolution problem as well as the choices of the prior distributions for the image to be recovered $x$ and the blur function $h$: $p(x|\phi)$, and $p(h|\phi)$ respectively. As mentioned earlier, these prior distributions might have also hyperparameters that can be fixed if they are known, or estimated if they are unknown. In this section, we study the joint estimation of the hyperparameters $\phi$ by studying the distribution $p(\phi)$. To address this, the hierarchical Bayesian model introduces a second stage in which the $p(\phi)$ is defined, where the first stage consists of defining $p(g|x, h, \phi)$, and $p(x|\phi), p(h|\phi)$.

In Bayesian literature, there has been extensive works studying the choice of the hyperparameter distribution $p(\phi)$ for which $p(\phi, x, h|g)$ can be calculated in a straightforward way to give a tractable distribution for which Bayesian estimators can be approximated easily. These are called conjugate prior distributions [25, 149].

In addition to providing easy computation of estimators from $p(\phi, x, h|g)$, conjugate prior distributions have also the convenient property of leading to posterior distributions (conditioned on the values of some of the other model parameters), that belong to the same family as the original prior distributions.

By taking into account conjugate prior distributions, the literature in the deconvolution and restoration considers different a priori models for the parameters depending on the type of the unknown parameters. Consider, the noise variance $\sigma^2$ defined in Eq. (3.7) and the regularization parameters $\gamma_x^2$ and $\gamma_h^2$ defined in Eq. (3.13), can be assigned inverse-Gamma distributions. For instance, for a hyperparameter $\omega$, the PDF of the inverse-Gamma distribution defined over the support $\omega > 0$ is given by
where $\alpha_\omega > 0$ and $\beta_\omega > 0$ are shape and scale parameters respectively. The inverse-Gamma distribution has the following mean and variance:

$$E(\omega) = \frac{\beta_\omega}{\alpha_\omega - 1} \text{ for } \alpha_\omega > 1, \quad \text{Var}(\omega) = \frac{\beta_\omega^2}{(\alpha_\omega - 1)^2(\alpha_\omega - 2)} \text{ for } \alpha_\omega > 2. \quad (3.19)$$

Some authors in the deconvolution and restoration literature consider the reciprocal of a hyperparameter, and hence the assigned conjugate prior distribution would be $p\left(\frac{1}{\omega}\right) \sim \mathcal{G}(\alpha_\omega, 1/\beta_\omega)$ [21,41,130], where $\mathcal{G}$ is the Gamma distribution. Robert [153, Chap. 3, Sec. 3.3] provides a list of distributions and their corresponding conjugate ones.

The values assigned to the parameters of the conjugate prior distributions in Eq. (3.18) (i.e., $\alpha_\omega$ and $\beta_\omega$) reflect the amount of knowledge known about the hyperparameter, which can yield either informative or weakly-informative prior distributions. Often most of Bayesian work in the literature assumes fixing one of the parameters of the conjugate prior distribution while introducing another level of the hierarchical Bayesian model by assigning a conjugate prior distribution to the other parameter. According to the Bayesian paradigm, uncertainty at any of these levels is incorporated into additional prior distributions [153, Chapter 10].

On the other hand, when no prior information at all is available about the hyperparameter of interest, non-informative prior distributions are considered in the Bayesian literature. Jeffreys prior distribution [85] is a widely used non-informative prior in the deconvolution and restoration literature [66,141,198]. It is proportional to the square root of the determinant of the Fisher information matrix, $I$, which can be given as follows

$$p(\phi) \propto \sqrt{\det(I(\phi))}. \quad (3.20)$$

The choice of a prior depending on Fisher information is justified by the fact that $I(\phi)$ is widely accepted as an indicator of the amount of information brought by the model (or the observation) about $\phi$. Hence, the values of $\phi$ for which $I(\phi)$ is larger should be more likely for the prior distribution.

### 3.2.5 Bayesian Estimation for Image Deconvolution

In the previous sections of this chapter, we have studied the likelihood function as well as the prior distribution of the parameters and their corresponding hyperparameters. Bayes’ rule (Equation (3.6)) is then used to compute the joint posterior distribution. The goal now is to approximate the Bayesian estimators of the unknown model parameters (e.g., $x$ and $h$). Depending on the prior models of the unknown parameters, finding analytical solutions to them might be difficult, hence
approximations are often considered. Point estimates, which are presented in the next subsections, of the unknown model parameters may be obtained by considering optimization algorithms, however, considering Bayesian frameworks can estimate the distributions of the parameters, which deal better with uncertainty when limited information presents [74, 91, 135]. Different inference strategies, which have been used in the deconvolution and restoration literature, are presented in the following subsections.

### 3.2.5.1 Maximum likelihood and maximum a posteriori estimators

The maximum likelihood (ML) estimation, maximizes the likelihood \( p(g|x,h,\phi) \) with respect to the unknown variables

\[
\{\hat{x}, \hat{h}, \hat{\phi}\}_{ML} = \maximize_{x,h,\phi} p(g|x,h,\phi). \tag{3.21}
\]

Note, however, that in this case, we can only estimate the hyperparameters in \( \phi \) that appear in \( p(g|x,h,\phi) \) and not those who appear in \( p(x,h|\phi) \).

Maximum a posteriori (MAP), on the other hand, provides point estimates by finding the values of \( x, h \) and \( \phi \) that maximize the posterior distribution in Eq. (3.6) as follows

\[
\{\hat{x}, \hat{h}, \hat{\phi}\}_{MAP} = \maximize_{x,h,\phi} p(g|x,h,\phi)p(x|\phi)p(h|\phi)p(\phi). \tag{3.22}
\]

The ML estimation can be seen as a MAP estimation but with non-informative (flat) prior distributions on the unknown model parameters. Assuming known values for parameters is equivalent to using degenerate prior distributions. The degenerate distribution defined on \( \phi \) can be defined as follow

\[
p(\phi) = \delta(\phi, \phi_0) = \begin{cases} 
1, & \text{if } \phi = \phi_0, \\
0, & \text{otherwise.} 
\end{cases} \tag{3.23}
\]

The ML and MAP and estimations become

\[
\{\hat{x}, \hat{h}\}_{ML} = \maximize_{x,h} p(g|x,h,\phi_0), \tag{3.24}
\]

and

\[
\{\hat{x}, \hat{h}\}_{MAP} = \maximize_{x,h} p(g|x,h,\phi_0)p(x|\phi_0)p(h|\phi_0), \tag{3.25}
\]

respectively. Note that the hyperparameter vector \( \phi_0 \) in this case is fixed.

Many deconvolution methods are based on (3.25). As mentioned earlier, the main differences between these methods is the form of the likelihood function, the choice of the prior distributions of the image to be recovered and/or the blur and their corresponding hyperparameters, and the optimization method used to find the solutions of the unknown parameters. Computing point
estimates of the unknown parameters using MAP estimation can be found by maximizing the joint posterior distribution in Eq. (3.5) with fixing the hyperparameter vector as in Eq. (3.25). Equivalently, this can be formulated as an optimization problem by minimizing the negative log-posterior distribution given by \( F = -\log[p(x, h|g)] \) with fixing the hyperparameters. This results in a minimization of the cost function in addition to a number of regularization terms, which impose soft and/or hard constraints on the solutions. The hyperparameters of the regularization terms control the trade-off between the fidelity to the data and the power of the prior distributions on the unknown model parameters. The optimization problem can be thus written as follow

\[
\hat{x}, \hat{h} = \minimize_{x,h} \frac{1}{2} \| Hx - g \|^2_2 + \lambda_x f(x) + \lambda_h f(h),
\]  

(3.26)

where \( f(x) \) and \( f(h) \) are the image and the blur regularization functions, respectively, and \( \lambda_x \) and \( \lambda_h \) are their corresponding regularization parameters.

In the literature, the resulting optimization problem can be tackled using many algorithms. If it is differentiable, gradient-based methods, like gradient descent, (block) coordinate descent, etc. can be used [78, 90, 211], otherwise proximal-based methods such as the alternating direction method of multipliers (ADMM), forward-backward splitting, etc. are considered [3, 8, 63, 107, 117, 133, 168, 210].

### 3.2.5.2 Sampling-based methods

The Maximum a posteriori estimation discussed earlier does not take into account the whole posterior probability density function. If the posterior distribution is sharply peaked at the maximum, then it does not matter as the MAP estimate is a suitable estimator; however, in the case of a heavy-tailed (broad) posterior distribution, this estimate is likely to be not a good estimator. The Minimum Mean Squared Error (MMSE) estimate attempts to find the optimal parameter values that minimize the expected mean squared error between the estimates and their true values. In practice, computing MMSE estimates analytically is difficult, though it is possible with sampling-based methods or it can be approximated using variational Bayesian methods (Section 3.2.5.4).

The most general approach to performing inference for the deconvolution problem is to simulate the posterior distribution in Eq. (3.5). This allows us to perform Bayesian inference with unknown model parameters on arbitrarily complex models in high-dimensional spaces, where no analytical solutions are available. Markov Chain Monte Carlo (MCMC) methods [153, 155] attempt to approximate the posterior distribution by generating samples that are asymptotically distributed according to the target posterior distribution using Markov chains. These samples are then used to approximate the minimum mean square error (MMSE) (or posterior mean) estimators of the unknown parameter (e.g., \( x, h \)). Formally, a Markov chain is defined by a random state \( u \) and a transition distribution \( T(u'|u) \) specifying the probability that a random update will go to state \( u' \).
if it starts in state \( u \). Running the Markov chain means repeatedly updating the state \( u \) to a value \( u \) sampled from \( T(u' | u) \).

A conceptually simple and effective approach to building a Markov chain that asymptotically samples from the joint posterior distribution of each unknown parameter given the rest of the parameters is Gibbs sampling, in which sampling from \( T(u' | u) \) is accomplished by selecting one variable \( u_i \) and sampling it conditioned on its neighbours in the undirected graph. Gibbs sampler has been widely used in classical image restoration in conjunction with MRF image models \([30, 76]\). In the deconvolution and restoration problem, if we can write down analytic expressions for the conditional distributions of all the parameters we want to estimate, given the others, we simply draw samples from each of the distributions in turn, conditioned on the most recently sampled values of the other parameters. For example if we want to simulate \( p(x, h, \phi | g) \), the iterations would proceed as follows

**Algorithm 1 Gibbs Sampling Algorithm**

1. **Fixed input parameters**: Number of burn-in iterations \( N_{bi} \), total number of iterations \( N_{MC} \)
2. **Initializations** \( (k = 0) \)
   - Set \( x^{(0)}, h^{(0)} \) and \( \phi^{(0)} \),
3. **Repeat** \( (1 \leq k \leq N_{MC}) \)
   - Sample \( x^{(k)} \) from \( p(x | g, h^{(k-1)}, \phi^{(k-1)}) \),
   - Sample \( h^{(k)} \) from \( p(h | g, x^{(k)}, \phi^{(k-1)}) \),
   - Sample \( \phi^{(k)} \) from \( p(\phi | g, h^{(k)}, x^{(k)}) \),
4. Set \( k = k + 1 \).

The idea of Gibbs sampling is that given a multivariate distribution, it is simpler to sample from a series of conditional distributions than to marginalize by integrating over a joint distribution. Whenever it is not possible to sample from the conditional distributions, Metropolis-Hastings, can be used \([214]\). The idea lies on proposing a new distribution \( q(· | \theta) \) that is easy to sample from. The distribution we aim to sample from with density \( p(\theta) \) is often called the target or objective distribution, whereas the distribution with density \( q(· | \theta) \) is the proposal distribution. The Markov chain corresponding to the density’s parameter \( \theta \) can be constructed using the Metropolis-Hastings method by considering Algorithm 2. When the proposal distribution is symmetric, \( \frac{q(\theta^{(k-1)} | \theta')}{q(\theta' | \theta^{(k-1)})} = 1 \). Often these methods suffer from curse of dimensionality as the probability of rejection increases as a function of the dimension of the vector to be estimated.

Once a satisfied number of samples is drawn from each conditional distribution, point estimates and other statistics can be computed by Monte Carlo integration. For example, to find the MMSE estimate of the true image \( x \), we simply compute the mean of the samples, the posterior distribution mean or MMSE estimator of \( x \) can be approximated by
Algorithm 2 Metropolis-Hastings Sampling Algorithm

1: **Fixed input parameters**: Number of burn-in iterations $N_{bi}$, total number of iterations $N_{MC}$
2: **Initializations** ($k = 0$)
   - Set $\theta^{(0)}$,
3: **Repeat** ($1 \leq k \leq N_{MC}$)
   - Draw $u \sim U(0, 1)$,
   - Sample $\theta^*$ from $q(\theta^* | \theta^{(k-1)})$,
   - if $u < \min\left(1, \frac{p(\theta^*) q(\theta^{(k-1)} | \theta^*)}{p(\theta^{(k-1)}) q(\theta^* | \theta^{(k-1)})}\right)$,
     - $\theta^{(k+1)} \leftarrow \theta^*$,
   - else
     - $\theta^{(k+1)} \leftarrow \theta^{(k)}$,
4: Set $k = k + 1$.

\[ \hat{x} = \frac{1}{N_{MC} - N_{bi}} \sum_{t=N_{bi}+1}^{N_{MC}} x^{(t)}, \quad (3.27) \]

where the samples from the first $N_{bi}$ iterations of the sampler are discarded. These samples correspond to the transient regime or burn-in period which the Markov Chain requires to reach its equilibrium distribution, that can be determined visually from preliminary runs.

MCMC methods, unlike the optimization-based algorithms discussed in Section 3.2.5.1, do not assume the convexity of the problem. However, they are computationally expensive, and although convergence to the posterior distribution is guaranteed in theory, it can be hard to tell when this has occurred in practice. It may take a long time to explore the parameter space. Sampling methods can, for instance, be of use when it is difficult to compute the expectations of the conditional distributions by variational methods or due to the non-convexity of the problem.

3.2.5.3 Marginalizing hidden variables

The blind deconvolution inference problem can be solved by first computing estimates for $h$ and $\phi$, which can be computed as

\[ \hat{h}, \hat{\phi} = \arg \max_{h, \phi} \int_{x} p(g|x, h, \phi) p(x, h|\phi) p(\phi) dx, \quad (3.28) \]

then, using these estimates to compute the original image $x$ as follows

\[ \hat{x}|_{\hat{h}, \hat{\phi}} = \arg \max_{x} p(g|x, \hat{h}, \hat{\phi}) p(x|\hat{\phi}). \quad (3.29) \]

We can also marginalize $h$ and $\phi$ to directly obtain the estimate of $x$ as follow
The two inference models provided above are called evidence-based and empirical-based analysis, respectively [128]. The marginalized variables are named hidden variables.

The expectation-maximization (EM) algorithm, first described in [51], is widely used in the deconvolution literature [94, 104] for solving ML and MAP problems, that can be regarded as having missing/hidden data. Its convergence properties to a local maxima of the likelihood or the posterior distribution is guaranteed. It is particularly suited to inverse problems in imaging. There are two main applications of the EM algorithm. The first occurs when the data indeed has missing values, due to problems with or limitations of the observation process. The second occurs when optimizing the likelihood function is analytically intractable. Each iteration of the EM algorithm consists of two processes: The E-step, and the M-step. In the expectation step, or E-step, the algorithm finds the expected value of the complete-data log-likelihood (which is easier to compute than considering the original likelihood function) with respect to the missing/hidden data and the current unknown model parameter estimates. In the maximization step, or M-step, the EM algorithm maximizes the expectation we computed in the first step. This also applies for MAP estimation by replacing the likelihood by the posterior distribution.

It is usually not possible to calculate closed forms expressions for the integrals in Eq.(3.28) and Eq.(3.30), hence approximations are considered in the deconvolution literature. For instance, Galatsanos et al. [72, 73] considered a partially known blur deconvolution problem, in which the integral in Eq.(3.28), over a distribution on $x$ that is Gaussian, performed by considering a second-order Taylor expansion of $\log p(g|x, h, \phi)$, then for each value of $h$ and $\phi$, the original image $x$ can be computed as follow

$$\hat{x} = \arg \max_x \int_{h, \phi} p(g|x, h, \phi)p(x|h, \phi)p(\phi) dh \, d\phi.$$  

This methodology is called Laplace approximation [93, 118].

### 3.2.5.4 Variational Bayes

For this estimation approach, the joint posterior distribution $p(x, h, \phi|g)$ can be approximated by a simpler tractable distribution $q(x, h, \phi)$ following the variational methodology [23]. The distribution $q(x, h, \phi)$ can be found by minimizing the Kullback-Leibler (KL) divergence, between the actual posterior distribution and its approximation [99] [100]. In order to obtain a tractable approximation, the family of distributions $q(x, h, \phi)$ are restricted utilizing the mean field approximation [145] so that $q(x, h, \phi) = q(x)q(h)q(\phi)$. An iterative procedure can then be developed to estimate the distributions of the parameters $(x, h, \phi)$.

The VB estimation strategy is widely used in the deconvolution and restoration literature.
It is usually said that VB is what is implemented while waiting a corresponding Gibbs sampler to converge, as it provides a much faster MMSE estimation than MCMC methods.

### 3.2.6 Non-Bayesian Image Deconvolution

There are many other methods that are hard to cover here as the main focus in this thesis is for Bayesian models. In this section, we review some of them. Among these algorithms, there are non-parametric Deterministic Constraints Algorithms, and learning-based models.

The non-parametric Deterministic Constraints Algorithms differ from the other joint image and PSF identification methods in that they do not explicitly model the original image or the blur as stochastic or deterministic model. Rather, they consider numerical iterative formulation to impose deterministic constraints on the image to be recovered or the PSF at each step. Deterministic constraints might include positivity, energy bounds, and finite support on the image to be recovered or the PSF or both.

The iterative blind deconvolution algorithm, proposed by Ayers and Dainty [17], uses a Wiener-like iterative algorithm to estimate the image and the blur in the Fourier domain at each iteration. Moreover, it considers also positivity and finite support constraints on the image to be recovered and the PSF. The algorithm begins by initializing the image ($\hat{x}(0)(n)$) and the PSF ($\hat{h}(0)(n)$) estimates randomly, then the blur and the image are computed in the Fourier domain as in Algorithm 3.

**Algorithm 3 Iterative Blind Deconvolution Algorithm**

1: **Fixed input parameters:** number of iterations $N_{IBA}$
2: **Initializations** $k = 0$, $x(0)(n)$, and $h(0)(n)$
3: **Repeat** $(1 \leq k \leq N_{IBA})$
   - Compute $\tilde{X}(k)(p) = \text{FT}(\tilde{x}(k)(n))$,
   - Compute $\tilde{H}(k)(p) = \frac{G(p)X^{-1}(k)(p)}{|X^{(k)}(p)|^2 + \lambda |H^{(k)}(p)|^2}$,
   - Compute $\tilde{h}(k)(n) = \text{IFT}(\tilde{H}(k)(p))$,
   - Impose positivity constraint on $\tilde{h}(k)(n)$ to give $\hat{h}(k)(n)$,
   - Compute $\tilde{X}(k)(p) = \frac{G(p)H^{-1}(k)(p)}{|H^{(k)}(p)|^2 + \lambda |X^{(k)}(p)|^2}$,
   - Impose positivity constraint on $\tilde{x}(k)(n)$ to give $\hat{x}(k+1)(n)$,
4: **Set** $k = k + 1$.

where $\text{FT}(\cdot)$ (respectively $\text{IFT}(\cdot)$), represents the Fourier transform (respectively inverse Fourier transform) of $(\cdot)$, and $(\cdot)^*$ represents the complex conjugate of $(\cdot)$. The algorithm is run for a specified number of iterations, or until the estimates begin to converge. The final estimates depend on the constant $\lambda \in \mathbb{R}^+$, which represents the energy of the additive noise, which should be carefully chosen in order to provide reliable estimates of the original image and the blur kernel.
3.3 Spot Detection

On the other hand, learning-based algorithms for image restoration and blind image deconvolution have been proposed in the deconvolution literature [134,144]. Such algorithms deviate from the traditional approaches in this area by utilizing prior distributions that are learned from similar images. The basic idea in such an approach is that the prior knowledge required for solving various (inverse) problems can be learned from training data, i.e., set of prototype images belonging to the same (statistical) class of images with the ones to be processed. Vector quantizer (VQ) codebooks are designed by original images and their corresponding degraded versions (by known degradation operators). During restoration, the high frequency information of a given degraded image is estimated from its low frequency information based on the learned codebooks. For blind restoration problems, a number of codebooks are designed corresponding to various versions of blurring functions. Given a blurred and noisy image, one of the codebook is chosen based on similarity measure, therefore proving identification of the PSF.

3.2.7 Why new restoration algorithms?

In this section, we introduced the Bayesian models that are widely used in the literature in image deconvolution and restoration. We noticed that no work attempted to solve the fibre core cross coupling/talk problem as an imaging inverse problem. Moreover, a parametric prior blur model for fibre core cross coupling/talk in coherent fibre bundles is missing in the literature. Also, a comparison between variational, sampling and optimization based inference strategies for restoration of irregularly spatially subsampled images is also missing. Hence, in Chapter 4, we propose a formation to the fibre core cross coupling/talk by a linear system and a Bayesian model associated with different inference strategies to estimate the unknown model parameters. This makes the restoration problem in this respect unique.

3.3 Spot Detection

3.3.1 Introduction

Quantitative analysis of microscopic biological images generally includes the detection of tiny spots (cells, bacteria, etc.). In fluorescence microscopy techniques, including endomicroscopy, the signal-to-noise ratio (SNR) can be extremely low, making automated spot detection a very challenging task, specially in the presence of background structures (elastin collagen, etc.). The objects of interest are labelled with fluorescent SmartProbes, to enhance them to fluoresce, and appear in the images as bright spots, each occupying only a few pixels. In many cases, the quality of the image data is rather low, due to limitations during the image acquisition process, which prevents the detections of these spots. This is the case in microscopic cell imaging, where excitation intensities are reduced to prevent photo-bleaching of the labelled objects, resulting in low signal-to-noise
ratio (SNR) \cite{77}. In addition, despite recent advances in improving optical microscopic imaging techniques, the resolution of the best microscopes available is still rather lower compared to the size of sub-cellular structures, resulting in diffraction-limited appearance. As a consequence, it is sometimes difficult, even for expert clinicians and biologists, to identify objects from irrelevant background structures or noise.

In practice, automatic object-detection methods applied to fluorescence microscopy images to detect microscopic structures, reported in literature, either provide high number of false positives and/or false negatives. High false positive detections corrupt subsequent analysis with the presence of non-existent objects, and high false negative detections provides less objects than are actually present, causing subsequent analyses to be biased towards more clearly distinguishable objects. In the literature, the spot detection problem has been tackled using tracking algorithms, which consist of the detection process in the spatial domain and the linking process in the temporal domain \cite{125}. The performance of the object tracking algorithm is crucial as poor detection would likely cause the linking procedure to yield nonsensical tracks, where correctly detected objects in one frame are connected with false detections in the next (and vice versa), or where tracks are terminated prematurely because no corresponding objects were detected in the next frame(s).

The spot detection methods reported in the literature include linear or morphological image filtering \cite{33,96,170,171}, Bayesian outlier detection models \cite{9,53,124} and machine learning methods \cite{13,87,108,164}. They can be classified into either unsupervised or supervised approaches. Unsupervised algorithms (linear or morphological filters and Bayesian outlier detection models) assume some object appearance model and contain parameters that need to be adjusted either manually or automatically/semi-automatically in order to get the best performance for a specific application. Supervised methods (some machine/deep learning algorithms), on the other hand, “learn” the object appearance from annotated training data usually a large number of small image patches containing only the object intensity profiles (positive samples) or irrelevant background structures (negative samples).

The rest of this chapter reviews the literature for the frequently used spot detection methods that can be applied to OEM, and is organized as follow. Section 3.3.2 provides the universal spot detection framework, and Section 3.3.3 provides the most widely used spot detection algorithms.

3.3.2 Universal Spot Detection Framework

3.3.2.1 Image formation

In fluorescence microscopy, as previously mentioned in Chapter 2, specimens are labelled with SmartProbes, which then fluoresce and is captured by a photosensitive detector (usually a CCD camera or a photomultiplier tube). The objects of interest to be detected in fluorescence microscopy application appear in images as blurred spots, which are relatively small and compact, have no clear
borders. Hence, it is better to refer to it as a “detection” problem rather than a “segmentation” one. The intensities of these objects are assumed to be higher than the background. The blurring is caused by the diffraction phenomenon and imperfections of the optical system.

Other major limitations of fluorescence microscopy are noise sources. There are two major noise sources in fluorescence microscopy, the intrinsic photon noise, which results from the random nature of photon emission, and the detector noise. Photon noise is often modelled as Poisson noise, and is independent of the detector electronics, which adds Gaussian noise. Photon noise can be reduced (which results in higher SNR), by increasing light intensity or the exposure time. However, increasing light intensity to reduce noise and improve image quality causes the photobleaching problem discussed in Chapter 2.

### 3.3.2.2 Spot-detection framework

Most of the spot-detection methods, considered in the literature, consist of three main steps: denoising, signal enhancement and signal thresholding [169]. Some of the steps are optional or can be combined. In step 1, in most cases, Gaussian smoothing is used for denoising, which may increase the SNR and improve image quality and object visibility for subsequent detection. In step 2 (signal enhancement), the denoised fluorescent light signal, only in the regions of the image where the actual objects exist, is enhanced, and the fluorescent signal from the background structures is suppressed. In other words, the denoised image is transformed to a new image, which is also called classification map, which does not necessarily represent the object intensity distribution any more. At this step, the value at any pixel measures the certainty in the object presence at that position. In other words, the enhanced image can also be considered as a probability map that describes the probability of object presence. In step 3 (signal thresholding), hard (binary) decision thresholds are applied in order to obtain detected objects and extract position information from the classification map. A second threshold may be required to limit the size and/or the shape of the clusters; only those clusters with size larger than \( v_{\text{min}} \) and smaller than \( v_{\text{max}} \) are considered as detected objects.

### 3.3.3 Detection Algorithms

In this subsection we describe the detection framework discussed above. The most characteristic part of any spot detection method is the second step of the framework (signal enhancement). As mentioned earlier in the introduction, these detection algorithms can be classified into either unsupervised (linear or morphological filtering methods and hierarchical Bayesian models) or supervised (some machine/deep learning algorithms).
3.3.3.1 Linear or Morphological filtering-based methods

1. **Laplacian of Gaussian and difference of Gaussians filters**: Laplacian filters are derivative filters used to find areas of rapid change (edges) in images. Since derivative filters are very sensitive to noise, it is common to smooth the image (e.g., using a Gaussian filter) before applying the Laplacian. This two-step process is called the Laplacian of Gaussian (LoG) operation. The 2D Laplacian of Gaussian filter can be written as

\[ \text{LoG}(i, j) = -\frac{1}{\pi \sigma^4} \left(1 - \frac{i^2 + j^2}{2\sigma^2}\right) \exp \left(-\frac{i^2 + j^2}{2\sigma^2}\right), \]  

(3.32)

where \( \sigma^2 \) is the variance of the Gaussian smoothing kernel. The LoG operator takes the second derivative of the image. Where the image is basically uniform, the LoG filter will give zero. Wherever a change occurs, the LoG will give a certain response.

In the difference of Gaussians (DoG) filter, similar to the LoG filter, the image is first smoothed by convolution with Gaussian kernel of certain width \( \sigma_1 \), namely \( G_{\sigma_1} \) resulting in

\[ J_{\sigma_1} = G_{\sigma_1} \ast I, \]  

(3.33)

which is then smoothed by another smoothing Gaussian kernel of width \( \sigma_2 \), resulting in

\[ J_{\sigma_2} = G_{\sigma_2} \ast I. \]  

(3.34)

The difference of these two Gaussian smoothed images, called difference of Gaussian (DoG), can be expressed as

\[ S = J_{\sigma_1} - J_{\sigma_2} = (G_{\sigma_1} - G_{\sigma_2}) \ast I. \]  

(3.35)

Hence the DoG filter can be defined as \( \text{DoG} = G_{\sigma_1} - G_{\sigma_2} \). As the difference between two differently low-pass filtered images, the DoG is actually a band-pass filter, which removes high frequency components representing noise, and also some low frequency components representing the homogeneous areas in the image. The frequency components in the passing band are assumed to be associated to the edges in the images.

These two filters have been used to detect blobs in the literature [81,111], however still the edges of the homogeneous regions are falsely detected as blobs.

2. **Top-hat filter**: The top-hat filtering is one of the methods used for bright spots detection in the presence of widely varying background intensities [33]. Such filters are dynamic thresholding operators. They discriminate the spots (which are groups of pixels), by their round shape and predetermined information about their intensity and size. At each pixel location in the
image to be filtered, \((i, j)\), the average image intensity is calculated for pixels within two circular regions \(D_{\text{top}} \) and \(D_{\text{brim}}\), denoted by \(\hat{I}_{\text{top}}\) and \(\hat{I}_{\text{brim}}\), respectively, defined as

\[
D_{i,j}^{\text{top}} = \{(i', j'): \sqrt{(i - i')^2 + (j - j')^2} < R_{\text{top}}\},
\]

\[
D_{i,j}^{\text{brim}} = \{(i', j'): R_{\text{top}} < \sqrt{(i - i')^2 + (j - j')^2} < R_{\text{brim}}\},
\]

where the radius \(R_{\text{top}}\) corresponds to the “top” of the “hat” and is set to the maximum expected spot radius. The brim radius, \(R_{\text{brim}}\) : \((R_{\text{brim}} > R_{\text{top}})\), is often taken to be the shortest expected distance to the neighbouring spot. If the difference \(\hat{I}_{\text{top}} - \hat{I}_{\text{brim}}\) is larger than some threshold \(H_{\text{thres}}\), the original image intensity \(I(i, j)\) for that position \((i, j)\) is copied to the classification map \(S\), \(S(i, j) = I(i, j)\), otherwise \(S(i, j) = 0\). The procedure is repeated for each pixel, and the binary map (step 3) is obtained as \(S_B(i, j) = 1\) if \(S(i, j) \neq 0\), and \(S_B(i, j) = 0\) otherwise. The height \(H_{\text{thres}}\) of the top above the brim is set to the minimum intensity that a spot must rise above its immediate background. In summary, this method has only three parameters to tune manually, \((H_{\text{thres}}, R_{\text{top}}, R_{\text{brim}})\), which can be related to the object appearance. The noise reduction (step 1) in this case is implicitly done while calculating the average image intensity \(\hat{I}_{\text{top}}\) and \(\hat{I}_{\text{brim}}\). The averaging decreases the variance in the estimation of the noisy object and background intensity levels and improves the robustness and performance of the method.

3. Grayscale opening top-hat filter: Similar to the method described above, this filter uses the grayscale opening operation from mathematical morphology [175]. In order to improve the filter performance, the original image \(I\) is first smoothed with the Gaussian kernel with scale \(\sigma\) (step 1) and the grayscale opening of the denoised image with a structuring element \(S\) is done, producing the image \(J_S\), where a flat disk of radius \(r_S\) is commonly used in fluorescence imaging. The radius \(r_S\) is related to the size of the largest objects that we would like to detect. The top-hats are obtained after the subtraction \(S = J - J_S\) (which concludes step 2), and the whole transformation acts as a background subtraction method that leaves only compact structures smaller than the disk \(S\), or extended objects with sufficiently narrow parts, rather than compact objects only, as does the top-hat filter. The resulting image \(S\) is thresholded at level \(\ell_d\) (step 3), and then all the connected components are counted. Additional filtering with \(v_d\) can be done if the size of the connected components should be taken into account. Thus, this method has four parameters to tune, \((\sigma, r_A, \ell_d, v_d)\), all of which can be related to the object appearance.

4. Image features-based detection: This method is based on using some additional image information during step 2 that would help to distinguish the spots from the non uniform background, by the incorporation of local curvature information [185]. First, image denoising (step 1) is performed by a matched filter where a Gaussian kernel is used. The convolution
of the original image $I$ with this kernel $G_\sigma$ results in a denoised image $J(i,j) = (G_\sigma * I)(i,j)$ that exhibits high responses at the position of potential spots and low responses otherwise.

The true spots in the image are characterized by uni-modal intensity distributions and a relatively high intensity. Noise and non-uniform background structures typically exhibit a random distribution of intensity changes in all directions, leading to a low local curvature. These two discriminative features (intensity and curvature) are used in combination during step 2 to create the grayscale classification map $C$ using the denoised image (step 1) as follows

$$S(i,j) = J(i,j)K(i,j), \quad (3.37)$$

where the curvature $K(i,j)$ at each pixel of $J$ is given by the determinant of the Hessian matrix $E(i,j)$, where $E(i,j) = (\Delta \Delta^T I)(i,j)$ and $\Delta = (\frac{\partial}{\partial x}, \frac{\partial}{\partial y})$. The classification map $S$ again is binarized (step 3) using the threshold $\ell_d$ and possibly the size threshold $v_d$ which are not directly related to the object appearance.

### 3.3.3.2 Hierarchical Bayesian models

A few studies have considered hierarchical Bayesian models to solve outlier detection problems [9, 10, 53, 124]. These models offer a flexible and consistent methodology to deal with uncertainty in inference when limited amount of data or prior information is available. Moreover, other unknown parameters can be jointly estimated within the algorithm such as noise variance(s) and regularization parameters. As such, they represent an attractive way to tackle ill-posed inverse problems. These methods rely on selecting an appropriate prior distribution for the unknown image and remaining unknown parameters. The full posterior distribution can then be derived using the Bayes’ rule, and then exploited by optimization or simulation-based (Markov chain Monte Carlo) methods.

Altmann et al. [9, 10] proposed a hierarchical Bayesian algorithm for linear spectral unmixing of hyperspectral images that accounts for anomalies present in the data. The model proposed assumes that the pixel reflectances are linear mixtures of unknown endmembers (spectral signatures), corrupted by an additional non-linear term modelling anomalies and additive Gaussian noise. A Markov random field is used for anomaly detection based on the spatial and spectral structures of the anomalies. This allows outliers to be identified in particular regions and wavelengths of the data cube. A Bayesian algorithm was proposed to estimate the parameters involved in the model, using MCMC sampling methods, in which a Gibbs sampler was used, yielding a joint linear unmixing and anomaly detection algorithm. The algorithm was applied for spectral unmixing and anomaly detection in multispectral remote sensing datasets.

McCool et al. [124] addressed the problem of joint image denoising and outlier detection in irregularly spatially subsampled images. The problem is formulated by assuming that the observa-
tions are a linear combination of original irregularly spaced samples which is corrupted by additive observation noise and sparse outliers. This problem is addressed within a hierarchical Bayesian framework, where suitable prior distributions are assigned to the unknown model parameters. A Gaussian Markov random field prior distribution is considered for the original intensities to be estimated as it can capture the spatial correlation between neighbouring samples. A binary labels are used to locate the spatial position of the sparse outliers. A Markov Chain Monte Carlo method which is implemented using a Gibbs sampler is then used to perform Bayesian inference using the posterior distribution associated with the resulting Bayesian model. Simulations conducted on simulated data showed promising results of the proposed method in terms of data restoration and outlier detection.

3.3.3.3 Machine/Deep learning-based methods

In machine/deep learning approaches \cite{11, 13, 48, 87, 108, 164, 203, 204}, the dataset is usually split into training, testing and validation sets. In the training phase, a set of features are extracted that can capture discriminative structures of the objects to be detected. A model is then trained by pairing inputs with their expected outputs which are also known as ground truth. This trained model is then used to estimate the output of the test dataset. The validation dataset is often used to tune the model hyperparameters.

As an example in machine learning, Seth et al. \cite{164} considered a supervised learning approach to detect bacteria and cells on fibred confocal fluorescence microscopy images. A database of annotated frames were created, where a clinician has dot-annotated bacteria or cells. The images are first denoised (step 1) by setting the lowest intensity values below 1% quantile to 0, and the intensity values above 99% quantile to the respective 99% quantile values. Then features (intensity values) are extracted by considering patches around each pixel, and train a classifier to predict if a bacterium or cell is present at that pixel. They suggested using a multi-resolution spatio-temporal template matching scheme using radial basis functions. Spatio-temporal analysis allows better capturing of the “blinking” effect of a bacterium, whereas multi-resolution analysis allows better discrimination between bacterial dots or cellular structure and elastin background. The classifier returns a probability value at each pixel. These probability values are then thresholded (step 3), and pixels that exceed this threshold value are counted after non-maximum suppression to estimate bacterial load.

On the other hand, several studies have considered neural networks to solve the outlier detection problem \cite{48, 203, 204}. For instance, in \cite{204}, the authors proposed a convolutional neural network (CNN) with a compressive sensing (CS) scheme in order to detect cells in optical microscopy images. This method, referred to as CNN-CS, uses encoding of the output pixel space which is the sparsely labelled pixel locations indicating cell centers. They employ random projections to encode the output space to a compressed vector of fixed dimension. Then, CNN regresses this
compressed vector from the input pixels. Furthermore, sparse cell locations on the output pixel space are recovered from the predicted compressed vector using $\ell_1$-norm optimization.

In [48], the authors proposed a method to detect mitosis by a supervised deep neural network (DNN) as a pixel classifier. The DNN is a max-pooling CNN, which directly operates on raw RGB data sampled from a square patch of the source image, centred on the pixel itself. The DNN is trained to differentiate patches with a mitotic nucleus close to the center from all other windows. Mitosis in unseen images are detected by applying the classifier on a sliding window.

In [203], the authors proposed a cell counting framework based on fully convolutional regression networks. The ground truth is provided as dot-annotations, where each dot corresponds to one cell. For training, the dot annotations are each represented by a Gaussian, and a density surface $D(n)$ is formed by the superposition of these Gaussians. The task is to regress this density surface from the corresponding cell image $I(n)$. This is achieved by training a CNN using the mean square error between the output heat map and the target density surface as the loss function for regression. At inference time, given an input cell image $I(n)$, the CNN then predicts the density heat map $D(n)$.

3.3.4 Why new spot detection algorithms?

It can be noted that no unsupervised algorithms are considered in the literature for detection of fluorescently labelled bacteria in optical endomicroscopy images. Moreover, the only introduced supervised-based algorithm for bacterial detection in OEM datasets [164] is not fully automatic in the sense that it requires the user to tune a set of parameters to obtain the final bacteria locations, which might not be robust should bacteria concentration and brightness change amongst different frames/videos. Hence, there is a clear unmet need for a fully automatic algorithm that is adaptive for different bacteria concentrations in the different frames of the same dataset. Moreover, we noticed the lack of dictionary learning-based algorithms which have been found to be efficient in various imaging inverse problems [58, 156, 186].

3.4 Summary

In this chapter, we reviewed the most widely used methods for image deconvolution, restoration and spot detection. For image deconvolution and restoration, the problem is often formulated as a linear inverse problem in which the observations are assumed to result from a convolution acting on the original image and corrupted by additive observation noise. In order to obtain estimations for the unknown model parameters, we focused on Bayesian models, where all model parameters and observed variables are assumed to be unknown stochastic quantities, by assigning them probability distributions based on prior beliefs. The Bayesian paradigm first defines the likelihood function based on noise statistics, then prior distributions are assigned to unknown model parameters and hyperparameters, the full posterior distribution can then be computed using
Bayes’ rule, and Bayesian inference can be performed in order to provide estimates for the unknown model parameters and may be hyperparameters. Deconvolution and restoration problems were classified into either \textit{a priori} known blurs, at which the original image can be estimated assuming the blur is known, where in this case can be estimated by experimental approaches, or blind deconvolution and restoration problems at which both the true image and the blur are unknowns. We then provided the widely used image and blur prior models provided in the deconvolution and restoration literature. Then a set of Bayesian inference methods that are widely used in the deconvolution and restoration literature were introduced. These methods either compute the maximum \textit{a posteriori} (MAP) estimate, maximum likelihood (ML) estimate or minimum mean square error (MMSE) estimate. The mostly widely used optimization method for providing MAP estimate is the ADMM method, in which, the hyperparameter vector is fixed. The expectation maximization algorithm was also used for both MAP and ML estimations. MMSE, on the other hand, can be obtained by either sampling-based methods, which generates samples distributed according to the target posterior distribution using Markov chain Monte Carlo (MCMC) methods, or approximating the posterior distribution using variational Bayes method. These two approaches also allow the estimation of the hyperparameters associated with the prior distributions. Then a set of deconvolution and restoration methods that can not be obtained from Bayesian paradigm were briefly reviewed.

In the second part of this chapter, we reviewed the literature on the most widely used methods for spot detection. Most of the revised methods include three main steps; denoising, enhancement and thresholding. These methods can be classified into either unsupervised or supervised based on the second step (enhancement). Unsupervised algorithms, like morphological filters and Bayesian outlier detection models, assume some object appearance model and adjust parameters in order to get the best performance. Supervised methods like machine learning algorithms, on the other hand, learn the object appearance from annotated training data, and then use this learned model in order to provide spot locations on testing data.

The next chapter (Chapter 4) explains how we formulated the cross coupling and field of view pixelation problems into a deconvolution and restoration task and the model proposed to solve these problem. Chapters 5 and 6 provide our proposed methods for endomicroscopic detection of fluorescently labelled bacteria.
Chapter 4

Deconvolution and Restoration of Optical Endomicroscopy Images

This chapter has been adapted from the journal paper [Eldaly et al. (2018a)] and the conference paper [Eldaly et al. (2018c)] (both published).
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4.1 Introduction

As we previously mentioned in Chapter 2, optical endomicroscopy (OEM) employs a proximal light source, laser scanning or Light Emitting Diode (LED) illumination, linked to a flexible fibre bundle, performing microscopic fluorescent imaging at its distal end. Probe-based confocal laser endomicroscopy, is currently the most widely used clinical OEM platform approved for clinical use. However, novel and low-cost OEM architectures employing wide-field LED illumination sources has been introduced [82, 147, 165]. Wide-field fibre optic imaging devices, such as the one being developed by our group (Proteus, Edinburgh-UK) provide sparse and usually irregularly-spaced intensity readings of the scene, due to the irregular packing of the fibre cores within the fibre bundle. Fibre bundles usually contain approximately 25,000 fibre cores that are transmitting and collecting the light simultaneously. Note that it is only the fibre cores which contain information while the cladding, (the space between the fibre cores), does not.

One of the main challenges of OEM images is the restoration of the signals at the receiver for better image visualization and/or subsequent analysis. Fiber core cross coupling and the pixellation effect produced by the irregular packing of fibre cores are the main reasons for image degradation in this type of imaging [152, 201]. Perperidis et al. [146] have quantified the average spread of inter-core coupled light, with approximately a third of the overall light coupling to neighbouring cores (see chapter 3). Consequently, cross coupling causes severe blurring in the resulting images, whose restoration is formulated as an inverse problem.

In this chapter, we address the problem of cross coupling between fibre cores and the sparse sampling by imaging fibre bundles (pixellation effect), which are formulated as a deconvolution and restoration problem. We propose a hierarchical Bayesian model to solve this problem and compare three estimation algorithms to exploit the resulting joint posterior distribution. The first
method is based on Markov chain Monte Carlo (MCMC) methods, however, it exhibits a relatively long computational time. The second and third algorithms deal with this issue and are based on a variational Bayes (VB) approach and MAP estimation via an alternating direction method of multipliers (ADMM) algorithm respectively.

**Noise model**

In wide-field endomicroscopy, the entire specimen is flooded with light from light sources. All parts of the specimen in the optical path are excited at the same time and the resulting fluorescence is detected by the endomicroscope’s camera. In contrast, a confocal endomicroscope uses point illumination and a pinhole in an optically conjugate plane in front of the detector to eliminate out-of-focus signal. As much of the light from sample fluorescence is blocked at the pinhole, this increased resolution is at the cost of decreased signal intensity, and hence the Poissonian noise model is very common in confocal endomicroscopy \[160\]. In contrast, wide-field endomicroscopy acquires more fibre fluorescence and more tissue background fluorescence than confocal endomicroscopy thus increasing the effective number of photon counts \(>500\) per pixel when imaging tissue, which can be modelled by an independent and identically distributed (i.i.d.) Gaussian noise model \[36,148,160\].

This assumption was considered after a detailed analysis of a homogeneous region of interest (ROI) of a sequence of 90 background images obtained by the wide-field optical endomicroscopy system. In the images we analysed, it seems that the observation noise includes, in addition to shot noise arising from detection of photons, additional sources of randomness, e.g., caused by signal amplification, offset and discretization. Moreover, it seems that at the centre of each core, the impact of such sources of uncertainty is more important than the impact of shot noise. Indeed, while shot noise generally induces correlation between the signal mean and its variance (Poisson noise), in practice we observed negligible changes in intensity variance across the different cores. Note however, that the results might be different for other settings (e.g. much lower photon counts and higher amplification). For such scenarios, more complex noise models should be considered, including mixtures of Gaussian and scaled Poisson models \[47\] with deconvolution methods. They would however require a careful characterization of the image from the detected photons. The noise at central fibre core intensities was characterized by subtracting the mean signal from the individual signal realizations, and measuring the variance of the residual noise as a function of the mean signal strength. Fig. 4.1 illustrates the Gaussian distribution of the noise as the variance of the noise is core independent and constant on the mean signal strength, which is well captured by a zero mean Gaussian noise distribution.

Consequently, in this work, we consider a noisy observation vector \(g\), of an original intensity vector \(x\), that is modelled by the following linear forward model

\[
g = Ax + w, \tag{4.1}
\]
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Figure 4.1 (a) Variance versus mean signal strength for fibre core intestines in one of the ROIs, which is of size $300 \times 500$, (b) plot of mean, variance, and the ratio between mean and variance for fibre core intensities in the processed ROI.
where $A$ is the matrix representing a linear operator which can model different degradation. Here, $A$ models fibre core cross coupling and/or spatial blur. We specify the dimensions of the variables later in the text. In Eq. (4.1), the vector $w$ stands for additive noise, modelling observation noise and model mismatch and is assumed to be a white Gaussian noise sequence, as we demonstrated previously.

As previously mentioned in Chapter 3, the problem of estimating $x$ from $g$ is an ill-posed linear inverse problem (LIP); i.e., the matrix $A$ is singular or very ill-conditioned. Consequently, this problem requires additional regularization (or prior information, in Bayesian inference terms) in order to reduce uncertainties and improve estimation performance.

**Contributions**

The main contributions of this work are fivefold:

1. We address the problem of deconvolution and restoration in OEM. To the best of our knowledge, it is the first time this problem is addressed in a statistical framework by using a hierarchical Bayesian model.

2. We develop algorithms dedicated to irregularly sampled images which do not rely on strong assumptions about the spatial structure of the sampling patterns. The developed methods can thus be applied to a wide range of imaging systems, and fibre bundle designs.

3. We provide new parametric blur model for the fibre core cross coupling/talk problem in coherent fibre bundles.

4. We derive three estimation algorithms associated with the proposed hierarchical Bayesian model and compare them using extensive simulations conducted using controlled and real data. The first algorithm generates samples distributed according to the posterior distribution using Markov chain Monte Carlo (MCMC) methods [154]. This approach also allows the estimation of the hyperparameters associated with the prior distributions. However, as mentioned previously, the resulting MCMC-based algorithm presents a high computational complexity. The second and third algorithms deal with this limitation and approximate the joint posterior distribution. The second algorithm uses the variational Bayes (VB) methodology [23, 119] to approximate the joint posterior distribution by minimizing the Kullback–Leibler (KL) divergence between the true posterior distribution and its approximation [99]. It can also estimate the hyperparameters associated with the prior distributions, and hence it is totally automatic, as is the MCMC-based method. The third algorithm is based on the alternating direction method of multipliers (ADMM). Although the low computation complexity of this algorithm, the hyperparameters associated with the
prior distributions need to be chosen carefully by the user, and hence it is considered as a
semi-supervised method.

5. We use Gaussian Processes (GP) to interpolate the resulting samples to provide a meaningful
image and quantify uncertainties at each interpolated sample, which is the first time to be
applied to OEM.

The rest of this chapter is organized as follows. Section 4.2 discusses the cross coupling problem
and formulates the problem of deconvolution and restoration of OEM data. The proposed hierar-
chical Bayesian model is then presented in Section 4.3. Section 4.4 introduces the three proposed
estimation algorithms based on MCMC and optimization. Results of simulations conducted using
synthetic and real datasets are discussed in Section 4.6 and Section 4.7, respectively. Conclusions
and future work are finally reported in Section 4.8.

4.2 Problem Statement: Deconvolution of OEM Images

Fig. 4.2 illustrates what happens in the fibre bundle when receiving fluorescent light from an object
being imaged. The vectors \( x \) and \( g \) represent light intensities at the object being imaged, which
is also the distal end of the fibre bundle, and at the image plane respectively. The transform \( H \)
represents the cross coupling effect defined later in the text, \( C \) represents the spatial blur acting
between the proximal end of the fibre bundle and the image plane, whereas \( C' \) is that between
the distal end of the fibre bundle and the tissue being imaged. The two spatial blurs \( C \) and
\( C' \) are spatially variant, \( C \) can be characterized as the distance \( d \) between the image plane and
the proximal end of the fibre is known, whereas \( C' \) cannot be fully characterized as the distance
between the distal end of the fibre and the tissue being imaged is unknown, and the frames here
are analyzed independently. The aim here is to recover the intensity vector \( x \), assuming that the
spatial blur \( C' \) is negligible.

Fig. 4.3 provides an illustrative example of cross coupling between fibre cores. If an individual
fibre core is illuminated in \( x \), the neighbouring cores in \( g \) will be affected by a specific percentage
of the incident light on the illuminated core. Experimental results in current fibre bundle (which
might be different for other bundles) showed that around 61% of the light transmitted through
a single core remains in that core, around 34% migrates to the immediate neighbouring cores,
around 4% to the second order neighbours and less than 1% to the third, fourth, and fifth order
neighbours [146].

Fig. 4.4 illustrates how we construct the forward observation model to mimic the same output
as the endomicroscopy imaging system. The first image on the left-hand side of the figure repre-
sents the illumination of one fibre core. This results in cross coupling to the neighbouring cores
(convolution with a first linear operator \( H \)), then the spatial blurring effect around each fibre core
4.2 Problem Statement: Deconvolution of OEM Images

Figure 4.2 Schematic diagram showing the forward model in 2D-OEM.

Figure 4.3 Example of cross coupling between fibre cores, the green circle represents the central illuminated core and the yellow and red ones represent the immediate and further neighbours respectively.

(convolution with a second linear operator $C$) and finally the fourth image of the figure shows the final system output after adding white Gaussian noise.

The linear model in Eq.(4.1) can now be written as

$$g = CHx + w,$$

(4.2)

where $A$ in Eq.(4.1) is replaced by $CH$ in Eq.(4.2), the vector $g$ is the observed data matrix, and $x$ is the image to be restored.

Fibre core cross coupling has been identified and quantified experimentally in coherent fibre bundles [Perperidis et al. 2017], hence in this work, we choose to use a priori-identified blur methods to model the blur function which would reduce the computation cost of the estimation.
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algorithms due to the reduction in number of variables need to be estimated. From preliminary results, we propose to model cross-coupling by an isotropic zero mean 2D generalized Gaussian kernel applied to the fibre intensities as follows

$$[H]_{i,j} = \exp \left( -\frac{d_{i,j}}{\alpha_H} \right)^{\beta_H},$$

where $d_{i,j}$ denotes the euclidean distance between the cores (or spatial locations) $i$ and $j$, which corresponds to approximately 3.3 pixels between neighbouring cores. From Eq.(4.3), it can be seen that neighbouring fibre cores will be more closely coupled than distant ones. The values of $\alpha_H$ and $\beta_H$, which control the amount of cross-coupling (the higher, the more coupling) and which are system dependent, are adjusted from preliminary measurements (calibration). Note that other cross-coupling models could also be considered instead of Eq.(4.3) depending on the imaging system used. Moreover, as previously mentioned in Chapter 3, background offset and gain arising due to the difference in fibre core sizes are neglected here, in order to make the estimation of the unknown model parameters tractable.

The spatial blur affecting each fibre core can be modelled by a Gaussian spatial filter, as illustrated in Fig. 4.5, which shows a background image i.e., an image from a sample presenting constant intensity, using an endomicroscopy imaging system, and a zoomed-in region of this image, bright and dark areas represent fibre cores and their cladding, respectively. The intensity profile across one line in this image is a series of Gaussian kernels. However, the variation of the shape and width of the kernels is due to the variation in core sizes.

Due to the variation in core sizes, the blurring kernel $C$ varies, and hence the core responses tend to overlap. So the complete model in Eq.(4.2) becomes more complex, and potentially computationally expensive for long image sequences (videos). Indeed, there is no structure in $C$ which allows us to compute $CHx$ rapidly. Hence we propose a simplification of this model and represent each core by a single intensity value. The mean intensities of fibre core pixels could be used, but the overlap between the cores makes this computation difficult. Since the variation of the width of this blur is not too significant, the maximum intensity of each core is considered instead ($y_n$ in Fig. 4.2).
Following the above mentioned points, the model in Eq.(4.2) can be reduced to

\[ y = Hx + w. \]  

(4.4)

Assume that \( N \) is the total number of pixels in the image, and \( N_1 \) represents the number of fibre cores in the image, the input \( y \approx C^+g \in \mathbb{R}^{N_1} \), where \( C^+ \) is the pseudo-inverse of \( C \), and the output \( x \in \mathbb{R}^{N_1} \) are two vectors representing central core intensities, where, \( N_1 \ll N \), and \( H \in \mathbb{R}^{N_1 \times N_1} \). The noise \( w \in \mathbb{R}^{N_1} \) is assumed to be additive white noise which is i.i.d. zero mean Gaussian noise with variance \( \sigma^2 \), denoted as \( w \sim \mathcal{N}(0, \sigma^2 I) \), where \( \sim \) means “is distributed according to” and \( I \) is the identity matrix. Here, we consider recovering only fibre core intensities rather than a full image because of the overlap of fibre cores due to their different sizes, which makes the problem difficult to formulate as mentioned earlier. Moreover, the number of fibre cores forming the image is much smaller than the number of pixels \( (N_1 \ll N) \), hence we will benefit from the reduction of the size of processed data.

The problem investigated in this work is to estimate the actual intensity values \( x \), and the noise variance \( \sigma^2 \) from the observation vector \( y \). As mentioned previously, to solve this problem, we propose a hierarchical Bayesian model and a set of different estimation methods to estimate the unknown parameters.

### 4.3 Hierarchical Bayesian Model

This section introduces a hierarchical Bayesian model to estimate the unknown parameter vector \( x \) and \( \sigma^2 \). This model is based on the likelihood function of the observations and on prior distributions assigned to the unknown parameters.
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4.3.1 Likelihood

Eq. (4.4) yields that \( y|\theta, \sigma^2 \sim \mathcal{N}(Hx, \sigma^2 I) \). Consequently, the likelihood can be expressed as

\[
f(y|x, \sigma^2) = \left( \frac{1}{2\pi \sigma^2} \right)^{N_s/2} \exp \left( -\frac{1}{2\sigma^2} \|y - Hx\|_2^2 \right).
\] (4.5)

4.3.2 Parameter Priors

4.3.2.1 Prior for the underlying intensity field \( x \)

A truncated multivariate Gaussian distribution (MVG) is assigned to the intensity field \( x \).

\[
f(x|\gamma^2) \propto (\gamma^2)^{-d/2} \exp \left( -\frac{x^T \Delta^{-1} x}{2\gamma^2} \right) 1_{R^+}(x),
\] (4.6)

where \( 1_{R^+}(x) \) is the indicator function defined on the positive set of \( x \), \( \gamma^2 \) controls the global correlation between intensities, and the covariance matrix \( \Delta \) which defines the spatial correlation between the cores is defined by

\[
[\Delta]_{n,n'} = \exp \left( -\left( \frac{d_{n,n'}}{\ell} \right)^\kappa \right),
\] (4.7)

where \( d_{n,n'} \) denotes the distance between the spatial locations \( n \) and \( n' \), and \( d = N_1 \). Equations (4.6) and (4.7) promote smooth intensity variations between neighbours while ensuring that the prior dependence between neighbouring cores decrease as \( d_{n,n'} \) increases. In this work \( d_{n,n'} \) is the standard euclidean distance. The parameters \( \ell, \kappa \) were learned from the irregular sampling pattern of the OEM system. Precisely, we used known images and selected \( (\ell, \kappa) \) by maximum likelihood estimation, which occurs when \( p(\ell, \kappa|x) \) is at its greatest, which corresponds to maximizing \( \log p(\ell, \kappa|x) \). While \( \gamma^2 \) is left unknown for each image, \( (\ell, \kappa) \) are fixed in the rest of the simulations as the average values obtained with the training images.

Considering such a prior distribution is equivalent to assuming a Gaussian process on \( x \). This allows us to interpolate the resulting deconvolved intensities using Gaussian processes as we will see in section 4.5.

4.3.2.2 Prior for the noise variance \( \sigma^2 \)

As earlier mentioned in chapter 3, the hyperparameters can be assigned conjugate distributions, for which their conditional distribution can be calculated in a straightforward way to give a tractable distribution where Bayesian estimators can be approximated. Hence, in this work, a conjugate inverse-Gamma IG prior distribution is assigned to the noise variance \( \sigma^2 \)

\[
f(\sigma^2|\alpha, \beta) \sim IG(\alpha, \beta),
\] (4.8)
where $\alpha = 10$ is fixed arbitrarily, while the hyperparameter $\beta$ is estimated within the algorithm.

### 4.3.2.3 Prior for the hyperparameter $\beta$

The hyperparameter associated with the parameter prior distribution defined above is assigned to a conjugate Gamma distribution:

$$\beta \sim \mathcal{G}(\alpha_0, \beta_0),$$

where $\alpha_0$ and $\beta_0$ are fixed and user-defined parameters which might depend on the quality of the data to be recovered. In this work, we fixed $(\alpha_0, \beta_0) = (10, 0.1)$ arbitrarily.

### 4.3.2.4 Prior for the hyperparameter $\gamma^2$

To reflect the lack of prior knowledge about the regularization parameter $\gamma^2$ in Eq. (4.6), the following weakly informative conjugate inverse-Gamma prior distribution is assigned to it.

$$\gamma^2 \sim \mathcal{IG}(\eta, \nu),$$

where $(\eta, \nu)$ are fixed to $(\eta, \nu) = (10^{-3}, 10^{-3})$. Note that we did not observe significant change in the results when changing these hyperparameters.

The next section derives the joint posterior distribution of the unknown parameters associated with the proposed Bayesian model.

### 4.3.3 Joint posterior distribution

Assuming the parameters $x$ and $\sigma^2$ are a priori independent, the joint posterior distribution of the parameter vector $\Omega = \{x, \sigma^2\}$ and hyperparameters $\phi = \{\beta, \gamma^2\}$ can be expressed as

$$f(\Omega, \phi|y) \propto f(y|\Omega)f(\Omega|\phi)f(\phi),$$

where

$$f(\Omega|\phi) = f(x|\gamma^2)f(\sigma^2|\beta), \text{ and } f(\phi) = f(\gamma^2)f(\beta).$$

The directed acyclic graph (DAG) summarizing the structure of proposed Bayesian model is depicted in Fig. 4.6. This posterior distribution will be used to evaluate Bayesian estimators of $\Theta = \{\Omega, \phi\}$. For this purpose, we propose three algorithms: an MCMC-based approach and two optimization-based approaches, in which VB and ADMM are considered. The first approach uses an MCMC method to evaluate the minimum-mean-square-error (MMSE) estimator of $\Theta$ by generating samples according to the joint posterior distribution. Moreover, it allows the estimation of the hyperparameter vector $\phi$ along with the noise variance $\sigma^2$. However, it exhibits a relatively long computational time. The second and third algorithms which deal with this issue and provide faster MMSE estimate for the VB approach and MAP estimate for the ADMM approach. The VB
approach approximates the joint posterior distribution in Eq. (4.11) by minimizing the Kullback-Leibler (KL) divergence between the true posterior distribution and its approximation [99]. The ADMM approach is achieved by maximizing the posterior distribution Eq. (4.11) with respect to (w.r.t.) $\Theta$. Note however, that the hyperparameters $\phi$ as well as $\sigma^2$ are fixed for this approach. The three estimation algorithms are described in the next section.

4.4 Bayesian Inference

4.4.1 MCMC algorithm

To overcome the challenging derivation of Bayesian estimators associated with $f(\Theta | y)$, we propose to use an efficient MCMC method to generate samples asymptotically distributed according to the posterior distribution presented in Eq.(4.11). More precisely, we consider a Gibbs sampler described next. The principle of the Gibbs sampler is to sample according to the conditional distributions of the posterior of interest [154, Chap. 10]. In this work, we propose to sample sequentially the elements of $\Theta$ using updates that are detailed below (see [75] for how to compute the conditional distributions of model parameters).

4.4.1.1 Sampling the intensity field $x$

From Eq.(4.11), since the prior distribution Eq.(4.6) is conjugate to the Gaussian distribution, the full conditional distribution of $x$ is given by

$$f(x | y, \sigma^2) \sim N_{\mathbb{R}^+}(x; \mu, \Sigma), \quad (4.13)$$

where

$$\mu = \sigma^{-2} \Sigma^T H^T y, \quad (4.14)$$

$$\Sigma = \left(\sigma^{-2} H^T H + \gamma^{-2} \Delta^{-1}\right)^{-1}.$$
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Sampling from Eq. (4.13) can be achieved efficiently by using the Hamiltonian method proposed in [142].

4.4.1.2 Sampling the noise variance \( \sigma^2 \)

By cancelling out the terms that do not depend on \( \sigma^2 \) in the posterior distribution in Eq. (4.11), its conditional distribution can be written as

\[
f(\sigma^2 | y, x) \sim IG \left( \frac{\alpha + N_1}{2}, \beta + \frac{\|y - Hx\|^2}{2} \right),
\]

(4.15)

which is easy to sample from.

4.4.1.3 Sampling the hyperparameters \( \beta \) and \( \gamma^2 \)

It can be easily shown that \( \beta \) can be sampled from the following Gamma distribution

\[
f(\beta | \sigma^2) \sim G \left( \alpha + \alpha_o, \frac{\sigma^2 \beta_o}{\sigma^2 + \beta_o} \right).
\]

(4.16)

In a similar fashion to the noise variance, \( \gamma^2 \) can be sampled from the following inverse-Gamma distribution

\[
f(\gamma^2 | x) \sim IG \left( \eta + \frac{N_1}{2}, \nu + \frac{x^T \Delta^{-1} x}{2} \right).
\]

(4.17)

The algorithm for generating samples asymptotically distributed according to the posterior distribution using Gibbs sampler is shown in Algorithm 4.

**Algorithm 4** Deconvolution via MCMC: Gibbs Sampling Algorithm

1: **Fixed input parameters**: Number of burn-in iterations \( N_{bi} \), total number of iterations \( N_{MC} \)

2: **Initializations** \((k = 0)\)

   - Set \( x(0), \sigma^2(0), \beta(0), \gamma^2(0) \)

3: **Repeat** \((1 \leq k \leq N_{MC})\)

   - Sample \( x^{(k)} | (y, \sigma^2^{(k-1)}, \gamma^2^{(k-1)}) \) from Eq. (4.13)
   - Sample \( \sigma^2^{(k)} | (y, x^{(k)}, \beta^{(k-1)}) \) from Eq. (4.15)
   - Sample \( \beta^{(k)} | \sigma^2^{(k)} \) from Eq. (4.16)
   - Sample \( \gamma^2^{(k)} | x^{(k)} \) from Eq. (4.17)

4: **Set** \( k = k + 1 \).

The posterior distribution mean or minimum mean square error (MMSE) estimator of \( x \) can be approximated by

\[
\hat{x} = \frac{1}{N_{MC} - N_{bi}} \sum_{t=N_{bi}+1}^{N_{MC}} x^{(t)},
\]

(4.18)

where the samples from the first \( N_{bi} \) iterations (corresponding to the transient regime or burn-in
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period, which is determined visually from preliminary runs) of the sampler are discarded.

4.4.2 Variational Bayes algorithm

For this approach, we consider an approximation of \( p(\Theta | y) \) by a simpler tractable distribution \( q(\Theta) \) following the variational methodology [23]. Moreover, here, we relax the positivity constraints about the intensity field vector \( x \). Note, however that the positivity constraints can be incorporated but the covariance matrix of the intensity field \( x \) would become more complicated [172, chap. 5]. As will be shown in Sections 4.6 and 4.7, this constraint relaxation yields a fast estimation procedure providing estimation results which compete with the methods incorporating this constraint. The distribution \( q(\Theta) \) will be found by minimizing the Kullback-Leibler (KL) divergence between the actual posterior distribution and its approximation, given by [99] [100]

\[
D_{KL}(q(\Theta)||p(\Theta|y)) = \int q(\Theta) \log \left( \frac{q(\Theta)}{p(\Theta|y)} \right) d\Theta, \tag{4.19}
\]

which is always non-negative and equal to zero only when \( q(\Theta) = p(\Theta|y) \). In order to obtain a tractable approximation, the family of distributions \( q(\Theta) \) are restricted utilizing the mean field approximation [145] so that \( q(\Theta) = q(\phi)q(\sigma^2) \), where \( q(\phi) = q(\gamma^2)q(\beta) \).

The lower bound of the KL divergence is given by

\[
p(\Theta, y) \geq p(y|\Theta)p(\Theta|\phi)p(\phi) = F(\Theta, y). \tag{4.20}
\]

For \( H \in \{x, \sigma^2, \gamma^2, \beta\} \), let us denote by \( \Theta \setminus H \), the subset of \( \Theta \) with \( H \) removed; for instance, if \( H = x \), \( \Theta \setminus x = \{\sigma^2, \gamma^2, \beta\} \). Then utilizing the lower bound \( F(\Theta, y) \) for the joint probability distribution in Eq.(4.19) we obtain an upper bound for the KL divergence as follows

\[
\mathcal{M}(q(\Theta)) = \int q(\Theta) \log \left( \frac{q(\Theta)}{p(\Theta|y)} \right) d\Theta
\leq \int q(H) \left( \int q(\Theta \setminus H) \log \left( \frac{q(H)q(\Theta \setminus H)}{F(\Theta, y)} \right) d\Theta \setminus H \right) dH \tag{4.21}
= \mathcal{M}(q(H)).
\]

Therefore, we minimize this upper bound instead of minimizing the KL divergence in Eq.(4.19). Note that the form of the inequality in Eq.(4.21) suggests an alternating (cyclic) optimization strategy where the algorithm cycles through the unknown distributions and replaces each variable with a revised estimate given by the minimum of Eq.(4.21) with the other distributions held constant. Thus, given \( q(\Theta \setminus H) \), the posterior distribution approximation \( q(H) \) can be computed by solving

\[
\hat{q}(H) = \min_{q(H)} D_{KL}(q(\Theta \setminus H)q(H)||F(\Theta, y)). \tag{4.22}
\]
In order to solve this equation, we note that differentiating the integral on the right hand side in Eq. (4.21) w.r.t. \( q(H) \) results in (see [127], Eq. (2.28))

\[
\hat{q}(H) = \text{const.} \times \exp \left( E_{q(\Theta, H)}[\log F(\Theta, y)] \right), \tag{4.23}
\]

where

\[
E_{q(\Theta, H)}[\log F(\Theta, y)] = \int \log F(\Theta, y)q(\Theta, H) d\Theta, \tag{4.24}
\]

We obtain the following iterative procedure to find \( q(\Theta) \) by applying this minimization to each unknown in an alternating way.

**Algorithm 5 VB algorithm**

1. Set \( k = 1 \), choose \( q^1(\sigma^2), q^1(\beta) \) and \( q^1(\gamma^2) \), initial estimates of the distributions \( q(\sigma^2), q(\beta) \) and \( q(\gamma^2) \),
2. repeat \((k = k + 1)\)
3. \( q^k(\mathbf{x}) = \text{minimize} \int \int q^k(\Theta | \mathbf{x}) q(\mathbf{x}) \times \log \left( \frac{q^k(\Theta | \mathbf{x}) q(\mathbf{x})}{F(\Theta | \mathbf{x}, \mathbf{y})} \right) d\Theta d\mathbf{x} \)
4. \( q^k(\sigma^2) = \text{minimize} \int \int q^k(\Theta | \sigma^2) q(\sigma^2) \times \log \left( \frac{q^k(\Theta | \sigma^2) q(\sigma^2)}{F(\Theta | \sigma^2, \mathbf{x}, \mathbf{y})} \right) d\Theta d\sigma^2 \)
5. \( q^k(\gamma^2) = \text{minimize} \int \int q^k(\Theta | \gamma^2) q(\gamma^2) \times \log \left( \frac{q^k(\Theta | \gamma^2) q(\gamma^2)}{F(\Theta | \gamma^2, \mathbf{x}, \mathbf{y})} \right) d\Theta d\gamma^2 \)
6. \( q^k(\beta) = \text{minimize} \int \int q^k(\Theta | \beta) q(\beta) \times \log \left( \frac{q^k(\Theta | \beta) q(\beta)}{F(\Theta | \beta, \mathbf{x}, \mathbf{y})} \right) d\Theta d\beta \)
7. until some stopping criterion is satisfied.

Now we detail the solutions at each step of algorithm Eq. (5) explicitly.

### 4.4.2.1 Updating the intensity field vector \( \mathbf{x} \)

From Eq. (4.23), it can be shown that \( q^k(\mathbf{x}) \) is an \( N_{x} \)-dimensional Gaussian distribution, rewritten as

\[
q^k(\mathbf{x}) = N(\mathbf{x}; E_{q^k(\mathbf{x})}(\mathbf{x}), \Sigma_{q^k(\mathbf{x})}(\mathbf{x})), \tag{4.25}
\]

where the mean \( E_{q^k(\mathbf{x})}(\mathbf{x}) \) and covariance \( \Sigma_{q^k(\mathbf{x})}(\mathbf{x}) \) of this normal distribution can be calculated from step 3 in Algorithm 5 as

\[
E_{q^k(\mathbf{x})}(\mathbf{x}) = \frac{(\Sigma_{q^k(\mathbf{x})}(\mathbf{x}))^T H^T \mathbf{y}}{E_{q^k(\sigma^2)}(\sigma^2)} \tag{4.26a},
\]

\[
\Sigma_{q^k(\mathbf{x})}(\mathbf{x}) = \left( \frac{H^T H}{E_{q^k(\sigma^2)}(\sigma^2)} + \frac{\Delta^{-1}}{E_{q^k(\gamma^2)}(\gamma^2)} \right)^{-1}. \tag{4.26b}
\]
4.4.2.2 Updating the noise variance $\sigma^2$

It is easy to show from Eq. (4.23) that the noise variance follows an inverse-Gamma distribution given by

$$ q^k(\sigma^2) = IG \left( \sigma^2; \frac{N_1}{2} + \alpha, E_{q^k(\beta)}(\beta) + E_{q^k(x)} \left[ \|y - Hx\|_2^2 \right] \right), \tag{4.27} $$

whose mean is given by

$$ E_{q^k(\sigma^2)}(\sigma^2) = \frac{E_{q^k(\beta)}(\beta) + E_{q^k(x)} \left[ \|y - Hx\|_2^2 \right]}{N_1/2 + \alpha - 1}, \tag{4.28} $$

where $E_{q^k(x)} \left[ \|y - Hx\|_2^2 \right] = \|y - HE_{q^k(x)}(x)\|_2^2 + \text{tr} \left( H^T H \Sigma_{q^k(x)}(x) \right).$ \tag{4.29}

4.4.2.3 Updating the regularization parameter $\gamma^2$

In a similar fashion to the noise variance, the regularization parameter $\gamma^2$ follows an inverse-Gamma distribution given by

$$ q^k(\gamma^2) = IG \left( \gamma^2; \frac{N_1}{2} + \eta, \nu + \frac{1}{2} E_{q^k(x)} \left[ x^T \Delta^{-1} x \right] \right), \tag{4.30} $$

whose mean is given by

$$ E_{q^k(\gamma^2)}(\gamma^2) = \frac{\nu + \frac{1}{2} E_{q^k(x)} \left[ x^T \Delta^{-1} x \right]}{N_1/2 + \eta - 1}, \tag{4.31} $$

where

$$ E_{q^k(x)} \left[ x^T \Delta^{-1} x \right] = E_{q^k(x)}(x^T) \Delta^{-1} E_{q^k(x)}(x) + \text{tr} \left( \Delta^{-1} \Sigma_{q^k(x)}(x) \right). \tag{4.32} $$

4.4.2.4 Updating the hyperparameter $\beta$

The hyperparameter $\beta$ follows a Gamma distribution given by

$$ q^k(\beta) = G \left( \beta; \alpha + \alpha_o, \frac{\beta_o E_{q^k(\sigma^2)}(\sigma^2)}{\beta_o + E_{q^k(\sigma^2)}(\sigma^2)} \right), \tag{4.33} $$

whose mean is given by

$$ E_{q^k(\beta)}(\beta) = \frac{(\alpha + \alpha_o) \beta_o E_{q^k(\sigma^2)}(\sigma^2)}{\beta_o + E_{q^k(\sigma^2)}(\sigma^2)}. \tag{4.34} $$

In Algorithm 5, no assumptions were imposed on the posterior distribution approximation of $q(x)$. We can, however, assume as [18, 19, 21, 28, 130], that this distribution is degenerate, i.e., distribution which takes one value with probability one and the rest of the values with probability zero. Under this assumption, we can obtain algorithm 6, which is similar to algorithm 5. The
stopping criterion we use is \( \sum_{h \in \{s, \sigma, \beta, \gamma \}} \| H^{(k)} - H^{(k+1)} \|_F \leq \epsilon \), where \( \epsilon = \sqrt{N_1} \times 10^{-5} \) [3].

**Algorithm 6** Deconvolution via VB

1: Set \( k = 1 \),
2: Initializem \( E_{q_k(s^2)}(\sigma^2), E_{q_k(\gamma^2)}(\gamma^2) \) and \( E_{q_k(\beta)}(\beta) \),
3: repeat (\( k = k + 1 \))
4: \( E_{q_k(x)}(x) = \left( H^T H + \frac{1}{k+1} \Delta^{-1} \right)^{-1} H^T y \)
5: \( E_{q_k(\sigma^2)}(\sigma^2) = E_{q_k(\beta)}(\beta) + \frac{\| y - H E_{q_k(x)}(x) \|^2}{N_1/2 + \alpha - 1} \)
6: \( E_{q_k(\gamma^2)}(\gamma^2) = \frac{\gamma^2}{\Delta^{-1} E_{q_k(\sigma^2)}(\sigma^2)} \)
7: \( E_{q_k(\beta)}(\beta) = \frac{(\alpha + \beta) \beta^{k+1}(\gamma^2)}{\beta^{k+2}} + E_{q_k(\sigma^2)}(\sigma^2) \)
8: until some stopping criterion is satisfied.
9: Set \( \hat{x} = E_{q_k(x)}(x), \sigma^2 = E_{q_k(\sigma^2)}(\sigma^2), \gamma^2 = E_{q_k(\gamma^2)}(\gamma^2), \) and \( \hat{\beta} = E_{q_k(\beta)}(\beta) \)

It is clear that using degenerate distribution for \( q(x) \) in Algorithm 6 removes the uncertainty terms of the intensity field estimate. However, it has been shown that this helps to improve the restoration performance [18,19,21,28,130]. Moreover, it also reduces the computational complexity as there is no need to compute explicitly the covariance matrix \( \Sigma_{q_k(x)}(x) \) at each iteration. Finally, a few remarks are needed to obtain a fast algorithm. The inverse of the covariance matrix \( \Delta \) needs to be computed only once before the loop in Algorithm 6. We also considered the MATLAB operation \( \left( \frac{H^T H}{\Delta^{-1}(\gamma^2)} + \Delta^{-1} \right) \) for the update of the intensity field vector \( x \), which is faster than computing the covariance matrix in (4.26b), then updating the mean in (4.26a). For very big images, diagonal approximation [18] or conjugate gradient [116] can be considered for the update of the intensity field vector \( x \).

### 4.4.3 ADMM algorithm

This section describes another alternative to the MCMC algorithm which is based on a convex optimization algorithm. The latter maximizes the joint posterior distribution Eq.(4.11) \( f(\Omega | y, \phi) \) with respect to (w.r.t.) the parameters of interest, with fixing the hyperparameter vector \( \phi \), to approximate the MAP estimator of \( \Theta \), or equivalently, by minimizing the negative log-posterior distribution given by \( F = -\log [f(\Theta | y)] \). The resulting optimization problem is tackled using ADMM that sequentially updates the different parameters while the others are fixed, which is widely used in the literature for solving imaging inverse problems [2,3,64]. The rationale behind choosing a proximal-based method like ADMM are (i) the non-differentiability of the problem due to the use of non-smooth prior distributions (ii) it is suitable for our problem format, (ii) it has proven convergence properties, and (iv) it leads to a simple, coordinate-descent structure.

The idea of ADMM depends on variable splitting to break down the optimization problem into
smaller ones we can deal with in an iterative way. Consider an unconstrained problem

\[
\min_{x \in \mathbb{R}^n} f_1(x) + f_2(Lx),
\]

(4.35)

where \( L \) is the regularization operator, and \( f_1 \) and \( f_2 \) are two closed, proper and convex functions.

Variable splitting is a simple procedure that consists in creating a new variable, say \( u \), to serve as an argument of \( f_2 \), under the constraint that \( u = Lx \), i.e.,

\[
\min_{x, u} f_1(x) + f_2(u),
\]

subject to \( u = Lx \).

(4.36)

The rationale behind variable splitting is that it might be easier to solve the constrained problem in Eq. (4.36) than it to solve its equivalent unconstrained counterpart Eq. (4.35). The constrained problem (4.36) is attacked using a quadratic penalty approach, i.e., by solving

\[
(x^{(k+1)}, u^{(k+1)}) \in \arg \min_{x, u} f_1(x) + f_2(u) + \frac{\mu}{2} \| Lx - u - d^{(k)} \|_2^2,
\]

(4.37)

\[
d^{(k+1)} = d^{(k)} - (Lx^{(k+1)} - u^{(k+1)}),
\]

(4.38)

where \( d \) is the Lagrange multipliers. The rationale of these methods is that each step of this alternating minimization may be much easier than the original unconstrained problem Eq. (4.35).

The ADMM algorithm corresponding to problem Eq. (4.36) (also Eq. (4.35)) is shown in Algorithm 7.

**Algorithm 7 ADMM Algorithm**

1: set \( k = 0 \), choose \( \mu > 0, u_0, d_0 \),
2: repeat \( (k = k + 1) \)
3: \( x^{(k+1)} \in \arg \min_x f_1(x) + \frac{\mu}{2} \| Lx - u^{(k)} - d^{(k)} \|_2^2 \),
4: \( u^{(k+1)} \in \arg \min_u f_2(u) + \frac{\mu}{2} \| Lx^{(k+1)} - u - d^{(k)} \|_2^2 \),
5: Update Lagrange multipliers:
6: \( d^{(k+1)} = d^{(k)} - (Lx^{(k+1)} - u^{(k+1)}) \)
7: Update iteration \( k \leftarrow k + 1 \)
8: until some stopping criterion is satisfied.

where \( \mu > 0 \) is a constant, which controls convergence speed. The convergence of the ADMM algorithm is guaranteed if \( L \) has full column rank, the functions \( f_1 \) and \( f_2 \) are closed, proper, and convex functions [3, 56].

Now, we can rewrite our model as an optimization problem as follows

\[
\min_x \frac{1}{2} \| Hx - y \|_2^2 + \lambda \phi(x) + i_x(x),
\]

(4.39)
where the regularization function $\phi(x)$ is proportional to the negative logarithm of the intensity field prior distribution considered in Eq.(4.6) up to an additive constant, i.e. $\phi(x) = \frac{x^T \Delta^{-1} x}{2}$, and $
abla = \sigma^2/\gamma^2$ is the regularization parameter. Given this objective function, we write the constrained equivalent formulation as follows

$$\minimize_{u, x} \frac{1}{2} \|Hx - y\|^2_2 + \lambda \phi(x) + i_{R^+}(u),$$

subject to $u = x,$

where $u$ and $x$ are the variables to minimize over. In order to solve for $u$ and $x$, we construct the augmented Lagrangian corresponding to Eq.(4.40) as follows

$$L(u, x, d_{1}) = \frac{1}{2} \|Hx - y\|^2_2 + \lambda \phi(x) + i_{R^+}(u) + \frac{\mu}{2} \|x - u - d_{1}\|^2_2.$$  

The ADMM algorithm for solving Eq.(4.41) is shown in Algorithm 8. During each step of the iterative algorithm, $L$ is optimized w.r.t. $u$ (step 3) and $x$ (step 4) and then the Lagrange multipliers are updated (step 6). From preliminary runs, we fixed $\mu$ to $\mu = 10$ which led to fast convergence, it can however be updated within the algorithm as in [32]. The stopping criterion we use is $\|u^{(k)} - x^{(k)}\|_2 \leq \epsilon$, where $\epsilon = \sqrt{N} \times 10^{-5}$ [3].

Algorithm 8 Deconvolution via ADMM

1: set $k = 0$, choose $\mu > 0, u^{(0)}, x^{(0)},$ and $d_{1}^{(0)}$
2: repeat (k = k + 1)
3: $u^{(k+1)} = \max \left( x^{(k)} - d_{1}^{(k)}, 0 \right)$
4: $x^{(k+1)} = \left( H^T H + \lambda \Delta^{-1} + \mu I \right)^{-1} \left[ H^T y + \mu \left( u + d_{1}^{(k)} \right) \right]$
5: Update Lagrange multipliers:
6: $d_{1}^{(k+1)} = d_{1}^{(k)} - (x^{(k+1)} - u^{(k+1)})$
7: Update iteration $k \leftarrow k + 1$
8: until some stopping criterion is satisfied.

4.5 Non-Linear Interpolation Using Gaussian Process Regression

In order to visually view a meaningful image from the deconvolved intensities, we consider non-linear interpolation based on Gaussian processes (GP) [150], since it can provide confidence intervals for each interpolated pixel. A classic choice consists of considering a zero-mean GP with an arbitrary covariance matrix. Here, we choose this covariance matrix to be $\Delta' = \Delta/\gamma^2$. Precisely, we interpolate using the prior distribution previously defined in Eq.(4.7). If $d_{n,n'}$ is very small, then $\Delta'(n,n')$ approaches its maximum $1/\gamma^2$. If $n$ is distant from $n'$, we have instead $\Delta'(n,n') \approx 0$, i.e. the two points are considered to be a priori independent. For example, during interpolation
at new \( n_* \) location, distant cores will have negligible effect. The amount of spatial correlation depends on the parameters \( \ell \), and \( \kappa \), which are estimated in the way we previously mentioned in Section 4.3.2.1.

If we consider \( \Delta'(z, z) \in \mathbb{R}^{N_1 \times N_1} \), \( z = [z_1, \ldots, z_{N_1}]^T \) contains all the positions of all the observed cores (whose estimated intensities are gathered into \( x \)), and a new spatial location \( z_* \) for which we want to predict the intensity \( x_* \), the GP can be extended as follows

\[
\begin{bmatrix} x \\ x_* \end{bmatrix} \sim \mathcal{N} \left( 0, \begin{bmatrix} \Delta'(z, z) & \Delta'(z, z_*) \\ \Delta'(z_*, z) & 1/\gamma^2 \end{bmatrix} \right), \tag{4.42}
\]

where \( \Delta'(z, z_*) = \Delta'(z_*, z)^T \in \mathbb{R}^{N_1} \). Eq.\((4.42)\) shows that the conditional distribution of each predicted intensity given the previously estimated intensities, follows a Gaussian distribution

\[
x_* | x \sim \mathcal{N}(\mu, \Sigma)
\]

whose mean and variance are given by

\[
\begin{align*}
\mu &= \Delta'(z_*, z) \Delta'(z, z)^{-1} x, \\
\Sigma &= 1/\gamma^2 - \Delta'(z_*, z) \Delta'(z, z)^{-1} \Delta'(z, z_*).
\end{align*}
\tag{4.43}
\]

By setting \( x = \hat{x} \), the mean in Eq.\((4.43)\) is finally used to estimate each interpolated intensity, while the variance is used to provide additional information (measure of uncertainty) about the interpolated intensity values. Note that the uncertainty of the deconvolved vector \( \hat{x} \) computed in the MCMC and VB cases can be incorporated in the interpolation process. However, the variance vector \( \Delta'(z, z_*) \) of a new sample will require taking into account the cross coupling effect between this new sample and the deconvolved fibre core intensities which does not exist. Moreover, the uncertainty computed in MCMC will require high number of samples to the deconvolved vector \( \hat{x} \) in order to get a good approximation.

### 4.6 Simulations Using Synthetic Data

#### 4.6.1 Data creation

The performance of the proposed methods is investigated by reconstructing a standard test image. A subsampled version of this image is obtained by considering the sampling pattern of an actual endomicroscopy system, as illustrated in Fig. 4.7. This figure provides an example of a homogeneous region imaged through Alveoflex (Mauna Kea Technologies, Paris, France) fibre bundle \(^{[105]} \) \(^{[16]} \). Such image is used for calibration and to identify the number and positions of the fibre cores. The build-in MATLAB function “vision.BlobAnalysis” was used to detect central fibre core pixels.

Fig. 4.8 shows the original Lena image (left) and an example of system output (right) after applying the model in Eq. Eq.\((4.2)\). This image is formed by creating a binary mask in which a value of 1 is assigned to pixels corresponding to the central pixels of each core in Fig. 4.7(b), and
Figure 4.7 (a) Example of $512 \times 512$ pixels image of the endomicroscopy system (b) Image with detected fibre core centres superimposed (red crosses).

zero otherwise. This mask is then multiplied point by point by the Lena image in Fig. 4.8(a) in order to obtain the subsampled image. The model in Eq. (4.2) is then applied to obtain an image that simulates the system’s output which is shown in Fig. 4.8(b). This image is created using subsampled intensities corresponding to 1.29% of the original Lena image. For simulated data, we considered a Gaussian spatial blurring kernel with one size $\sigma^2 = 2$ in all the simulations.

Figure 4.8 Creation of the synthetic data: (a) Original image (b) example of final system output with $\sigma^2_H = 20$ and $\sigma^2 = 10$.

4.6.2 Performance analysis

The performance discriminator adopted in this work to measure the quality of the deconvolved fibre cores is the root mean square error (RMSE), which is computed using intensities at the core locations using

$$
\text{RMSE}(\mathbf{x}, \mathbf{\hat{x}}) = \sqrt{\frac{\sum_{n=1}^{N_1} (x(n) - \hat{x}(n))^2}{N_1}},
$$

(4.44)
where \( \mathbf{x} \) and \( \mathbf{\hat{x}} \) are vectors of the subsampled reference Lena image and its deconvolved version respectively, and \( N_1 \) is the number of fibre cores.

For synthetic data, in order to check the performance of the algorithm with different cross coupling effects, different values of \( \alpha_H \) and \( \beta_H \) in Eq. (4.3) can be considered. However, this can be simplified by considering a 2D Gaussian kernel defined by

\[
[H]_{i,j} = \exp \left( -\frac{d_{i,j}^2}{2\sigma_H^2} \right),
\]

since it involves only one variable to change, namely \( \sigma_H^2 \) (representing a squared distance, in pixels). This is equivalent to setting \( \beta_H = 2 \) and \( \alpha_H^2 = \alpha_H^2 / 2 \). Note that this simplification is considered only for synthetic data in order to assess the influence of the kernel width. The generalized Gaussian cross coupling kernel \( H \) defined in Eq. (4.3) will be considered for real data.

The three methods showed similar results in terms of RMSE and interpolated images. The following shows the VB method’s results. Fig. 4.9 shows examples of interpolated intensities after deconvolution using GP in the noise-free case \( (\sigma^2 = 0) \) and noisy case \( (\sigma^2 = 10) \) and different values of \( \sigma_H^2 \), with the corresponding confidence interval images. We can observe that the structure of the Lena image can be recovered in the two cases. Moreover, in the confidence interval images, we can observe that as we go away from central cores, the confidence interval of the interpolated intensities decreases.

In order to measure the performance of the algorithms, we consider different noise variances \( (\sigma^2) \) as well as different cross coupling effects \( (\sigma_H^2) \). Fig. 4.10 shows the RMSE (in log-scale) before and after deconvolution versus \( \sigma_H^2 \) at \( \sigma^2 = 10 \). We can observe that all of the methods are very effective since the RMSE after deconvolution is always lower than that before deconvolution. Moreover, the gain increases with cross coupling.

In order to analyze the effect of noise variance and cross coupling separately, we fix one of them and change the other as shown in Fig. 4.11. In this figure, we show plots of RMSEs after deconvolution for different \( \sigma^2 \) at fixed \( \sigma_H^2 \) and vice versa. In Fig. 4.11(a), we can observe that there is roughly a linear relationship between RMSE and \( \sigma^2 \) at fixed \( \sigma_H^2 \). Moreover, the behaviour at \( \sigma_H^2 = 1, 5, 10 \) and 15 is almost the same. In Fig. 4.11(b), we can observe that RMSE is fairly constant as \( \sigma_H^2 \) increases at constant \( \sigma^2 \). Furthermore, it starts to increase as \( \sigma^2 \) increases but still remains constant when changing \( \sigma_H^2 \).

For the MCMC method, in all of the simulations in this work including the real datasets, \( N_{MC} = 1500 \), including \( N_{bi} = 500 \), which were determined visually from preliminary runs, were used. For the ADMM method, different regularization parameter values are tested, we pick up the one corresponding to the lowest RMSE.
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Figure 4.9 Examples of interpolated samples by GP after deconvolution (a) $\sigma^2 = 0$ and $\sigma_H^2 = 1$, and (b) $\sigma^2 = 10$ and $\sigma_H^2 = 20$, and the corresponding confidence interval images.

Figure 4.10 Plot of RMSEs before and after deconvolution (in-log scale) versus $\sigma_H^2$ at $\sigma^2 = 10$. 
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Figure 4.11 Plot of RMSEs after deconvolution (a) versus $\sigma^2$ at fixed $\sigma_H^2$, and (b) versus $\sigma_H^2$ at fixed $\sigma^2$.

4.6.3 Comparison

In this section, we compare the three proposed methods for deconvolution and restoration of OEM images. The comparison is conducted in terms of RMSE before and after deconvolution, as well as in terms of computation time.

Fig. 4.12 compares RMSEs after deconvolution versus different $\sigma^2$ as well as different $\sigma_H^2$. We can observe that for all of the methods, as $\sigma^2$ increases at constant $\sigma_H^2$, RMSE increases. On the other hand, at fixed $\sigma^2$, RMSE seems to be roughly constant for $\sigma_H^2 = 1, 5,$ and $10$, then, it starts to increase as $\sigma_H^2$ increases. It is clear that all the methods behave similarly in terms of RMSE.

The computation performance of the algorithms is measured in terms of the running time of each of them, which gives a rough estimation of the actual computation performance. Note, however that floating point operations per second (FLOPS) can also be computed. Table 4.1 shows the average computation time (in seconds) of the three proposed methods. All the experiments presented in this thesis were conducted on ACER core-i3-2.0 GHz processor laptop with 8 GB RAM. It is clear that the MCMC method is the most computationally expensive method. The ADMM method is second, and the VB the least. Despite the relatively high computation time of the MCMC method, it is a parameter free method compared to the ADMM-based method in which the regularization parameter $\lambda$ should be chosen carefully. The VB approach is considered to be the best compared to MCMC and ADMM, it can provide similar RMSE but with lower computation complexity, moreover, it is fully automatic in the sense that it can estimate the hyperparameters associated with the parameters as mentioned previously in section 4.4.2.

Although the MCMC and ADMM algorithms can estimate the noise variance and model hyperparameters, in practice these parameters are very difficult to estimate accurately, (specifically $\sigma^2$ and $\gamma^2$) due to the similarity between $H^T H$ and $\Sigma^{-1}$ in (4.14b) and (4.26b). Therefore, we
4.6 Simulations Using Synthetic Data

Figure 4.12 Plot of RMSEs before and after deconvolution for the three methods versus $\sigma^2$ as well as $\sigma^2_H$.

<table>
<thead>
<tr>
<th>Method</th>
<th>MCMC</th>
<th>ADMM</th>
<th>VB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation time (sec.)</td>
<td>3100</td>
<td>35.51</td>
<td>5.12</td>
</tr>
</tbody>
</table>

Table 4.1 The average computation time (in seconds) of the three proposed methods. In order to maintain a fair comparison between the three algorithms, the computational time of the ADMM algorithm corresponds to the duration of five runs (used to select the best regularization parameter among the five values).

...have to make an informed choice about one of these parameters, specifically the choice of the hyperparameters $\alpha$, $\alpha_0$ and $\beta_0$ in Eq.(4.8) and Eq.(4.9). In Fig. 4.11(b), we observe that the RMSEs in practise are close to the true noise standard deviation, and hence the noise variance can be inferred.

4.6.4 Robustness

To test the robustness of the proposed methods, we create the data using a specific $\sigma^2_H$ and we deconvolve using different values. Following this strategy, we create the data using $\sigma^2_H = 10$ and we deconvolve using $\sigma^2_H \in \{6, 8, 10, 12, 14\}$. The three estimation approaches showed similar results.

Fig. 4.13 shows plots of RMSE after deconvolution versus $\sigma^2$ at fixed $\sigma^2_H$ and vice versa. In Fig. 4.13(a), we can observe that the noise variance has no effect on the deconvolution in the tested interval as RMSE is constant at fixed $\sigma^2_H$. In Fig. 4.13(b), there is an approximately linear relationship between RMSE and $\sigma^2_H$ at constant $\sigma^2$. Furthermore, lower values of $\sigma^2_H$ than the one we created the data with (i.e., $\sigma^2_H = 6$ and 8) yield lower RMSE than higher ones (i.e., $\sigma^2_H = 12$ and 14). In other words, it is slightly better to underestimate $\sigma^2_H$ than to overestimate it.

We observe that deconvolution using the value we created the data with ($\sigma^2_H = 10$) yields the
Simulations Using Real Data

The performance of the proposed methods has been evaluated on two real datasets; the 1951 USAF resolution test chart and *ex vivo* human lung tissue. Both of them were collected using OEM system [98] with monochrome detection (Grasshopper3 camera GS3-U3-23S6M-C, Point Grey Research, Canada) and 470 nm LED illumination (M470L3, Thorlabs Ltd, UK) for lung autofluorescence excitation. Excised human lung tissue was placed in a well plate. Human tissue was used with regional ethics committee (REC: 13/ES/0126) approval and was retrieved from the periphery of specimens taken from lung cancer resections. In order to adjust the cross coupling kernel parameters $\alpha_{H}$ and $\beta_{H}$, a study was performed to measure, analyze and quantify inter-core coupling within coherent fibre bundles [146]. This study showed how light is spread over the neighbouring cores, and gave statistical analysis on coupling percent in neighbouring cores. It showed that around 61% of transmitted light remains in the central core, around 34% in the first neighbouring cores, around 4% in the second neighbouring cores, and less than 1% in the third, fourth and fifth neighbouring cores. This leads to fixing $\alpha_{H} = 4$ (in pixels) and $\beta_{H} = 0.8$.

4.7.1 1951 USAF resolution test chart

The 1951 USAF chart is a resolution test pattern set by US Air Force in 1951. It is widely accepted to test the resolution of optical imaging systems such as microscopes, cameras and image scanners [167]. Fig. 4.14 (a) shows the original USAF resolution test chart used in the project. The resulting image obtained by fibre bundle is shown in Fig. 4.14 (b) with image size $760 \times 760$.
4.7 Simulations Using Real Data

Figure 4.14 (a) Scanned image of an USAF 1951 Resolution test chart. (b) The 1951 USAF resolution test chart imaged by the OEM system.

and is composed of 7,776 fibre cores (1.34% of the image).

A non-linear interpolation based on GP of central core intensities of the image in Fig. 4.14(b) is presented in Fig.4.15(a), with the corresponding confidence intervals image in Fig.4.15(c). We can observe the blurring which is caused by the cross coupling effect as well as the sparsity of the data.

The outputs of the MCMC, VB, and ADMM algorithms are very similar. Thus, we show the results of the VB method. Fig. 4.15(b) shows an example of one of the output images with the corresponding confidence intervals in Fig. 4.15(d). The set of thicker strips (top left corner of the image) is now better resolved and the overlap between them is reduced. The small set of strips which is at the bottom could not be resolved, which gives an indication about the resolving resolution of this endomicroscopy system. Regions of high uncertainty (which appear as blobs in dark red) are where there may be no cores or they are dead, this in addition to the irregular core sampling are the reasons for some strips appear a bit fragmented.

4.7.2 Ex vivo human lung tissues

Fig. 4.16(a) shows the output image of the OEM system. Image size is $1000 \times 800$ and is composed of 13,343 fibre cores (1.66% of the image). Non-linear interpolation based on GP of central core intensities is presented in Fig.4.16(b). Similar to the USAF resolution test chart, we aim at reducing cross coupling effect as well as getting a more resolved image.

Similar to the USAF resolution test chart results, the outputs of the MCMC, VB, and ADMM algorithms are very similar. We only show the results of the VB method. Fig. 4.16(c) shows an example of interpolated deconvolved samples using GP. The lung structure is now better resolved and more sharper than before deconvolution. Moreover, confidence intervals are shown in Fig. 4.16(d). We can observe that as we move away from the central cores, the confidence of the
Figure 4.15 Non-linear interpolation (a) before, and (b) after deconvolution, and their corresponding confidence intervals in (c), and (d) respectively.
Figure 4.16 (a) Ex vivo lung tissue imaged by the endomicroscopy system [98]. Non-linear interpolation (b) before, and (c) after deconvolution, (d) the confidence intervals of the image in (c).
<table>
<thead>
<tr>
<th>Dataset/Method</th>
<th>MCMC</th>
<th>ADMM</th>
<th>VB</th>
</tr>
</thead>
<tbody>
<tr>
<td>USAF chart</td>
<td>1.12 × 10^5</td>
<td>250</td>
<td>5.9</td>
</tr>
<tr>
<td>Lung tissue</td>
<td>1.46 × 10^6</td>
<td>870</td>
<td>16.05</td>
</tr>
</tbody>
</table>

**Table 4.2** Computation time (in seconds) for the real data. In order to keep a fair comparison between the three algorithms, the computational times of the ADMM algorithm correspond to the duration of five runs (used to select the best regularization parameter among five values).

interpolated intensities decreases and vice versa.

Table 4.2 provides the computation time of the 1951 USAF resolution test chart and the *ex vivo* lung tissue image. It is clear that the VB is still the fastest despite the change of the images size.

### 4.8 Conclusions

This chapter introduced a hierarchical Bayesian model and three estimation algorithms for the deconvolution of optical endomicroscopy images. The deconvolution accounts and compensates for fibre core cross coupling which causes image degradation and blurring in this type of imaging. The resulting joint posterior distribution was used to approximate the Bayesian estimators. First, a Markov chain Monte Carlo procedure based on a Gibbs sampler algorithm was used to sample the posterior distribution of interest and to approximate the MMSE estimators of the unknown parameters using the generated samples. Second, a variational Bayes approach to approximate the joint posterior distribution by minimizing the Kullback-Leibler divergence was used. Third, an approach based on an alternating direction method of multipliers was used to approximate the maximum a posteriori estimators. The three algorithms showed similar estimation performance while providing different characteristics, the MCMC and VB based approaches are fully automatic in the sense that they can jointly estimate the hyperparameters associated with the prior distributions, however, the MCMC based approach showed high computational complexity which could be overcome by the VB and ADMM approaches. Although the ADMM approach has low computational complexity, it is semi-supervised in the sense that the hyperparameters associated with the prior distributions need to be chosen carefully by the user. A non-linear interpolation approach based on Gaussian processes was considered to restore the full images from the samples to provide a meaningful image for interpretation. In the future, we can consider temporal information while deconvolving. The VB approach might be a good choice for this online deconvolution approach as it does not only provide faster estimates compared to the other tested methods but also can estimate the model hyperparameters. In the next chapter, we provide a supervised spot-detection approach for the detection of fluorescently labelled bacteria.
Chapter 5

Patch-Based Sparse Representation For Bacterial Detection

*This chapter has been adapted from the conference paper [Eldaly et al. (2018d)] (submitted).*
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5.1 Introduction

Fibred Confocal Fluorescent optical endomicroscopy, also referred to as probe-based confocal laser endomicroscopy (pCLE), enables the exploration of the distal pulmonary tract as well as the assessment of the respiratory bronchioles and alveolar gas exchanging units of the distal lung [181]. In pulmonary OEM, elastin and collagen generate auto-fluorescence when excited with a 488 nm laser source. While bacteria can potentially auto-fluoresce when exposed to light at the appropriate wavelength(s), the emitted fluorescent signal is usually too weak to be imaged effectively to provide any diagnostic information. To address this limitation, bacteria can be specifically labelled with targeted fluorescently labelled ligands (SmartProbes) [7], which bind to the bacteria to generate fluorescence in response to a light excitation at pre-determined wavelengths (e.g., 488 nm laser excitation) [7]. Stained bacteria appear as bright dots in the images, whereas elastin and collagen are naturally auto-fluorescent and display a mesh-like structure in the distal lung, making the detection of bacteria a more challenging task.

Bacterial detection and quantification approaches developed for confocal microscopy [109,191] are not directly applicable to OEM data due to major differences in the image acquisition approaches employed by the two technologies. In particular, confocal microscopy employs a regular rectangular grid to acquire images of high lateral and axial optical resolutions which are 0.18 mm and 0.5 mm respectively [69]. In contrast, OEM employs a sparse and irregular pattern (due to the organisation of the fibres in the fibre bundle) to acquire images of moderate lateral and axial optical resolutions of 0.5 µm and 3 µm respectively within a constantly moving scene (breathing, heart beat and fibre motion) [84].

The bacteria detection problem can be addressed through a variety of different annotation scenarios, two of which are dot-annotation and count-annotation [12,193]. While dot-annotation provides the location of objects that appear in the image, count-annotation only provides the number of objects in an image without explicitly revealing the locations. Dot-annotations are more informative given the small scale of the objects to be quantified. In this work, we assess the performance of our method by considering the number of detections (count-annotation) but also their estimated locations (dot-annotation).

As previously mentioned in Chapter 3, the object detection problem has been mainly addressed in the literature through either unsupervised or supervised methods. In unsupervised approaches, objects we wish to detect are learned from the data by fitting them with suitable distributions without using explicitly-provided labels. Examples of such methods are hierarchical Bayesian models [9,53,124], and linear or morphological filtering methods [33,81,96,170,171]. On the other hand, in supervised-based approaches [13,87,108,164], the dataset is usually divided into training,
testing and validation sets. In the training phase, a model is trained by pairing inputs with their expected outputs, which are also known as the ground truth. This trained model is then used to estimate the output of the test dataset. The validation set is usually used to tune the model’s hyperparameters which can be fixed during the test phase.

In this chapter, we propose an unsupervised-based approach for bacterial detection in OEM images. This approach splits each image into a set of overlapping patches and assumes that the observed pixel fluorescence in each patch is a linear combination of the actual intensity value associated with background image structures, corrupted by additive Gaussian noise and potentially by an additional outlier term modelling anomaly (which is considered to be candidate bacteria). The actual intensity term representing background structures is considered as a weighted linear combination of a few atoms drawn from a dictionary which is learned from bacteria-free data by using a dictionary learning-based approach and then fixed in the rest of the simulations. The real datasets considered in this work have been acquired by the Cellvizio, Mauna Kea Technologies (Paris, France) confocal endomicroscopy system [16], in which a set of preprocessing steps have been applied. This makes the observation noise difficult to model analytically, thus we assume here that the noise is additive, white and Gaussian [124]. The bacteria detection task is formulated by a minimization problem in which suitable regularization functions are assigned to the unknown model parameters. Although the resulting optimization problem is convex, it is not smooth, hence a proximal-based method is required. In this work, we consider the alternating direction method of multipliers to estimate the unknown parameters. Simulations conducted on two ex vivo lung datasets in which fluorescently labelled bacteria are present in the distal lung show good detection and correlation performance between bacteria counts identified by a trained clinician and those of the proposed method. A comparison with widely used spot-detection methods is also made, finding that the proposed algorithm showed superior detection performance.

Contributions

The main contributions of this work are fourfold and can be summarized as below.

1. A formulation of the problem of simultaneous sparse coding and outlier detection is proposed, and a numerical solver is provided.

2. The proposed algorithm can help to automatically detect labelled bacteria in optical endomicroscopy images. To the best of our knowledge, it is the first time this problem is addressed by a sparse coding approach.

3. We provide simulations using real datasets, in which we investigate different combinations of SmartProbes and bacterial concentrations including control cases in which no bacteria are present. Different SmartProbes that cause weak and strong fluorescence are tested.
4. We compare the results of the proposed model with bacteria annotations performed by a trained clinician, and three widely used spot detection algorithms, using both dot-annotation and count-annotation methods.

The remaining sections of this chapter are organized as follows. Section 5.2 reviews sparse representation modelling. Then, Section 5.3 provides a general approach for the dictionary learning problem, and the widely used dictionary learning methods. Section 5.4 formulates the problem of bacteria detection in OEM images using a sparse coding approach, followed by Sections 5.5 and 5.6, which summarize the proposed model and possible estimation strategy to estimate the unknown model parameters. Results and discussions on two real datasets of ex vivo ovine lungs instilled with bacteria are presented in Section 5.7. Intermediate conclusions are finally reported in Section 5.8.

5.2 Sparse Representation Modelling

In sparse representation, given a set of basis vectors, the goal is to decompose natural signals or images as linear combinations of only a few basis vectors. An important issue when formulating a problem as a sparse representation model is choosing the appropriate set of vectors over which each can be sparsely represented. In that sense, each vector is called an atom, and a collection of atoms is called a dictionary. In that sense, a signal, namely $y \in \mathbb{R}^N$, can be described as $y \approx D\psi$, where $D = [d_1, d_2, \cdots, d_M] \in \mathbb{R}^{N \times M}$ is a dictionary and $\psi \in \mathbb{R}^M$ is sparse. The recovery of the sparse representation, which is called sparse coding can be obtained by solving the following minimization problem

$$\hat{\psi} = \underset{\psi}{\text{minimize}} \|D\psi - y\|_2^2 \quad \text{subject to} \quad \|\psi\|_0 \leq T_0,$$

(5.1)

where $\|\psi\|_0$ is the $\ell_0$ pseudo-norm that counts the number of non-zero entries of $\psi$, and $T_0$ is the corresponding maximum number of non-zero entries. Problem (5.1) can be extended for a collection of signals stacked in columns as follows

$$\hat{\Psi} = \underset{\Psi}{\text{minimize}} \|D\Psi - Y\|_F^2 \quad \text{subject to} \quad \|\Psi\|_{0,0} \leq LT_0,$$

(5.2)

where $Y = [y_1, y_2, \cdots, y_L] \in \mathbb{R}^{N \times L}$ contains $L$ signals stacked in columns, $\{Y_i \in \mathbb{R}^N\}_{i=1}^L$, $\Psi = [\psi_1, \psi_2, \cdots, \psi_L] \in \mathbb{R}^{M \times L}$ contains $L$ sparse representations, $\{\Psi_i \in \mathbb{R}^M\}_{i=1}^L$, $\|\Psi\|_{0,0}$ counts the number of non-zero entries of $\Psi$, and $\|\cdot\|_F$ is the Frobenius norm. This $\ell_0$-norm minimization can be interpreted as finding the minimum quadratic fit obeying the sparsest solution constraint. This type of model is known as the single measurement vector (SMV) [57], as each signal is assumed to be a single measurement associated with a unique non-zero pattern of its sparse representation (i.e. unique combinations of atoms). Figure 5.1 illustrates an example of $\Psi$ matrix in this case.
5.3 Dictionary Learning

Solving the optimization problem in Eq. (5.2) is an NP-hard problem due to the non-convexity and non-differentiability of the \(\ell_0\)-norm. [57]. Approximate solutions are obtained using greedy algorithms such as matching pursuit (MP) or orthogonal matching pursuit (OMP) [57, 120]. A second class of methods relies on relaxation and replaces the \(\ell_0\)-norm with an \(\ell_1\)-norm convex programming problem, namely

\[
\hat{\Psi} = \minimize_{\Psi} \|D\Psi - Y\|_F^2 \quad \text{subject to} \quad \|\Psi\|_{1,1} \leq T_1,
\]

where \(T_1\) is the maximum sum of absolute entries of \(\|\Psi\|_{1,1}\). This makes the optimization problem a convex one that can be solved efficiently. Such methods are called basis pursuit (BP) [43].

5.3 Dictionary Learning

There are several ways to construct the dictionary, some of which are using pre-defined basis as discrete Fourier transform (DFT), discrete cosine transform (DCT), and/or discrete wavelets transform (DWT). However, pre-specified dictionaries do not necessarily describe well a given signal at hand. Hence, it is more appealing to learn the dictionary from a given set of training data, which has been found more efficient compared to using pre-defined ones [58, 156]. Well known methods are K-singular value decomposition (K-SVD) [5], and the method of optimal directions (MOD) [61].

The joint estimation of \(D\) and \(\Psi\) in Eq. (5.2) can be written as unconstrained as follows

\[
\{\hat{\Psi}, \hat{D}\} = \minimize_{\Psi \in \mathcal{X}, D \in \mathcal{D}} \|D\Psi - Y\|_F^2 + \lambda\|\Psi\|_{p,p},
\]

where \(\mathcal{D}\) and \(\mathcal{X}\) are admissible sets of the dictionary and the sparse coefficient matrix respectively, \(\lambda\) is a positive regularization which weights the two terms of the objective functions, and \(p\) can be either \(p = 0\) for \(\ell_0\) or \(p = 1\) for \(\ell_1\), leading to joint sparseness prior distributions on \(\Psi\). The admissible set \(\mathcal{D}\) is usually chosen as the set of dictionaries with unit column-norms. The aim is to find a dictionary \(D\), and a sparse representation matrix \(\Psi\) that achieves this minimization.
5.4 Sparse Representation Formulation to the Bacteria Detection Problem

However, Eq.(5.4) is not jointly convex with respect to \((D, \Psi)\), but with respect to each of the variables \(D\) and \(\Psi\) when the other one is fixed. Hence, a general approach to solve Eq. (5.4) would be to use alternating minimization, as shown in Algorithm 9.

**Algorithm 9 A General Approach for Dictionary Learning**

1. **Fixed input parameters**: Data matrix \(Y\), total number of iterations \(t\), Regularization parameter \(\lambda\).
2. **Initializations**: Set \(k = 0\), \(\Psi^{(0)}\) and \(D^{(0)}\)
3. **Repeat** \((1 \leq k \leq t)\)
   - \(\Psi^{(k+1)} \leftarrow \min_{\Psi \in X} \|D^{(k)}\Psi - Y\|_F^2 + \lambda\|\Psi\|_{p,p}\) (3a),
   - \(D^{(k+1)} \leftarrow \min_{D \in D} \|D\Psi^{(k+1)} - Y\|_F^2\) (3b),
   - \(k \leftarrow k + 1\).
4. **until** some stopping criterion is satisfied.

Equation (3a) in Algorithm 9 is indeed a sparse coding problem for which many algorithms have been proposed as previously mentioned in Section 5.2. The main difference between various dictionary learning algorithms is their approach to updating the dictionary (Eq.(3b) in Algorithm 9). Two well-known algorithms are K-SVD [5], and MOD [61]. MOD finds the unconstrained minimum of the dictionary update problem, resulting in a closed-form solution, which is simply a least squares problem, and then projects it onto \(D\) by normalizing its columns. In this way, MOD updates all atoms at once. K-SVD, on the other hand, uses a sequential approach which is similar to the K-means clustering algorithm in order to update the atoms one by one.

The next section provides a formulation of the bacteria detection problem using sparse representation, when the dictionary \(D\) is known (estimated a priori using one of the methods mentioned above).

5.4 Sparse Representation Formulation to the Bacteria Detection Problem

Fig. 5.2 shows a typical sequence of OEM frames with labelled bacteria annotated by a trained clinician. We can observe that labelled bacteria appear as bright dots overlaid across a network of very bright elastin strands in these images. In order to identify and quantify these bright spots, we consider the following formulation.

Given a test image \(I \in \mathbb{R}^{m \times n}\), a data matrix \(Y \in \mathbb{R}^{P \times L}\) is formed by splitting the image into a set of overlapping patches each of size \(N_p \times N_p\), namely \(Y = [y_1, y_2, \cdots, y_L]\). The data matrix \(Y\) can then be well approximated by a sparse linear model, excluding a small number of pixels - the outliers - which significantly deviate from this model. The collection \(Y\) is described as follows
5.5 Proposed Model

This section introduces an optimization-based method to estimate the unknown model parameter $\mathbf{R}$ and $\mathbf{Ψ}$ in Eq.(5.5), which can be estimated by solving the following constrained minimization

$$\mathbf{Y} = \mathbf{DΨ} + \mathbf{R} + \mathbf{W}, \quad (5.5)$$

where $\mathbf{D} \in \mathbb{R}^{P \times K}$ is the dictionary and is assumed known, $\mathbf{Ψ} \in \mathbb{R}^{K \times L}$ is the sparse coefficient matrix, $\mathbf{R} \in \mathbb{R}^{P \times L}$ has few non-zero elements that equal the deviation of each outlier from the sparse representations model, and $\mathbf{W} \in \mathbb{R}^{P \times K}$ is a low-energy noise component, which is assumed to be Gaussian.

As the number of fibre cores in each patch in the image might be different, in this work, we consider processing the full interpolated OEM image rather than just the central fibre core intestines. This will make the formation of the data matrix $\mathbf{Y}$ easier. Moreover, considering the full interpolated image will make the characterization of background image structures more robust than representing them with spatially irregular samples.

The objective here is to estimate the outlier matrix $\mathbf{R}$ in Eq.(5.5), but the sparse coefficients matrix $\mathbf{Ψ}$ is also unknown. Thus we estimate jointly $\mathbf{R}$ and $\mathbf{Ψ}$ from the observation matrix $\mathbf{Y}$. To solve this problem, we propose an optimization-based method to estimate the unknown parameters.
problem
\[
\{\hat{\Psi}, \hat{R}\} = \min_{\Psi, R} \quad \frac{1}{2} \| Y - D\Psi - R \|_F^2,
\]
subject to \( \| \Psi \|_{1,1} \leq T_1, \)
\( \| R \|_{1,1} \leq S_1, \)
\[ (5.6) \]
where \( \| \Psi \|_{1,1} = \sum_j \| \Psi(j,:) \|_1, \) similarly \( \| R \|_{1,1} = \sum_j \| R(j,:) \|_1, \) and \( S_1 \) is the maximum sum of absolute entries of \( R \) (i.e. outliers). Problem (5.6) encourages a solution in which \( \Psi \) is sparse. However, for the outliers that cannot be represented exclusively by \( D \), it permits non-zero entries in \( R \). The constraints ensure at most \( T_0 \) and \( S_0 \) non-zero entries in \( \Psi \) and \( R \) respectively. The constrained version of Eq.(5.6) can be written in an unconstrained form as follows
\[
\{\hat{\Psi}, \hat{R}\} = \min_{\Psi, R} \quad \frac{1}{2} \| Y - D\Psi - R \|_F^2 + \alpha \| \Psi \|_{1,1} + \beta \| R \|_{1,1},
\]
where \( \alpha \) and \( \beta \) are two positive scalars controlling the degree of sparsity of \( \Psi \) and \( R \) respectively. The next section proposes an estimation strategy to solve Eq. (5.7).

5.6 Estimation Strategy

The optimization problem in Eq. (5.7), although convex, is very hard to solve owing to the non-smooth terms. The core idea is to convert the unconstrained minimization problem in Eq. (5.7) into another constrained one via variable splitting by the application of a variable splitting operation. Finally, the obtained constrained problem is dealt with using the alternating direction method of multipliers (ADMM) [3], which belongs to the family of augmented Lagrangian techniques [138]. By a careful choice of the new variables, the initial problem is converted into a sequence of much simpler problems, which can be solved iteratively. The choice of ADMM here is due to the following reasons: (i) it is suitable for our problem format, (ii) it has proven convergence properties, and (iii) it leads to a simple coordinate-descent structure.

In this problem, we introduce a new variable \( Z \) for the regularization function in \( \Psi \) in order to decouple it from the data fidelity term. Therefore, the constrained version of problem (5.7) can be written as follows
\[
\{\hat{\Psi}, \hat{R}\} = \min_{\Psi, R} \quad \frac{1}{2} \| Y - D\Psi - R \|_F^2 + \alpha \| \Psi \|_{1,1} + \beta \| R \|_{1,1},
\]
subject to \( Z = \Psi. \)

The augmented Lagrangian corresponding to Problem (5.8) can be written as follows
\[
\mathcal{L}(\Psi, R, Z, M) = \frac{1}{2} \| Y - D\Psi - R \|_F^2 + \alpha \| Z \|_{1,1} + \beta \| R \|_{1,1} + \frac{\mu}{2} \| Z - \Psi - M \|_F^2,
\]
\[ (5.9) \]
where $M$ is the Lagrange multiplier corresponding to the splitting, and $\mu > 0$ is a constant. The ADMM algorithm corresponding to problem Eq.(5.8) (also Eq.(5.7)) is shown in Algorithm 10. This algorithm considers an iterative way to optimize minimization problems of each parameter when the others are fixed, then updates the Lagrange multipliers. The rationale here is that each step of this alternating minimization may be much easier than solving the original unconstrained problem Eq.(5.7). During each step of this iterative scheme, $L$ is optimized w.r.t. $\Psi$ (step 3), $R$ (step 4) and $Z$ (step 5), and then the Lagrange multiplier is updated (step 6). The algorithm terminates when a stopping criterion is satisfied, as will be mentioned below.

Algorithm 10 Patch-Based Bacteria Detection Using ADMM - Version I

1: set $k = 0$, choose $\mu > 0$, $\Psi^{(0)}$, $R^{(0)}$, $Z^{(0)}$, and $M^{(0)}$
2: repeat ($k \leftarrow k + 1$)
3: $\Psi^{(k+1)} \leftarrow \text{minimize}_\Psi L(\Psi, R^k, Z^k, M^k)$
4: $R^{(k+1)} \leftarrow \text{minimize}_R L(\Psi^{k+1}, R, Z^k, M^k)$
5: $Z^{(k+1)} \leftarrow \text{minimize}_Z L(\Psi^{k+1}, R^{k+1}, Z, M^k)$
6: Update Lagrange multipliers: $M^{(k+1)} \leftarrow M^{(k)} - (Z^{(k+1)} - \Psi^{(k+1)})$
7: until some stopping criterion is satisfied.

We now detail each step of Algorithm 10 as follows.

Step 3: Updating the sparse codes $\Psi$

The goal of this step is to determine the value of the variable $\Psi$ at each iteration. Given that we run an optimization over the variable $\Psi$, the terms of the objective function in Eq. (5.8) which do not contain this variable are not taken into account. The reduced optimization function becomes, then,

$$\Psi^{(k+1)} \leftarrow \text{minimize}_\Psi \frac{1}{2} \|Y - D\Psi - R^{(k)}\|_F^2 + \frac{\mu}{2} \|Z^{(k)} - \Psi - M^{(k)}\|_F^2,$$  \hspace{1cm} (5.10)

the solution to which is simply

$$\Psi^{(k+1)} \leftarrow \left(D^T D + \mu^{(k)} I\right)^{-1} \left(D^T (Y - R^{(k)}) + \mu^{(k)} (Z^{(k)} + M^{(k)})\right).$$  \hspace{1cm} (5.11)

Step 4: Updating the outlier matrix $R$

On the other hand, step 4 of Algorithm 10 computes the value of the variable $R$ at the current iteration. The optimization problem to be solved is

$$R^{(k+1)} \leftarrow \text{minimize}_R \frac{1}{2} \|Y - D\Psi^{(k+1)} - R\|_F^2 + \beta \|R\|_{1,1},$$  \hspace{1cm} (5.12)

the solution to which is the well-known soft threshold [49]
\[ \mathbf{R}^{(k+1)} \leftarrow \text{soft} \left( \mathbf{Y} - \mathbf{D}\Psi^{(k+1)}, \beta \right), \]  

where \( \text{soft}(e, \tau) \) denotes the component-wise application of the soft-threshold function \( \text{sign}(e)\max\{|e| - \tau, 0\} \).

**Step 5: Updating the auxiliary matrix Z**

Similar to updating the outlier matrix \( \mathbf{R} \), updating \( \mathbf{Z} \) is reduced to solving the following minimization problem

\[ \mathbf{Z}^{(k+1)} \leftarrow \text{minimize}_\mathbf{Z} \frac{\mu}{2} \| \mathbf{Z} - \mathbf{\Psi} - \mathbf{M} \|_F^2 + \alpha \| \mathbf{Z} \|_{1,1}, \]  

the solution to which is also the soft threshold function

\[ \mathbf{Z}^{(k+1)} \leftarrow \text{soft} \left( \mathbf{\Psi}^{(k+1)} - \mathbf{M}^{(k)} \right) \frac{\alpha}{\mu}. \]  

The final version of Algorithm 10 is shown in Algorithm 11. The parameter \( \mu > 0 \) is updated within the algorithm to keep the primal and dual residual norms within a factor of \( \rho = 10 \) of one another. This has been proven to provide fast convergence [32]. The stopping criterion we use is

\[ \left( \| \mathbf{Z}^{(k)} - \mathbf{\Psi}^{(k)} \|_F + \mu \| \mathbf{M}^{(k)} - \mathbf{M}^{(k+\rho)} \|_F \right) \leq \epsilon, \]  

which is the sum of the primal and dual residuals, where \( \epsilon = \sqrt{P \times L} \times 10^{-6} \) [3].

**Algorithm 11** Patch-Based Bacteria Detection Using ADMM - Version II

1: set \( k = 0 \), choose \( \mu > 0, \mathbf{\Psi}^{(0)}, \mathbf{R}^{(0)}, \mathbf{Z}^{(0)}, \) and \( \mathbf{M}^{(0)} \)
2: repeat (\( k \leftarrow k + 1 \))
3: \( \mathbf{\Psi}^{(k+1)} \leftarrow \left( \mathbf{D}^T \mathbf{D} + \mu^{(k)} \mathbf{I} \right)^{-1} \left( \mathbf{D}^T (\mathbf{Y} - \mathbf{R}^{(k)}) + \mu^{(k)} (\mathbf{Z}^{(k)} + \mathbf{M}^{(k)}) \right) \),
4: \( \mathbf{R}^{(k+1)} \leftarrow \text{soft} \left( \mathbf{Y} - \mathbf{D}\Psi^{(k+1)}, \beta \right), \)
5: \( \mathbf{Z}^{(k+1)} \leftarrow \text{soft} \left( \mathbf{\Psi}^{(k+1)} - \mathbf{M}^{(k)} \right) \frac{\alpha}{\mu}, \)
6: \( \mathbf{M}^{(k+1)} \leftarrow \mathbf{M}^{(k)} - \left( \mathbf{Z}^{(k+1)} - \mathbf{\Psi}^{(k+1)} \right) \)
7: \( \mu^{(k+1)} \leftarrow \rho \mu^{(k)} \)
8: until some stopping criterion is satisfied.

### 5.7 Simulations Using Real Datasets

#### 5.7.1 Datasets

The proposed algorithm was assessed using two datasets of *ex vivo* ventilated whole ovine lungs with bacteria present. Dataset I contains seven videos assessing a combination of fluorescent dyes and bacterial types, including control segments. It contains (i) three videos of ovine lungs instilled
with *Methicillin-sensitive Staphylococcus aureus* (MSSA) stained with a commercially available laboratory dye (PKH67, Sigma-Aldrich), a highly fluorescent cell membrane dye, (ii) two videos of ovine lungs instilled with bacteria (gram-positive MSSA and gram-negative *Pseudomonas* PA3284) stained in situ with an in-house bacterial detection SmartProbe [6], and (iii) two videos of ovine lungs without the presence of any bacteria. Videos 1 to 5 were instilled with a single concentration of bacteria, equivalent to Optical Density (OD595nm) of 2.

<table>
<thead>
<tr>
<th>Video</th>
<th>Number of frames</th>
<th>Bacteria concentration (OD)</th>
<th>Fluorophore</th>
<th>Bacteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>26</td>
<td>2</td>
<td>PKH</td>
<td><em>Staphylococcus aureus</em></td>
</tr>
<tr>
<td>2</td>
<td>19</td>
<td></td>
<td>SmartProbe</td>
<td><em>Pseudomonas aeruginosa</em></td>
</tr>
<tr>
<td>3</td>
<td>13</td>
<td></td>
<td></td>
<td><em>Staphylococcus aureus</em></td>
</tr>
<tr>
<td>4</td>
<td>32</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>NA</td>
<td>NA</td>
<td>Control</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>NA</td>
<td>NA</td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.1** Description of dataset I.

Dataset II contains four videos, each with an increasing bacterial concentration (OD595nm 0.004, 0.04, 0.4, 4), all labelled with an in-house bacterial detection SmartProbe. This dataset is considered to compare the annotations performed by the clinician and the results of the algorithm. As it will ensure that as the concentration increases, the counts of the clinician and of the algorithm also increase. Tables 5.1 and 5.2 summarise the details of Datasets I and II respectively.

<table>
<thead>
<tr>
<th>Video</th>
<th># of frames</th>
<th>Bacteria concentration (OD)</th>
<th>Fluorophore</th>
<th>Bacteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>14</td>
<td>0.004</td>
<td>SmartProbe</td>
<td><em>Pseudomonas aureus</em></td>
</tr>
<tr>
<td>2</td>
<td>14</td>
<td>0.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>15</td>
<td>0.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table 5.2** Description of dataset II.

The Cellvizio fibred confocal OEM imaging platform, along with a 1.4 mm, 12,105 core fibre bundle (Mauna Kea Technologies, Paris, France) was used to acquire all data in this study. Image sequences of size $274 \times 384$ pixels ($306 \mu m \times 429 \mu m$) were captured at 12 frames per second.

Random frames that are representative of each of the entire video sequences are chosen from each of the eight videos of Dataset I and the four videos of Dataset II by a trained clinician. These comprise 133 image frames for Dataset I, and 58 frames for Dataset II as described in Tables 5.1 and 5.2 respectively. In each frame, a trained clinician marked the co-ordinates of phenomena that
are thought with high confidence to be bacteria. Ambiguous points are ignored. Due to the size of the imaged bacteria (<3 µm), a bright fluorescent ‘dot’ is identified as a bacterium if one or two cores present higher intensities than the surrounding area.

In order to unify the dynamic range of the frames, every one is normalized to the 0 : 255 intensity range.

### 5.7.2 Dictionary Learning for Bacterial Detection

In this spot detection problem, each dataset is split into training, testing phases. In the training phase, one dictionary is learned for each dataset from its corresponding videos; namely $D_1$ for Dataset I, and $D_2$ for Dataset II. Every set of frames in each video has a certain elastin and collagen pattern. Hence, one frame from each set is chosen as a representative. This yielded 12 frames from Dataset I and 17 frames from Dataset II (See Figures 5.3 and 5.4). Features are then extracted from each frame by dividing it into square overlapping patches of fixed size. In this work, we employed a $27 \times 27$ window size with 50% overlap. The patches that are annotated by the clinician as having bacteria are then excluded from the training dataset. Each of the remaining features is then vectorized into one column resulting in a training data matrix $Y \in \mathbb{R}^{729 \times 3553}$ for Dataset I and $Y \in \mathbb{R}^{729 \times 7087}$ Dataset II. The MOD dictionary learning method is then applied to train the dictionaries. Different atom numbers are tested including 100, 200 and 300 atoms. The K-SVD algorithm is also tested but provided similar results to the MOD, thus the results are not provided here. Figures 5.5 and 5.6 show the 100 dictionary atoms from each of Datasets I and II.

### 5.7.3 Algorithm evaluation

In the testing phase, after the dictionaries have been learned, Algorithm 11 is run for each of the remaining frames which are 111 for Dataset I and 41 for Dataset II, yielding the estimated outlier matrix $\hat{R}$. The final outlier image is then reconstructed using these overlapping patches by averaging their intensities. The outlier image is then normalized to $[0, 1]$ range and thresholded (by $\ell_d$), while pixels that exceed this threshold value are counted as a potential bacteria. Since each bacterium anticipates a set of pixels, each group of connected detections is grouped and counted as a single detection. Once these connected detections are identified, they are then replaced by a single detection at the mean of their locations, which gives the final number of detected bacteria in each frame.

Due to the absence of true negative (TN) counts in our problem, we consider precision-recall curves in order to assess the bacteria detection performance, in which the reference is the clinician’s annotations. Precision-recall curves are plots of precision versus recall at different cut-off thresholds (different $\ell_d$) for the resulting outlier amplitude image. The precision (also equivalent to positive predictive value) and the recall (also equivalent to sensitivity or true positive rate) can be calculated...
Figure 5.3 Selection of frames selected to train the dictionary for Dataset I. Note that the patches that have bacteria are excluded from the training process.
Figure 5.4 Selection of frames selected to train the dictionary for Dataset II. Note that the patches that have bacteria are excluded from the training process.
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Figure 5.5 Dictionary atoms learned from Dataset I.
Figure 5.6 Dictionary atoms learned from Dataset II.
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as follows

\[
\text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{FP}{FP + FN},
\]

where TP, FN, and FP refer to the number of true positives, false negatives, and false positives respectively. Given the pixel locations where a bacterium has been detected and annotated by the clinician, we defined a disk of radius \( r \) pixels around each clinician’s annotations [121], and we consider

- Any detection that exists within the disk to be a match (TP).
- Any detection outside any of the disks to be FP.
- Any clinician’s annotation that does not match with any of the algorithm detection to be FN.

The mean distance in pixels between fibre cores is approximately 4.1 pixels. A radius of \( r = 10 \) pixels is considered.

We test different parameters for evaluating the performance of the proposed algorithm. First, we fix the regularization parameter \( \alpha \) corresponding to the sparse representation matrix \( \Psi \) to \( \alpha = 1 \times 10^{-5} \), and test different outlier regularization parameter values (\( \beta \)). Second, we test different numbers of dictionary atoms (\( K \)) within the learned dictionary. Finally we vary the outlier amplitude image threshold (\( \ell_d \)) between 0 and 1, and construct the precision-recall curves accordingly. Statistical comparison of bacterial counts (count-annotation) and detections (dot-annotation) performed by the trained clinicians and the algorithm output is then considered after choosing the best combination of the parameters described above.

5.7.4 Results and Discussion

Dot-annotation effect

Figure 5.7 presents precision-recall curves for different outlier regularization parameters (\( \beta \)), different numbers of dictionary atoms (\( K \)) and different smartprobes (represented by video range) in Dataset I. It can be observed that a broad range of outlier regularization parameters provides very similar precision-recall curves. Figure 5.8, shows a plot of different smartprobes (represented by video ranges) versus different numbers of atoms and the maximum achieved area under curve (AUC) reported in Figure 5.7. The maximum achieved AUC is 0.754, 0.8 and 0.22 for videos 1:3, 4:5 and 6:7 respectively, and the average AUC of the whole dataset is 0.61. It can be noted that the bacteria detection performance is enhanced when increasing the number of dictionary atoms. Although a strong smartprobe which produces high fluorescence signals is used for videos 1:3, the
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Table 5.7.1: Precision-recall curves for different number of dictionary atoms and different values of outlier regularization parameter $\beta$ for Dataset I.

<table>
<thead>
<tr>
<th>Videos</th>
<th>Number of atoms</th>
<th>Max. AUC</th>
<th>$\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:3</td>
<td>100</td>
<td>0.66</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.714</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.754</td>
<td>5</td>
</tr>
<tr>
<td>4:5</td>
<td>100</td>
<td>0.76</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.786</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.80</td>
<td>1</td>
</tr>
<tr>
<td>6:7</td>
<td>100</td>
<td>0.23</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>0.21</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>300</td>
<td>0.22</td>
<td>7</td>
</tr>
</tbody>
</table>

Figure 5.7 Precision-recall curves for different number of dictionary atoms and different values of outlier regularization parameter $\beta$ for Dataset I.

Figure 5.9, on the other hand, presents the resulting precision-recall curves achieved per video (or concentration) in Dataset II when different outlier regularization parameter values ($\beta$) and different numbers of dictionary atoms are tested. There is a general trend that when the bacteria reported AUC is slightly lower than that for videos 3:4, for which a weaker smartprobe is used. This is because videos 4 and 5 have less elastin and collagen structures, and hence there is a low chance of getting false positive detections. Regarding the control cases (videos 6 and 7), it can be observed that the optimal regularization parameter $\beta$ is always higher than that of the bacteria stained videos (videos 1:3 and 4:5), which in turn promotes more outlier sparseness and hence fewer counts. Moreover, the AUCs of these videos are lower than those of videos 1:3 and 4:5, as they are not stained by fluorophores and hence makes the fluorescence of bacteria weaker and more difficult to discriminate, stressing on the need on SmartProbes for bacterial detection.
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Figure 5.8 Plot of maximum achieved AUC reported from Figure 5.7 for Dataset I. The maximum values are provided above each bar.

Concentration increases, the outlier regularization parameter $\beta$ value slightly decreases. Figure 5.10 shows a plot of the three concentrations (represented by video numbers) versus different numbers of atoms and the maximum achieved AUC in Figure 5.9. We can note that there is not much difference in the achieved maximum AUC for the two tested dictionary atom numbers.

Count-annotation effect

For Dataset I, the algorithm counts are compared with the clinician counts in each frame as shown in Fig. 5.11, at a cut-off threshold of 0.07 to the outlier amplitude images, which corresponds to precision of 50% and recall of 86.12%. We can observe an almost linear relationship between the clinician counts and algorithm counts. Moreover the empirical correlation between the manually and automatically detected anomalies is 0.823. Moreover, for videos 1, 2 and 3 in which a highly fluorescent SmartProbe is used, and videos 4 and 5 in which an in-house SmartProbe which produces weaker fluorescence signals is used, a similar trend is observed between the clinician and the algorithm. This also applies to the type of bacteria the samples are labelled with. Videos 6 and 7, which are controls, demonstrate minimal counts using both the clinician and the algorithm, which reflects the ability of the algorithm to differentiate bacterial loads from control.

Similarly, for Dataset II, we tested the clinician-algorithm counts for different cut-off thresholds $\ell_d$, ranging between $\ell_d = 0.05$ and $\ell_d = 0.08$, which corresponds to total sensitivity of 82.03%.
<table>
<thead>
<tr>
<th>Number of atoms</th>
<th>100</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><img src="image1.png" alt="Graph" /></td>
<td><img src="image2.png" alt="Graph" /></td>
</tr>
<tr>
<td>2</td>
<td><img src="image3.png" alt="Graph" /></td>
<td><img src="image4.png" alt="Graph" /></td>
</tr>
<tr>
<td>3</td>
<td><img src="image5.png" alt="Graph" /></td>
<td><img src="image6.png" alt="Graph" /></td>
</tr>
<tr>
<td>4</td>
<td><img src="image7.png" alt="Graph" /></td>
<td><img src="image8.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

**Figure 5.9** Precision-recall curves for different numbers of dictionary atoms and different values of outlier regularization parameter $\beta$ for Dataset II.
Figure 5.10 Plot of maximum achieved AUC reported from Figure 5.9 for Dataset II. The maximum values are provided above each bar.

Figure 5.11 Plot of clinician bacteria count versus algorithm bacteria count for dataset I. Dots correspond to frames, and colours correspond to videos.
66.58% and precision of 23.64% : 32.4%, and provided the results in Fig. 5.12. We can observe that the counts of both the algorithm and the clinician increase as the bacteria concentration increases, which reflects the agreement between the approach considered and the clinician’s annotations.

We can observe that the algorithm counts are higher than that of the clinician for the two processed datasets, as we expect the algorithm to be able to identify dots that are hard to be seen by the naked eye. Moreover, the clinician did not annotate ambiguous dots, meaning that a number of these were not chosen. This, along with false positives, is the main reason why the algorithm counts are higher than the clinician counts.

5.7.5 Comparison

In this subsection, we compare the proposed approach presented in this chapter with popular spot-detection methods from the literature, namely the Laplacian of Gaussian (LoG) and its approximation; the difference of Gaussians (DoG) filters [81, 97, 111], and the grey scale opening top-hat filter [33, 96]. These methods, although simple, have been considered in the literature of spot and blob detection in various applications. In this work, the LoG filter is implemented by employing a $5 \times 5$ kernel of standard deviation of 0.8 to each frame. Similarly, the DoG filter is implemented by considering the difference of two $5 \times 5$ Gaussian kernels of standard deviations of 0.5 and 0.8 respectively. On the other hand, the grey scale opening top-hat filter is employed by first smoothing the input image by a Gaussian kernel in order to reduce the noise, then by computing the morphological opening of the input image by employing a $3 \times 3$ flat disc, which achieves the best detection results and then subtracts the result from the original image. The same post processing steps described in the previous subsection are also employed in the resulting outlier amplitude images of these three existing methods, and the precision-recall curves are constructed accordingly. The comparison is conducted in terms of AUC of the resulting precision-recall curves, as well as in terms of computation time.
5.8 Conclusions

In this chapter, we have illustrated the performance of a patch-based sparse representation approach for bacterial detection in OEM images of distal lung tissue using targeted SmartProbes.

<table>
<thead>
<tr>
<th>Videos</th>
<th>Sparse coding-based approach</th>
<th>LoG</th>
<th>DoG</th>
<th>Grey scale opening top-hat filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset I</td>
<td>AUC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1:3</td>
<td>0.754</td>
<td>0.58</td>
<td>0.56</td>
<td>0.749</td>
</tr>
<tr>
<td>4:5</td>
<td>0.8</td>
<td>0.53</td>
<td>0.63</td>
<td>0.786</td>
</tr>
<tr>
<td>6:7</td>
<td>0.27</td>
<td>0.175</td>
<td>0.104</td>
<td>0.172</td>
</tr>
<tr>
<td>Average</td>
<td>0.61</td>
<td>0.43</td>
<td>0.43</td>
<td>0.569</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset II</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.32</td>
<td>0.142</td>
<td>0.14</td>
<td>0.257</td>
</tr>
<tr>
<td>2</td>
<td>0.43</td>
<td>0.18</td>
<td>0.268</td>
<td>0.322</td>
</tr>
<tr>
<td>3</td>
<td>0.30</td>
<td>0.09</td>
<td>0.116</td>
<td>0.184</td>
</tr>
<tr>
<td>4</td>
<td>0.26</td>
<td>0.136</td>
<td>0.115</td>
<td>0.226</td>
</tr>
<tr>
<td>Average</td>
<td>0.33</td>
<td>0.137</td>
<td>0.16</td>
<td>0.247</td>
</tr>
</tbody>
</table>

Table 5.3 Area under curve measures of the resulting precision-recall curves of the proposed approach and three existing methods.

<table>
<thead>
<tr>
<th>Computation time</th>
<th>Sparse coding-based approach</th>
<th>LoG</th>
<th>DoG</th>
<th>Grey scale opening top-hat filter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5 × 0.4 = 2</td>
<td>0.11</td>
<td>0.05</td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 5.4 Average computation time (in seconds) for the proposed method and three existing methods. In order to maintain a fair comparison between the four algorithms, the computational time of the sparse coding algorithm corresponds to the duration of five runs (used to select the best regularization parameter among the five values).

Table 5.3 compares the maximum achieved AUC of the proposed algorithm for Datasets I and II with those of the three methods described above. We can observe that the proposed algorithm provides the highest AUC for both Datasets I and II. Although the grey scale opening top-hat filter provides competitive results for videos 1:3 and 4:5 in Dataset I, it fails to identify the control cases as good as the proposed approach. The LoG and the DoG filters, on the other hand, showed similar performance.

On the other hand, Table 5.4 provides the average computation time of the four methods. As the LoG, DoG, and grey scale opening top-hat filters can provide results from just a single run, the proposed approach requires testing a number of regularization parameters to select the best performance in terms of bacteria detection. In a similar way to the way in which we computed the computation time for the deconvolution using the ADMM algorithm presented in Chapter 4, in this work, we consider computing the computation time of five runs of different outlier regularization parameter (β) values, when the sparse codes regularization parameter (α) is fixed. Although the proposed approach provides the highest computation time, it crucially brings the benefit of providing higher detection performance with respect to the other three methods.

5.8 Conclusions

In this chapter, we have illustrated the performance of a patch-based sparse representation approach for bacterial detection in OEM images of distal lung tissue using targeted SmartProbes.
We learned a dictionary for background image structure appearance (elastin, collagen, etc.) using a dictionary learning step, which was then used to predict any deviating outliers in testing frames. We formulated the bacteria detection problem with a sparse coding approach and provided a numerical solver in order to estimate the unknown model parameters. We have provided simulations on two ovine lung datasets instilled with bacteria, including a combination of fluorescent dyes, bacterial species and bacterial loads, which demonstrated that the estimated bacterial counts correlates with the bacterial counts performed by a clinician and good AUCs were achieved. The proposed algorithm was also compared with existing methods and showed superior performance in terms of bacteria detection. Although the advantages the proposed approach showed in terms of bacteria detection performance and reduced computation cost, it has some limitations. First, it requires the user to set regularization parameters that are difficult to tune when bacteria concentration varies in frames and/or videos. Second, it requires choosing appropriate cut-off threshold to the resulting outlier amplitude image in order to identify bacteria locations. The third limitation is related to the dictionary learning process. While annotating ground truth, it is highly likely that the annotator makes mistakes: (s)he can either falsely annotate a bacterium when it is noise, or simply miss-annotating a bacterium due to their overwhelming numbers in each frame. These types of error are common in any annotation process, but it might have a more severe impact on learning the dictionary since our target objects are ‘dots’ with similar structure. Therefore, wrongly annotated/un-annotated bacteria can provide biased dictionary atoms that cause errors in the estimation process. The next chapter overcomes these limitations and provides fully automatic unsupervised-based approach for the detection of fluorescently labelled bacteria using a hierarchical Bayesian model.
Chapter 6

Bayesian Bacterial Detection

This chapter has been adapted from the journal paper [Eldaly et al. (2018b)] (submitted).
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6.1 Introduction

As previously mentioned in Chapters 3 and 5, in the literature, the object detection problem has been mainly addressed by either supervised or unsupervised approaches. In supervised approaches [13, 87, 108, 164], the dataset is usually divided into training, testing and validation sets. In the training phase, a model is trained by pairing inputs with their expected outputs which are also known as the ground truth. This trained model is then used to estimate the output of the test dataset. The validation dataset is often used to estimate model hyperparameters. While these algorithms are usually simple and fast, the trained model and its detection performance usually depend on the ground truth considered when training the model/classifier. Since the bacteria annotation task is subjective, meaning that it might be different from one clinician/biologist to another, therefore, considering such methods for cases where the ground truth can be highly subjective can result in a biased trained model. Moreover, some of these models use convolutional neural networks [13], which is challenging here due to the lack of sufficient training images and difficulty of bacteria annotations. On the other hand, some studies have considered unsupervised approaches, by using linear or morphological filtering methods [33, 96, 170, 171], or hierarchical Bayesian models [9, 53, 124], to solve outlier detection problems. These methods assume appearance model for the objects of interest. In particular, hierarchical Bayesian models can deal with uncertainty in inference due to the limitation in amount of data or prior information. Moreover, other unknown parameters can be jointly estimated within the algorithm such as outlier concentration(s), noise variance(s) and other model hyperparameters.

In this chapter, in order to overcome the limitations of the bacteria detection model presented in Chapter 5, and motivated by the models considered in [9, 53, 124], we propose a Bayesian approach for bacterial detection in OEM images. The model considered assumes that the observed pixel fluorescence is a linear combination of the actual intensity value associated with tissues or background, corrupted by additive Gaussian noise and potentially by an additional sparse outlier term modelling anomalies (which are considered to be candidate bacteria). The bacteria detection problem is formulated in a Bayesian framework and prior distributions are assigned to the unknown model parameters. A Markov chain Monte Carlo algorithm based on a partially collapsed Gibbs sampler is then used to sample the posterior distribution of the unknown parameters.

Contributions

The main contributions of this work are fourfold and can be summarized as below:

1. We develop an algorithm that can help to automatically detect labelled bacteria in optical endomicroscopy images. To the best of our knowledge, it is the first time this problem is addressed in a statistical framework by using a hierarchical Bayesian model. The proposed
model does not rely on a particular spatial organisation of the fibre bundle used in imaging the samples, hence it can be applied to various fibre bundle designs.

2. We propose a fully automatic algorithm in the sense that it allows the automated estimation of the model hyperparameters. Thus, it does not require the user to tune crucial parameters.

3. We provide simulations using synthetic and real datasets. For synthetic data, we model same system output and test different scenarios of outlier percentages, means and variances, and noise levels. For real datasets, we investigate different combinations of SmartProbes and bacterial concentrations including control cases for which no bacteria are present. Different SmartProbes that cause weak and stronger fluorescence are tested. We also show that the algorithm can differentiate controls from bacterial loads of different concentrations.

4. We compare the real data results of the proposed model with bacteria annotations performed by a trained clinician, and the sparse coding approach proposed in Chapter 5 in addition to the three existing methods presented in the same chapter, using both dot-annotation and count-annotation methods.

The remaining sections of the chapter are organized as follows. Section 6.2 formulates the problem of bacteria detection in OEM images, followed by Section 6.3 which summarizes the likelihood and the prior distributions assigned to the unknown parameters of the model. The resulting joint posterior distribution and the partially collapsed Gibbs sampler used to sample that distribution are discussed in Section 6.4. Simulations conducted on synthetic dataset that models same system output are provided in Section 6.5. Results and discussions on two real datasets of ex vivo ovine lungs instilled with bacteria are presented in Section 6.6. Conclusions and future work are finally reported in Section 6.7.

### 6.2 Formulation to the Bacteria Detection Problem Using a Bayesian Approach

As previously presented in Chapter 4, since only fibre cores hold information about the object being imaged, each image can be sparsely represented with only $N_1$ measurements, associated with $N_1$ fibres, where each fibre core is represented by a single intensity value. The size of OEM images in our case is $274 \times 384$ pixels and each of these images consists of $N_1 = 12105$ fibre cores. This corresponds to approximately 8.69% of the original image pixels. The interpolated images contain the same amount of acquired information as the sets of core intensities, and these images are mostly used for visualization purposes. However, processing only central core intensities, whose coordinates are known from factory pre-calibration, reduces the data volume to be processed and is expected to result in faster algorithms than when considering the whole interpolated images.
We consider a set of $N_1$ observed sub-sampled intensities $y = [y_1, \ldots, y_{N_1}]^T$. In a similar manner to [9, 53, 136], each of these samples is assumed to result from a linear combination of an actual intensity value and additive Gaussian noise, potentially corrupted by additive outliers. The observation model can thus be expressed as

$$y = x + r + w,$$  \hspace{1cm} (6.1)

with $x = [x_1, \ldots, x_{N_1}]^T$, $r = [r_1, \ldots, r_{N_1}]^T$ and $w = [w_1, \ldots, w_{N_1}]^T$, where $x_n$ is the actual intensity value of the $n$th sample, $r_n$ represents a potential outlier (bacteria) and $w_n$ represents the additive noise, which is assumed to be independently and identically distributed over the $N_1$ fibre cores. The noise is assumed to be Gaussian distributed with covariance matrix $\sigma^2 I_{N_1}$, denoted as $w \sim N(w; 0_{N_1}, \sigma^2 I_{N_1})$, where $\sim$ reads “is distributed according to”. This model can be seen as the same as the supervised-based model presented in Chapter 5 but with representing the learned background structures term, namely $X = D\Psi$ with smooth intensities $x$.

The problem investigated in this work is to estimate the outlier vector $r$ in Eq. (6.1), but the intensity values $x$ and the noise variance $\sigma^2$ are also unknown. Thus we estimate jointly $r, x$ and $\sigma^2$ from the observation vector $y$. To solve this problem, we propose a hierarchical Bayesian model and a sampling method to estimate the unknown parameters.

6.3 Hierarchical Bayesian Model

This section introduces the hierarchical Bayesian model proposed to estimate the unknown parameter $x$, $r$ and $\sigma^2$. This model is based on the likelihood function of the observations and on prior distributions assigned to the unknown parameters.

6.3.1 Likelihood

Eq. (6.1) implies that $y|(x, r, \sigma^2) \sim N(y; x + r, \sigma^2 I_{N_1})$. Consequently, the likelihood function of $y$ can be expressed as

$$f(y|x, r, \sigma^2) = \left( \frac{1}{2\pi\sigma^2} \right)^{N_1/2} \exp \left( -\frac{||y - x - r||^2}{2\sigma^2} \right).$$  \hspace{1cm} (6.2)

6.3.2 Parameter Prior Distributions

6.3.2.1 Intensity field $x$

For many applications, the intensity values of the scene to be recovered are likely to be spatially correlated. A classical and convenient way to model spatially correlated intensities is to consider Markov random fields (MRF) to build a prior model for $x$ [59, 122, 157]. MRFs assume that the
distribution of a given intensity \( x_n \), conditioned on the other intensity values of the image, reduces to its distribution conditioned on the values of its spatial neighbours, i.e., \( f(x_n|x_{\setminus n}) = f(x_n|x_{V_n}) \), where \( V_n \) is the set of indices of the neighbours of \( x_n \), \( x_{\setminus n} \) denotes the vector \( \mathbf{x} \) whose element \( x_n \) has been removed, and \( x_{V_n} \) is the subset of \( \mathbf{x} \) composed of the elements whose indexes belong to \( V_n \). In this work, a Delaunay triangulation scheme is used on the \( N_1 \) samples to define the neighbourhood structure. Given the structure of the fibre bundle considered, each fibre core has between five and eleven neighbouring cores with mean distance between neighbours of 4.1 pixels. We specify \( f(x_n|x_{V_n}) \) as

\[
f(x_n|x_{V_n}, \gamma^2_x) \propto \exp \left( -\frac{1}{\gamma^2_x} \sum_{n' \in V_n} \frac{(x_n - x_{n'})^2}{d_{n,n'}} \right),
\]

and where \( \propto \) reads “is proportional to”, \( d_{n,n'} \) denotes the Euclidean distance between the spatial locations \( n \) and \( n' \), and the hyperparameter \( \gamma^2_x \) controls the global spatial correlation between intensities. Eq. (6.3) promotes smooth intensity variations between neighbours while ensuring that the prior dependence between neighbours decreases as \( d_{n,n'} \) increases. The resulting joint prior \( f(x|\gamma^2_x) \) can be expressed as [157]

\[
f(x|\gamma^2_x) \propto (\gamma^2_x)^{(N_1-1)/2} \exp \left( -\frac{\mathbf{x}^T \Delta \mathbf{x}}{2\gamma^2_x} \right),
\]

where

\[
[\Delta]_{i,j} = \begin{cases} 
\sum_{j \in V_i} 1/d_{i,j} & \text{if } i = j, \\
0 & \text{if } j \notin V_i, \\
-1/d_{i,j} & \text{else}.
\end{cases}
\]

Note that each core has more that 5 neighbouring cores, and thus \( \sum_{j \in V_i} 1/d_{i,j} > 0, \forall i \in 1, \ldots, N_1 \).

### 6.3.2.2 Noise variance \( \sigma^2 \)

A Jeffreys’ prior distribution [86], presented in Chapter 3, is chosen for the noise variance \( \sigma^2 \), i.e.,

\[
f(\sigma^2) \propto \sigma^{-2} \mathbf{1}_{\mathbb{R}^+}(\sigma^2),
\]

where \( \mathbf{1}_{\mathbb{R}^+}(\cdot) \) denotes the indicator function defined on \( \mathbb{R}^+ \), which reflects the lack of knowledge about this parameter. This non-informative prior distribution can be easily replaced by conjugate inverse-Gamma prior distribution to include knowledge available about the noise level.

### 6.3.2.3 Outliers \( r \)

The concentration of bacteria in \textit{in vivo} human lungs is expected to be such that only a small fraction of the fibres will be associated with bacteria detections. Hence the outliers are assumed
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to be sparse, i.e., for most of the spatial locations, the outliers are expected to be exactly equal to zero. To model the outlier sparsity, we factorise the outlier vector as

$$\mathbf{r} = \mathbf{z} \odot \mathbf{t}, \quad (6.7)$$

where $\mathbf{z} = [z_1, \ldots, z_{N_1}]^T \in \{0, 1\}^{N_1}$ is a binary label vector, $\mathbf{t} \in \mathbb{R}^{N_1}$ is the corresponding outlier amplitude vector, and $\odot$ denotes the Hadamard (term-wise) product. This decomposition allows one to decouple the location of the sparse components from their values. Precisely, $z_n = 1$ if a bacterium is present in the $n$th observed location with value equal to $r_n = t_n$, and $r_n = 0$ if there is no bacterium ($z_n = 0$). A conjugate Gaussian prior model is used for $\mathbf{t}$, i.e.,

$$f(\mathbf{t}|s_t^2) = \prod_{n=1}^{N_1} \mathcal{N}(t_n; \mu_t, s_t^2), \quad (6.8)$$

where $\mu_t$ and $s_t^2$ control the prior mean and variance of the outliers, respectively. In this work, we don’t assume a particular spatial structure for bacteria positions. However, they have a priori the same probability of being present in any region of the scene. To model this prior belief, we assign each label $z_n$ the following Bernoulli prior distribution

$$f(z_n|\omega_z) = \omega_z \delta(1-z_n) + (1-\omega_z)\delta(z_n), \quad z_n \in \{0, 1\}, \quad (6.9)$$

where $\delta(\cdot)$ denotes the Dirac delta function. Moreover, it is assumed that the probability of bacteria presence $\omega_z$ is also unknown and we include this parameter within the inference process.

### 6.3.2.4 Hyperparameters

To reflect the lack of prior knowledge about the outlier variance in Eq. (6.8) and regularisation parameter $\gamma_x^2$ in Eq.(6.4), the following weakly informative inverse-gamma prior distributions are assigned to $s_t^2$ and $\gamma_x^2$

$$\begin{cases} 
    s_t^2 \sim \mathcal{IG}(\eta, \nu), \\
    \gamma_x^2 \sim \mathcal{IG}(\eta, \nu),
\end{cases} \quad (6.10)$$

where $(\eta, \nu)$ are fixed to $(\eta, \nu) = (10^{-3}, 10^{-3})$. Note that we did not observe significance change in the results when changing these hyperparameters. Similarly, we assign $\mu$ the following conjugate truncated Gaussian prior distribution

$$\mu_t|\bar{\mu}, \xi^2 \sim \mathcal{N}_{\mathbb{R}^+} (\mu_t; \bar{\mu}, \xi^2), \quad (6.11)$$

where $(\bar{\mu}, \xi^2)$ are fixed and user-defined parameters (which depend on the dynamics of the image to be recovered). Truncated Gaussian prior distribution on the positive set is considered as we
expect outlier mean to be positive. In this work, we fixed \((\bar{\mu}, \xi^2) = (0, 10^6)\). Finally, we assign the bacteria presence percentage \(\omega_z\) a conjugate beta prior distribution

\[
\omega_z \sim \text{Beta}(\omega_z; \alpha, \beta),
\]

where \((\alpha, \beta)\) is fixed to \((0, 1, 1)\) as we expect the proportion of bacteria to be relatively small (the prior mean of \(\omega_z\) is \(\alpha/ (\alpha + \beta)\)).

### 6.3.3 Joint Posterior Distribution

Assuming the parameters \(x, z, t\) and \(\sigma^2\) are a priori mutually independent, the joint posterior distribution of the parameter vector \(\Omega = \{x, z, t, \sigma^2\}\) and hyperparameters \(\phi = \{\mu_t, s_t^2, \gamma_x^2, \omega_z\}\) can be expressed as

\[
f(\Omega, \phi|y) \propto f(y|\Omega)f(\Omega|\phi)f(\phi),
\]

where

\[
\begin{align*}
  f(\Omega|\phi) &= f(x|\gamma_x^2)f(z|\omega_z)f(t|\mu_t, s_t^2)f(\sigma^2), \\
  f(\phi) &= f(\gamma_x^2)f(\mu_t)f(s_t^2)f(\omega_z).
\end{align*}
\]

and \(f(z|\omega_z) = \prod_n f(z_n|\omega_z)\).

Fig. 6.1 depicts the directed acyclic graph (DAG) summarising the structure proposed Bayesian model.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6_1.png}
\caption{Graphical model for the proposed hierarchical Bayesian model (fixed quantities appear in boxes).}
\end{figure}

The next paragraph presents a sampling strategy to estimate the unknown parameter vector \(\Omega\) and the hyperparameters \(\phi\).
6.4 Bayesian Inference

To overcome the challenging derivation of Bayesian estimators associated with \( f(\Omega, \phi|y) \), we propose to use an efficient Markov Chain Monte Carlo (MCMC) method to generate samples asymptotically distributed according to Eq. (6.13). In practice, strong correlations appear between \( x \) and \( t \), and between \( z \) and \( t \). Moreover, as \( z \) is very sparse, sampling \( f(t, \mu_t, s^2_t|y, \Omega_t, \phi_{(\mu_s, s^2_s)}) \), where \( \mathcal{H}_{\omega} \) denotes the parameter vector \( \mathcal{H} \) whose \( \omega \) parameter is omitted, using a traditional Gibbs sampler results in very slow convergence. Hence, we propose a partially collapsed Gibbs sampler (PCGS) which yields better mixing and convergence properties of the generated Markov chain. A Gibbs sampler can be transformed into a partially collapsed Gibbs sampler by considering the following three basic tools. The first tool, marginalization, entails moving a group of unknowns from being conditioned upon to being sampled in one or more steps of a Gibbs sampler; the marginalized group can differ among the steps. Second, we may need to permute the steps of the sampler to use the third tool, trimming sampled components from the various steps that can be removed from the sampler without altering its Markov transition kernel. The PCGS used here samples groups of variables (e.g., \( (x, t) \)) from their joint posterior distribution, in a similar fashion to block Gibbs samplers, which yields better mixing and convergence properties than sampling the variables (e.g., \( x \) and \( t \)) sequentially from their conditional distributions. Sampling the joint distribution is achieved by first marginalising some variables which are then sampled from their full conditional distribution [113, 188]. Precisely, we propose to sample sequentially the elements of \( \Omega \) and \( \phi \) using moves that are summarised in Algorithm 12.

**Algorithm 12** Partially Collapsed Gibbs Sampling Algorithm For Bacteria Detection - Version I

1. **Fixed input parameters**: Number of burn-in iterations \( N_{bi} \), total number of iterations \( N_{MC} \)

2. **Initialization** \( (k = 0) \)
   - Set \( x^{(0)}, z^{(0)}, t^{(0)}, \sigma^2(0), \gamma_x^{(0)}, \omega_x^{(0)}, \mu_t^{(0)} \)

3. **Repeat** \( (1 \leq k \leq N_{MC} ) \)
   - (a) Sample \( s^2_t \) \( (k) \) \( | (y, \Omega^{(k-1)}_t, \phi^{(k-1)}_t) \)
   - (b) Sample \( \mu_t \) \( (k) \) \( | (y, \Omega^{(k-1)}_t, \gamma_x^{(k-1)}, s^2_t^{(k)}, \omega_x^{(k-1)}) \)
   - (c) Sample \( \gamma_x \) \( (k) \) \( | (y, \Omega^{(k-1)}_t, \mu_t^{(k)}, s^2_t^{(k)}, \omega_x^{(k-1)}) \)
   - (d) Sample \( \omega_x \) \( (k) \) \( | (y, \Omega^{(k-1)}_t, \mu_t^{(k)}, \gamma_x^{(k-1)}, s^2_t^{(k)}) \)
   - (e) Sample \( (x^{(k)}, t^{(k)}) \) \( | (y, z^{(k-1)}, \sigma^2(k-1), \phi^{(k)}) \)
   - (f) Sample \( (z^{(k)}, t^{(k)}) \) \( | (y, x^{(k)}, \sigma^2(k-1), \phi^{(k)}) \)
   - (g) Sample \( \sigma^2 \) \( (k) \) \( | (y, x^{(k)}, t^{(k)}, z^{(k)}, \phi^{(k)}) \)

4. Set \( k = k + 1 \).

In Algorithm 12, \( t_0 \) denotes the elements of \( t \) whose corresponding labels in \( z \) are null. Simi-
larly, \( t_1 \) denotes the elements of \( t \) whose labels are equal to 1. We now detail each sampling step of Algorithm 12 as follow:

**Sampling \((s^2_i, t_0)|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2\):** As mentioned earlier, due to the sparsity of the outlier label vector \( z \), we propose to sample simultaneously \((s^2_i, t_0)|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2\), which improves the mixing and convergence properties of the Markov chains, rather than considering a Gibbs sampler to sample from \( s^2_i|y, \Omega, \phi_{\Delta t}^2 \) and \( t_0|y, \Omega_{\Delta t_0}, \phi \). This is done by using

\[
f \left( s^2_i, t_0|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2 \right) = f \left( s^2_i|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2 \right) f \left( t_0|y, \Omega_{\Delta t_0}, \phi \right),
\]

where

\[
f \left( s^2_i|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2 \right) = \int f \left( s^2_i|y, \Omega, \phi_{\Delta t}^2 \right) dt_0.
\]

In other words, sampling from \((s^2_i, t_0)|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2\) can be achieved by sampling sequentially \( s^2_i \) from \( f \left( s^2_i|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2 \right) \), then \( t_0 \) from \( f \left( t_0|y, \Omega_{\Delta t_0}, \phi \right) \). It is easy to show that sampling from \( f \left( s^2_i|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2 \right) \) can be achieved by sampling from the following inverse-gamma distribution

\[
s^2_i|y, \Omega_{\Delta t_0}, \phi_{\Delta t}^2 \sim IG \left( \eta + \frac{N_1'}{2}, \nu + \frac{\sum_{n \in I_1} (t_n - \mu_t)^2}{2} \right),
\]

where \( N_1' = \text{card}(t_1) \) and \( I_1 = \{ n | z_n = 1 \} \).

On the other hand, when \( z_n = 0 \), \( t_n \) does not appear in Eq.(6.1). Thus sampling \( t_0|y, \Omega_{\Delta t_0}, \phi \) reduces to sampling its elements independently from their Gaussian prior distribution defined in Eq.(6.8).

**Sampling \((\mu_t, t_0)|y, \Omega_{\Delta t_0}, \phi_{\Delta t}\):** Similar to the outlier variance, we consider a PCGS to sample simultaneously \((\mu_t, t_0)|y, \Omega_{\Delta t_0}, \phi_{\Delta t}\). This is done by using

\[
f \left( \mu_t, t_0|y, \Omega_{\Delta t_0}, \phi_{\Delta t} \right) = f \left( \mu_t|y, \Omega_{\Delta t_0}, \phi_{\Delta t} \right) f \left( t_0|y, \Omega_{\Delta t_0}, \phi \right),
\]

where

\[
f \left( \mu_t|y, \Omega_{\Delta t_0}, \phi_{\Delta t} \right) = \int f \left( \mu_t|y, \Omega, \phi_{\Delta t} \right) dt_0.
\]

It is easy to show that sampling \( \mu_t|y, \Omega_{\Delta t_0}, \phi_{\Delta t} \) reduces to sampling from the following truncated Gaussian distribution

\[
\mu_t|y, \Omega_{\Delta t_0}, \phi_{\Delta t} \sim N_{\mathbb{R}^+}(\mu_t; M, S),
\]
where
\[
\mathcal{M} = \frac{\mu^2}{\xi^2 N_1^* + s_t^2}, \quad S = \frac{s_t^2 \xi^2}{\xi^2 N_1^* + s_t^2}.
\]

Sampling from Eq. (6.21) can be achieved efficiently by using the method proposed in [123] while sampling \( t_0| (y, \Omega, \phi) \) reduces to sampling from Gaussian distributions, as discussed above.

**Sampling \( \gamma_z^2| (y, \Omega, \phi, \gamma_z^2) \):** By cancelling out the terms that do not depend on \( \gamma_z^2 \) from the posterior distribution in Eq. (6.13), its conditional distribution reduces to the following inverse-gamma distribution
\[
\gamma_z^2| (y, \Omega, \phi, \gamma_z^2) \sim IG \left( \eta + \frac{N_1 - 1}{2}, \nu + \frac{\Delta^T \Delta \gamma_z^2}{2} \right),
\]
which is easy to sample from.

**Sampling \( \omega_z| (y, \Omega, \phi, \omega_z) \):** Due to the conjugacy of the hierarchical prior model \( f(z|\omega_z) f(\omega_z) \), the full conditional distribution of \( \omega_z \) reduces to the following beta distribution
\[
\omega_z| (y, \Omega, \phi, \omega_z) \sim \text{Be} \left( \alpha + \sum_{n=1}^{N_1} z_n, \beta + N_1 - \sum_{n=1}^{N_1} z_n \right).
\]

**Sampling \( (x, t)| (y, \Omega_{(x,t)}, \phi) \):** As mentioned earlier, we propose to sample simultaneously \( (x, t)| (y, \Omega_{(x,t)}, \phi) \), rather than considering a Gibbs sampler to sample from \( x| (y, \Omega_{(x)}, \phi) \) and \( t| (y, \Omega_{(t)}, \phi) \). This is done by using
\[
f(x, t| y, \Omega_{(x,t)}, \phi) = f(x| y, \Omega_{(x,t)}, \phi) f(t| y, \Omega_{(t)}, \phi),
\]
where
\[
f(x| y, \Omega_{(x,t)}, \phi) = \int f(x| y, \Omega_{(x)}, \phi) dt.
\]
It is easy to show that \( f(x| y, \Omega_{(x,t)}) \) is the following multivariate Gaussian distribution
\[
x| (y, \Omega_{(x,t)}, \phi) \sim N(x; \mu, \Sigma),
\]
where
\[
\begin{align*}
\mu &= \Sigma (s_t^2 Z + \sigma^2 I)^{-1}(y - \mu_t Z), \\
\Sigma &= ((s_t^2 Z + \sigma^2 I)^{-1} + \gamma^{-2} \Delta)^{-1},
\end{align*}
\]
and \( Z \) is a diagonal matrix of outlier labels. The full conditional distribution of \( t \), i.e., \( f(t| y, \Omega_{(t)}, \phi) \)
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reduces to the following multivariate Gaussian distribution

\[ t | (y, \Omega_t, \phi) \sim \mathcal{N}(t; \mu, \Sigma), \quad (6.29) \]

where

\[
\begin{align*}
\mu &= \left( \frac{(y-x)^T \otimes z}{\sigma^2} + \frac{\mu_t}{\sigma^2} \right) \Sigma, \\
\Sigma &= (s^{-2}I_N + \sigma^{-2}Z)^{-1}.
\end{align*}
\quad (6.30)
\]

Note that \( \Sigma \) is a diagonal covariance matrix, which is easy to construct.

**Sampling \((z, t) | (y, \Omega_{(z, t)}, \phi)\):** Updating simultaneously \((z, t)\) is achieved using

\[
f(z, t | y, \Omega_{(z, t)}, \phi) = f(z | y, \Omega_{(z, t)}, \phi) f(t | y, \Omega_{(t)}, \phi).
\quad (6.31)
\]

It can be seen from Eq.(6.13) that

\[
f(z_n = m | y, \Omega_{(z_n', t_n')}, \phi) \propto \bar{\omega}_{z_n}^{(m)} \forall (n),
\quad (6.32)
\]

where \( m \in \{0, 1\} \) and

\[
\log(\bar{\omega}_{z_n}^{(m)}) = -\frac{1}{2} \log(2\pi(\sigma^2 + ms_t^2)) - \frac{(y_n - x_n - m\mu_t)^2}{2(\sigma^2 + ms_t^2)} + \log(p(m|\omega_{z})).
\]

Consequently, the label \( z_n \) can be drawn from its conditional distribution (where \( t_n \) has been marginalised) by drawing randomly from \( \{0, 1\} \) with probabilities given by

\[
f(z_n = m | y, \Omega_{(z_n', t_n')}, \phi) = \frac{\bar{\omega}_{z_n}^{(m)}}{\bar{\omega}_{z_n}^{(0)} + \bar{\omega}_{z_n}^{(1)}}.
\quad (6.33)
\]

Moreover, the elements of \( z \) can be updated in a parallel manner using the fact that \( f(z | y, \Omega_{(z, t)}, \phi) = \prod_n f(z_n | y, \Omega_{(t)}, \phi) \). Sampling from \( f(t | y, \Omega_{(t)}, \phi) \) can then be achieved using Eq. (6.29).

**Sampling \(\sigma^2 | (y, \Omega_{(\sigma^2)}, \phi)\):** In a similar fashion to the regularisation parameter \( \gamma^2_k \), the noise variance \( \sigma^2 \) can be sampled from the following inverse-gamma distribution

\[
\sigma^2 | (y, \Omega_{(\sigma^2)}, \phi) \sim \mathcal{IG} \left( \frac{N_1}{2}, \frac{\|y - x - r\|_2^2}{2} \right),
\quad (6.34)
\]

which is easy to sample from.

Algorithm 13 is a detailed version of Algorithm 12 following the sampling steps explained above. Although Algorithm 13 seems more complex (more sequential steps) than Algorithm 12, several steps can be omitted since some generated variables are not actually used. For instance,
Algorithm 13 Partially Collapsed Gibbs Sampling Algorithm to Bacteria Detection for OEM - Version II

1: Fixed input parameters: Number of burn-in iterations $N_{\text{bi}}$, total number of iterations $N_{\text{MC}}$

2: Initialization $(k = 0)$
   - Set $x^{(0)}, z^{(0)}, t^{(0)}, \sigma^{2(0)}, \gamma_{x}^{(0)}, \omega_{z}^{(0)}, \mu^{(0)}$

3: Repeat $(1 \leq k \leq N_{\text{MC}})$
   
   (a1) Sample $s_{t}^{2(k)} \big| \left( y, \Omega_{t_{0}}^{(k-1)}, \phi^{(k-1)} \right)$ from Eq. (6.18).
   
   (a2) Sample $t_{0}^{(k)} \big| \left( y, \Omega_{t_{0}}^{(k-1)}, s_{t}^{2(k)}, \mu^{(k-1)}, \gamma_{x}^{2(k-1)}, \omega_{z}^{(k-1)} \right)$ from Eq. (6.8).
   
   (b1) Sample $\mu^{(k)} \big| \left( y, \Omega_{t_{0}}^{(k-1)}, \gamma_{x}^{2(k-1)}, s_{t}^{2(k)}, \omega_{z}^{(k-1)} \right)$ from Eq. (6.21).
   
   (b2) Sample $t_{0}^{(k)} \big| \left( y, \Omega_{t_{0}}^{(k-1)}, \mu^{(k)}, \gamma_{x}^{2(k-1)}, s_{t}^{2(k)}, \omega_{z}^{(k-1)} \right)$ from Eq. (6.8).
   
   (c) Sample $\gamma_{x}^{2(k)} \big| \left( y, \Omega^{(k-1)}, \mu^{(k)}, s_{t}^{2(k)}, \omega_{z}^{(k-1)} \right)$ from Eq. (6.23).
   
   (d) Sample $\omega_{z}^{(k)} \big| \left( y, \Omega^{(k-1)}, \mu^{(k)}, s_{t}^{2(k)}, \gamma_{x}^{2(k)} \right)$ from Eq. (6.24).
   
   (e1) Sample $x^{(k)} \big| \left( y, z^{(k-1)}, \sigma^{2(k-1)}, \phi^{(k)} \right)$ from Eq. (6.27).
   
   (e2) Sample $t^{(k)} \big| \left( y, x^{(k)}, z^{(k-1)}, \sigma^{2(k-1)}, \phi^{(k)} \right)$ from Eq. (6.29).
   
   (f1) Sample $z^{(k)} \big| \left( y, x^{(k)}, \sigma^{2(k-1)}, \phi^{(k)} \right)$ from Eq. (6.33).
   
   (f2) Sample $t^{(k)} \big| \left( y, x^{(k)}, z^{(k)}, \sigma^{2(k-1)}, \phi^{(k)} \right)$ from Eq. (6.29).
   
   (g) Sample $\sigma^{2(k)} \big| \left( y, x^{(k)}, t^{(k)}, z^{(k)}, \phi^{(k)} \right)$ from Eq. (6.34).

4: Set $k = k + 1$. 
the variables generated in steps (a2) and (b2) are not used during the following steps and the steps (a2) and (b2) can thus be omitted. Similarly, sampling \( t((y, \Omega, \phi) \in (e2) \) is omitted as this step is not required when sampling \( z((y, \Omega, (z, t), \phi) \) in (f1). These simplifications result in the final algorithm shown in Algorithm 14.

The algorithm is stopped after \( N_{MC} \) iterations, including \( N_{bi} \) burn-in iterations which correspond to the transient period of the sampler (determined visually from preliminary runs). The first \( N_{bi} \) samples are discarded and the remaining samples are used to approximate the following estimators. The label vector \( z \) is estimated using marginal maximum a posteriori (MAP) estimation. This estimator is then used to compute the minimum mean square error (MMSE) of \( r \) conditioned on \( z = \hat{z}_{MAP} \), i.e., \( \hat{r} = (\hat{r}_{MMSE} \odot \hat{z}_{MAP}) \odot \hat{z}_{MAP} \). Finally, the remaining parameters are estimated using the empirical averages of the generated samples (MMSE estimates), for instance, the MMSE of the actual intensity vector \( x \), denoted as \( \bar{x} \), is given by

\[
\bar{x} = \frac{1}{N_{MC} - N_{bi}} \sum_{t=N_{bi}+1}^{N_{MC}} x(t). \tag{6.35}
\]

### Algorithm 14
Partially Collapsed Gibbs Sampling Algorithm to Bacteria Detection for OEM - Final Version

1. **Fixed input parameters**: Number of burn-in iterations \( N_{bi} \), total number of iterations \( N_{MC} \)
2. **Initialization** \( (k = 0) \)
   - Set \( x(0), z(0), t(0), \sigma^2(0), \gamma^2(0), \omega^2(0), \mu_t(0) \)
3. **Repeat** \( (1 \leq k \leq N_{MC}) \)
   - (a1) Sample \( s_t^2(k) \mid \{y, \Omega^{(k-1)}_{t_0}, \phi^{(k-1)}_t\} \) from Eq. (6.18).
   - (b1) Sample \( \mu_t^{(k)} \mid \{y, \Omega^{(k-1)}_{t_0}, \gamma_x^{(k-1)}, s_t^{(k)}, \omega_x^{(k-1)}\} \) from Eq. (6.21).
   - (c) Sample \( \gamma_x^{(k)} \mid \{y, \Omega^{(k-1)}_{t_0}, t_0, \mu_t^{(k)}, s_t^{(k)}, \omega_x^{(k-1)}\} \) from Eq. (6.23).
   - (d) Sample \( \omega_x^{(k)} \mid \{y, \Omega^{(k-1)}_{t_0}, t_0, \mu_t^{(k)}, s_t^{(k)}, \gamma_x^{(k)}\} \) from Eq. (6.24).
   - (e1) Sample \( x^{(k)} \mid \{y, z^{(k-1)}, \sigma_t^{(k-1)}, \phi_t^{(k)}\} \) from Eq. (6.27).
   - (f1) Sample \( z^{(k)} \mid \{y, x^{(k)}, \sigma_t^{(k-1)}, \phi_t^{(k)}\} \) from Eq. (6.33).
   - (f2) Sample \( t^{(k)} \mid \{y, x^{(k)}, z^{(k)}, \sigma_t^{(k-1)}, \phi_t^{(k)}\} \) from Eq. (6.29).
   - (g) Sample \( \sigma_t^{(k)} \mid \{y, x^{(k)}, t^{(k)}, z^{(k)}, \phi_t^{(k)}\} \) from Eq. (6.34).
4. **Set** \( k = k + 1. \)
6.5 Synthetic Data Experiments

6.5.1 Data creation

In order to assess the proposed approach for denoising and detecting fluorescently labelled bacteria, the standard 'Lena' test image (256 × 256 pixels) is used. A subsampled version of this image is obtained by considering the sampling pattern of an actual OEM system, as mentioned in Chapter 4, which yields 928 randomly subsampled pixels (1.4% of the original image).

Fig. 6.2 shows the original Lena image, natural neighbour interpolation \[166, \text{Chap. 2}\] of the 928 randomly subsampled pixels, and an example of system output after applying the model in equation Eq.(6.1). In this case, noise variance \((\sigma^2 = 10)\) and 5% of outliers with mean \((\mu_t = 255)\), and variance \((s_t^2 = 100)\) are used.

6.5.2 Evaluation criterion

For synthetic data, since the ground truth is available, we evaluate the algorithm not only on outlier detection, but also on denoising of fibre core intensities. The performance discriminator adopted to measure the quality of the denoised fiber cores is the root mean square error (RMSE), which is computed using intensities at the core locations using

\[
\text{RMSE}(\mathbf{x}, \mathbf{\hat{x}}) = \sqrt{\frac{\sum_{n=1}^{N_1} (x(n) - \mathbf{\hat{x}}(n))^2}{N_1}},
\]

where \(x\) and \(\mathbf{\hat{x}}\) are the subsampled reference Lena image and its denoised version respectively. The results are compared with median filtering in which a window size of 15 × 15 is used.

On the other hand, in order to assess the outlier detection performance, considering the fibre
cores that are neither annotated by the clinician nor detected by the proposed algorithm as true negatives would result in a heavily unbalanced two classes problem, hence, empirical precision-recall measures is considered, which are computed in the same way presented in Chapter 5.

6.5.3 Performance analysis

In order to assess the performance of the proposed method, weak and strong outliers and noise are tested and the RMSE is evaluated accordingly. We evaluated the algorithm by selecting $\sigma^2 \in \{0, 1, 10\}$, $\mu_t \in \{0, 255, 500\}$, $s_t^2 \in \{10, 100, 10000\}$ and outlier percentage of 1%, 5% and 10%. We show the results for $\sigma^2 = 10$, and outlier percentages of 5%. Results for outlier percentages of 1% and 10% are not shown here since the trends in behaviour are the same as 5%.

We consider two cases, either denoising without outlier removal (e.g., setting $z = 0$ in Eq. (6.1)) and with outlier removal. Fig. 6.3 shows plots of RMSEs before and after denoising versus different outlier means and variances for denoising without (left) and with (right) outlier removal. In case of denoising without outlier removal, we can observe that there is no enhancement since RMSE before and after denoising are approximately equal. On the other hand, if outlier removal is implemented, RMSE after denoising is much lower than that before. However, if outlier mean and variance are similar to those of the added Gaussian noise, then the RMSE is higher, as the algorithm can not distinguish between the outliers and the noise in this case.

Median filtering can be used to mitigate, but not explicitly detect outliers, and hence is used for comparison purposes in terms of denoising. Fig. 6.4 shows a plot of RMSE versus different outlier means and variances for both the proposed approach and median filtering. We can observe that the proposed algorithm outperforms the median filter in terms of RMSE after denoising.

The precision-recall measures of the tested scenarios are represented by the empirical precision-recall graph shown in Fig. 6.5. We can observe the detection accuracy for all of the tests except for the cases where outlier mean and/or variance is near to noise variance, in which the outliers are of low amplitude, and hence could not be detected. This should not be a problem as in real world scenarios, including the one investigated in this work, outlier mean and variance are positive.

Figure 6.3 A plot of RMSE before and after denoising for $\sigma^2 = 10$ and 5% outliers, (a) without and (b) with outlier removal implementation.
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Figure 6.4 A comparison between median filtering and the proposed method.

Figure 6.5 Precision-recall plot for tested outlier means and variances for $\sigma^2 = 10$, and outlier proportion of 5%.

and much higher than that of the noise.

Fig. 6.6(a) and Fig. 6.6(b) show the results of denoising of the image in Fig. 6.2(c) using both median filtering and the proposed approach respectively. We can observe that the proposed algorithm gives better result since the structure of the Lena image is more identified and less blurred. Fig. 6.6(c) shows the result of outlier detection. We can observe that all of the outliers are detected, however there are a few false negative detections which correspond to sharp intensity changes.
6.6 Simulations Using Real Datasets

6.6.1 Datasets and algorithm evaluation

Datasets

The proposed algorithm is tested on the same two datasets described in Chapter 5. However, in order to adapt the datasets to current problem formulation, the locations of the clinician annotations are rounded to the closest core location. The fibre core locations are provided by the imaging system with sub-pixel accuracy, so the fibre core centre coordinates were also rounded to the nearest pixel.

Algorithm evaluation

The algorithm was run for each of the annotated frames, namely the 133 frames in Dataset I, and the 58 frames in Dataset II, yielding sets of detected bacteria, i.e. potential labelled bacteria. Each bacterium is anticipated to be visible in a single core at a time. Hence, each group of connected detections is grouped and counted as a single detection. Once these connected detections are identified, they are replaced by a single detection at the mean of locations of these connected detections. This, along with the solo detections which do not have detections at their neighbouring cores gives the total number of detected bacteria in each frame.

Similar to the sparse coding approach presented in the previous chapter, we compare different criteria for evaluating the performance of the MCMC algorithm. Firstly, a statistical comparison of bacterial counts performed by the trained clinician and the algorithm output is considered (count-annotation). Secondly, in order to assess the bacteria detection performance, empirical precision-recall measures are considered. Note that this algorithm provides directly the locations of detected

Figure 6.6 (a) Median filtering denoising, (b) MCMC denoising, and (c) result of outlier detection using MCMC, red circles represent true outlier locations whereas green pluses represent detections using the proposed approach.
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Figure 6.7 Plot of clinician bacteria count versus algorithm bacteria count for dataset I. Dots correspond to frames, and colours correspond to videos.

outliers which are defined by the label vector $z$. Hence, in the contrary to the sparse coding algorithm presented in Chapter 5 where the outlier amplitude image needed to be thresholded (by different $\ell_d$) and a precision-recall curve was plotted accordingly, only single precision-recall value is available for each frame, in this approach.

Figure 6.7 provides a scatter plot of the number of labelled anomalies (potential bacteria) identified manually and automatically in each frame of each video in Dataset I. A range of bacteria and fluorophore dyes are considered, on subjects with fixed bacterial concentration as well as controls (including fluorophore but no bacteria). Similarly, for Dataset II, Figure 6.8 depict a plot of the total bacteria counts performed by the clinician versus that by the algorithm for different bacterial concentrations. Table 6.1 provides precision-recall measures for both Datasets I and II.

6.6.2 Discussion

Count-annotation effect

For Dataset I, similar to the unsupervised-based bacteria detection algorithm presented in the previous chapter, the algorithm counts are compared with the clinician counts in each frame as shown in Fig. 6.7. We can observe an almost linear relationship between the clinician counts and algorithm counts. Indeed the empirical correlation between the manually and automatically detected anomalies is 0.912.

Moreover, for videos 1, 2 and 3 in which a highly fluorescent SmartProbe is used, and videos 4 and 5 in which an in-house SmartProbe which produces weaker fluorescence signal is used, a similar trend is observed between the clinician and the algorithm. This also applies on the type of bacteria the samples are labelled with. Videos 6 and 7 which are controls, demonstrate minimal counts using both the clinician and the algorithm, which reflects the ability of the algorithm to
differentiate bacterial loads from control. For Dataset II, in Fig. 6.8, we can observe that both of
the clinician and the algorithm counts increase with the bacteria concentration which reflects the
agreement between the approach considered and the clinician’s annotations.

In the two datasets, we can observe that the algorithm counts are higher than that of the
clinician, as we expect the algorithm to be able to identify dots that are hard to be seen by the
naked eye. Moreover, the clinician did not annotate ambiguous dots that a number of cases were
not chosen. This, along with false positives are the main reasons why the algorithm counts are
higher than the clinician counts.

Dot-annotation effect

In terms of the detection accuracy, Table. 6.1 provides precision-recall measures for different
SmartProbe combinations in Dataset I and different bacterial concentration in Dataset II. We can
observe the detection accuracy of the proposed approach due to the high values of the average
recall measures, with reasonable average precision measures for the two processed datasets. This
shows the benefit of having fully automatic and adaptive algorithm that lets the data speaks about
itself, which led to infer the bacteria concentration in each individual frame. Similar to the
sparse coding approach presented in the previous chapter, the algorithm provides slightly better
precision-recall measures for videos 4:5 in which weaker SmartProbe was used to stain the samples
compared to videos 1:3 in which a higher fluorescent SmartProbe is used. This in fact is due to the
high amount of elastin structures present in videos 1:3 compared to videos 4:5, which increased the
chance of having higher false positive detections. Though, the algorithm provides high detection
performance which reflects its ability to detect bacteria in both cases.

For completeness, Fig. 6.9 shows examples of detections in two frames from Dataset I. Fig. 6.9
(a) and (b) show the original frames, (c) and (d) show the clinician’s annotations along with all the
algorithms detections superimposed, and finally (g) and (h) show the final algorithm detections
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<table>
<thead>
<tr>
<th>Videos</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:3</td>
<td>35.36%</td>
<td>95.52%</td>
</tr>
<tr>
<td>4:5</td>
<td>44.97%</td>
<td>99.00%</td>
</tr>
<tr>
<td>6:7</td>
<td>23.14%</td>
<td>89.60%</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>37.94%</strong></td>
<td><strong>96.63%</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dataset II</th>
<th>Videos</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.50%</td>
<td>86.86%</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>18.82%</td>
<td>98.35%</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>17.27%</td>
<td>91.14%</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>21.63%</td>
<td>82.61%</td>
<td></td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td><strong>18.3%</strong></td>
<td><strong>89.74%</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1 Quantitative detection measures for datasets I and II.

after considering the post processing steps described in Section 6.6.1. We can observe the accuracy of the algorithm as almost all of the cores annotated by the clinician are covered by the algorithm’s detections.

6.6.3 Comparison

In this subsection, we compare the results of the proposed approach presented in this chapter with the results of the sparse coding approach and the three existing spot/blob-detection methods presented in the previous chapter (Chapter 5). The comparison is conducted in terms of precision-recall measures and computation time.

Due to the absence of AUC measures for the Bayesian approach presented in this chapter, we consider comparing the four methods by finding the precision measures corresponding to the recall measures of the Bayesian approach. The comparison is presented in Table 6.2. It is clear that the performance of the Bayesian approach outperforms the rest of the methods for both Datasets I and II. Moreover, it is far superior in providing the highest precisions for the samples stained with weak SmartProbes (videos 4:5) and the control samples (videos 6:7). On the other hand, the sparse coding approach provides the second best results for Dataset II and close results with the grey scale top-hat filter for Dataset I. However, for this case, there might be a different precision-recall combination at which the sparse coding approach outperforms the grey scale top-hat filter.

On the other hand, Table 6.3 provides the average computation time of the five methods. As the Bayesian approach presented in this chapter can provide results from just a single run, the rest of the methods require thresholding the outlier amplitude image, which is hard to represent here. The computation time of the sparse coding approach corresponds to the duration of five runs of different outlier regularization parameter ($\beta$) values, when the sparse codes regularization parameter ($\alpha$) is fixed. Although that the Bayesian proposed approach provides the highest computation time, it crucially brings the benefit of providing higher detection performance with respect to the other four methods, and being fully automatic, as there is no need to either set any regularization parameters or threshold the resulting outlier amplitude image in order to identify outlier locations.
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Figure 6.9 Examples of detection in two frames of Dataset I (left: video 2, right: video 5). (a) and (b) original frames, (c) and (d) all algorithm’s detections along with clinician’s annotations, (e) and (f) final detections after applying the post processing steps described in Section 4.7.
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Table 6.2 Corresponding precision measures of the patch-based approach, the LoG, the DoG and the grey scale opening top-hat filter to the Recall measures of the Bayesian spot detection algorithm. The acronyms Dn/E, N/A and Avg. refer to Doesn’t exist, not applicable and average respectively.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Videos</th>
<th>Videos</th>
<th>Sparse coding approach (Chapter 5)</th>
<th>LoG</th>
<th>DoG</th>
<th>Grey scale opening top-hat filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>1:3</td>
<td>35.36%</td>
<td>52.00%</td>
<td>38.01%</td>
<td><strong>54.04%</strong></td>
<td>52.03%</td>
</tr>
<tr>
<td></td>
<td>4:5</td>
<td><strong>44.97%</strong></td>
<td>19.50%</td>
<td>Dn/E</td>
<td>Dn/E</td>
<td>20.01%</td>
</tr>
<tr>
<td></td>
<td>6:7</td>
<td><strong>23.14%</strong></td>
<td>02.74%</td>
<td>0.68%</td>
<td>01.10%</td>
<td>03.31%</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td><strong>37.94%</strong></td>
<td>24.75%</td>
<td>N/A</td>
<td>N/A</td>
<td>25.14%</td>
</tr>
<tr>
<td>II</td>
<td>1</td>
<td><strong>15.50%</strong></td>
<td>08.01%</td>
<td>03.50%</td>
<td>04.32%</td>
<td>07.53%</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>18.82%</td>
<td><strong>23.00%</strong></td>
<td>Dn/E</td>
<td>Dn/E</td>
<td>12.04%</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>17.27%</td>
<td><strong>18.01%</strong></td>
<td>Dn/E</td>
<td>Dn/E</td>
<td>09.53%</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td><strong>21.63%</strong></td>
<td>19.83%</td>
<td>Dn/E</td>
<td>09.01%</td>
<td>11.5%</td>
</tr>
<tr>
<td></td>
<td>Avg.</td>
<td><strong>18.3%</strong></td>
<td>17.21%</td>
<td>N/A</td>
<td>N/A</td>
<td>10.15%</td>
</tr>
</tbody>
</table>

Table 6.3 Computation time (in seconds) for the two proposed methods and three existing spot-detection methods. In order to maintain a fair comparison between the five algorithms, the computation time of the sparse coding approach corresponds to the duration of five runs (used to select the best regularization parameter among the five values). Moreover, all of these methods apart from the Bayesian model requires manual thresholding of the outlier amplitude image in order to identify bacteria locations, but this can not be easily converted into precise computation time.

<table>
<thead>
<tr>
<th></th>
<th>Hierarchical Bayesian model</th>
<th>Sparse coding approach</th>
<th>LoG</th>
<th>DoG</th>
<th>Grey scale opening top-hat filter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computation time</td>
<td>5.5</td>
<td>5 × 0.4 = 2</td>
<td>0.11</td>
<td>0.05</td>
<td>0.22</td>
</tr>
</tbody>
</table>

LoG

DoG

Grey scale opening top-hat filter

Table 6.2 Corresponding precision measures of the patch-based approach, the LoG, the DoG and the grey scale opening top-hat filter to the Recall measures of the Bayesian spot detection algorithm. The acronyms Dn/E, N/A and Avg. refer to Doesn’t exist, not applicable and average respectively.

Table 6.3 Computation time (in seconds) for the two proposed methods and three existing spot-detection methods. In order to maintain a fair comparison between the five algorithms, the computation time of the sparse coding approach corresponds to the duration of five runs (used to select the best regularization parameter among the five values). Moreover, all of these methods apart from the Bayesian model requires manual thresholding of the outlier amplitude image in order to identify bacteria locations, but this can not be easily converted into precise computation time.
6.7 Conclusions

In this chapter, we have illustrated the performance of an unsupervised-based approach for bacterial detection in OEM images of distal lung tissue. The approach considered a hierarchical Bayesian model in which prior distributions were chosen for the unknown model parameters and their corresponding hyperparameters. An MCMC method based on partially collapsed Gibbs sampler was proposed to sample from the resulting posterior distribution in order to estimate the unknown model parameters. We have provided simulations on synthetic and real datasets. For synthetic data, we showed the ability of the proposed approach in denoising of fibre core intensities as well as in outlier detection using different scenarios of outlier percentages, means and variances, and noise levels. For real datasets, simulations conducted on two ovine lung datasets, including a combination of fluorescent dyes, bacterial species and bacterial loads, demonstrated that the estimated bacterial count correlates with the bacterial counts performed by a clinician and a good precision-recall values were achieved. The considered algorithm is fully automatic in the sense that it does not require the user to set any sensitive/crucial parameters as all model parameters are estimated within the MCMC algorithm. Comparisons with the unsupervised approach presented in Chapter 5 and three existing methods showed superior performance of the Bayesian approach presented in this chapter. Although the proposed algorithm in this chapter is simulation-based for which a sophisticated MCMC-based method has been considered, it provided competitive computation time to optimization-based methods, with the benefit of being fully automatic. Future work includes bacterial tracking by taking advantage of the temporal information in the datasets. Multiple concurrent imaging wavelengths can also be tested to extend to detection in multispectral datasets by using spectral unmixing algorithms.
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This chapter begins with Section 7.1, which presents a broad summary of and conclusions regarding our work presented in this dissertation. Despite the advances introduced by our work, there remain some limitations and topics that could be addressed in future work. These are explored in Section 7.2.

7.1 Conclusions

We have seen in this thesis that the fibred optical endomicroscopy system has the ability to image biological tissues in vivo and in situ, and thus is a potential tool for clinicians and biologists to conduct optical biopsies in a short time. It can therefore reduce the diagnosis time of patients in intensive care units. Our goal throughout the manuscript has been to show that advanced image processing algorithms could help to overcome some hardware limitations of the fibred OEM imaging device being developed by the EPSRC-Proteus multidisciplinary project, as well as those of other similar existing devices. This research work focused on three main limitations of this
imaging technology, and provided potential solutions to each of them. First, the field of view honeycomb effect which produces pixelation artefacts; second, the fibre core cross coupling problem, and finally, the detection of fluorescently labelled bacteria which exist in a non-homogeneous background, making them difficult to detect. However, from the methodological point of view, my research work has provided a novel parametric prior blur model for the fibre core cross coupling problem; developed models for the deconvolution and restoration of irregularly subsampled images, and proposed two supervised and unsupervised-based methods for the detection of spots in non-homogeneous backgrounds. This thesis began with an overview of fibred OEM and how images are formed, then a literature review on similar problems was introduced, highlighting a lack of robust methodologies for solving these problems, and finally we introduced our main contributions in the three subsequent chapters.

The fibre core cross coupling/talk problem is a well known limitation in coherent fibre bundles. In this problem, illuminating a single fibre core will result in cross coupling at its neighbouring cores, which results in degradation of the resulting imaged structures. Moreover, the irregular packing of the fibre cores in the fibre bundle which produces cladding in between them results in pixelation artefacts, causing severe loss of information from the imaged scene. The resulting irregularly subsampled images makes it difficult to interpret the imaged scene. In Chapter 4, we provided a parametric prior blur model for this problem, in which a generalized Gaussian distribution was considered [Eldaly et al. 2018a, Eldaly et al. 2018c]. The parameters of this distribution depend on the coupling amount [Perperidis et al. 2017]. Following this, we formulated the fibre core cross coupling/talk problem through a deconvolution and restoration task for the first time in the literature. Then, we showed that the Gaussian noise model is good enough to fit this data as, from experimental analysis, it has been found that the mean of the noise is constant with respect to its variance. A complete image model was first provided. However, due to its complexity in terms of the inference step, we provided an approximation to it by representing each fibre core with a single intensity value. Due to the overlap of fibre cores, we used the maximum intensity of each fibre core due to the adequate symmetry of the distribution of the intensities of the pixels representing each core. The observation vector in this case is a concatenation of all of these intensities. The approximated image model assumed that the observations resulted from a convolutional operator representing fibre core cross coupling, acting on original fibre core intensity values, which we aim to estimate, and corrupted by observation noise, which was assumed to be zero mean i.i.d. Gaussian. Due to the ill-posed nature of the problem, some sort of regularization was required. Hence, we considered a hierarchical Bayesian model to incorporate it. In this model, suitable prior distributions were assigned to the unknown model parameters and their corresponding hyperparameters. Due to the difficulty in computing the MAP or the MMSE directly from the resulting joint posterior distribution, we introduced a sampling-based method in which we used MCMC, which was implemented using a Gibbs sampler, to infer the unknown model
parameters. Although this model is fully automatic in the sense that it can estimate all of the model parameters and hyperparameters, including regularization parameters which are difficult to tune in real world situations, it is very computationally demanding. Hence, we considered an approximation of the resulting joint posterior distribution using the variational Bayes methodology. This method not only provided a very fast estimation procedure compared to MCMC, but also provided estimations of all of the model parameters and hyperparameters. These two inference strategies were then compared with another optimization-based method, in which ADMM was considered. The rationale behind this choice was due to its wide use in the literature to solve inverse imaging problems. The three estimation algorithms showed similar performance in terms of RMSE calculation between original and estimated intensities. Several runs of the ADMM algorithm with different regularization parameters were considered to select the deconvolved samples corresponding to the lowest RMSE. Although a single run of the ADMM algorithm is faster than that of MCMC and VB, the VB algorithm was considered to be the fastest as it could provide the estimations in only a single run, with still being fully automatic. The resulting deconvolved samples were then interpolated using Gaussian processes regression in order to recover a full image. GP provided more advantage compared with other interpolation methods in that it could provide confidence intervals for the missing interpolated pixels, and hence was useful for uncertainty quantification. The three algorithms were then tested on real fibred optical endomicroscopic datasets in which they showed promising results.

In Chapters 5 and 6 we presented two unsupervised approaches for the detection of fluorescently labelled bacteria immersed in non-homogeneous backgrounds such as elastin and collagen which challenge their detection. In Chapter 5, a patch-based approach was employed in which each image is split into overlapping parches of fixed size [Eldaly et al. 2018d]. Each patch was then considered to result from a linear combination of background structures, corrupted by additive Gaussian noise and probably by an additional outlier term modelling anomalies (which are considered to be candidate bacteria). However, background image structures were represented by a set of atoms grouped in a dictionary learned from a separate set of frames from which patches containing bacteria were excluded. The bacteria detection task was then formulated by an optimization-based problem and the ADMM algorithm was used to estimate the unknown model parameters. This approach provided interesting results and outperformed existing methods in the literature in terms of bacteria detection performance. However, it required the user to set the regularization parameters, which was difficult due to the change of bacteria concentration in the different tested frames/datasets. Subsequently, the estimated outlier image needed to be thresholded in order to determine the final bacteria locations, which required one more parameter to tune. Moreover, due to the subjectiveness of bacteria annotation, this could result in a biased learned dictionary. Hence, Chapter 6 provided a more adaptive algorithm to deal with these limitations [Eldaly et al. 2018b]. This approach falls under the hierarchical Bayesian models.
category. Each image was represented by a vector of fibre core intensities, each of which was then considered to result from a linear combination of the actual intensity value corresponding to background structures, corrupted by additive Gaussian noise and possibly by an additional outlier term modelling anomalies. This spot detection problem was formulated in a Bayesian framework in which suitable prior distributions were assigned to the unknown model parameters and their corresponding hyperparameters. A Markov chain Monte Carlo algorithm based on a partially collapsed Gibbs sampler was then used to sample the posterior distribution of the unknown parameters. This model is fully automatic in the sense that the user did not need to set any sensitive parameters, hence it is beneficial for datasets of different outlier concentrations. The two algorithms were tested on two real datasets, for which different combinations of SmartProbes and bacterial concentrations including control cases were considered. They were also compared with existing methods in the literature, with both showing superior performance. Regarding computational complexity, although a sampling-based method was considered for the unsupervised-based approach, which is usually very computationally expensive, it could compete with the optimization-based method considered in Chapter 5, as we could provide relatively fast implementation by taking advantage of the Markov random field property.

7.2 Suggestions for Further Work

In this manuscript, I have proposed Bayesian algorithms for restoration and bacteria detection in fibred optical endomicroscopy images. The flexibility of the proposed Bayesian frameworks allowed the model’s complexity to be handled, and prior information about the model parameters to be easily included within the inference procedure. In this section, we provide future directions for those who would like to continue this work.

7.2.1 Improved computational complexity

The limitation of the proposed work in this thesis lies in the computational complexity of the developed algorithms, which limit their application to real-time processing. This indeed depends on different factors from which is the way the algorithms are implemented. For instance, conjugate gradient and diagonal approximation can be considered for efficient matrices inversion in Chapter 4 and 5. Moreover, other algorithms tailored to solving quadratic programs on the positive orthant (i.e. L-BFGS-B [112]) can be considered for the work in Chapter 4. On the other hand, low-rank sparse decompositions [35] can be used to address the bacteria detection problem solved in Chapters 5 and 6. Moreover, machine/deep learning methods can also be one of the solutions to address this limitation. However, the machine might need to be retrained for different acquisition scenarios.
7.2 Suggestions for Further Work

7.2.2 On-line image restoration/bacteria detection

One potential way in which the deconvolution and restoration work presented in Chapter 4 could be continued would be through a consideration of temporal information in the deconvolution process. The variational Bayes approach is likely to be a good choice for this on-line deconvolution approach as it not only provides faster estimates compared to the rest of the tested algorithms, but can also estimate the model hyperparameters.

The bacteria detection work presented in Chapters 5 and 6 could be extended by taking into account the temporal information related to background image structures between successive frames. This could improve the detection performance and reduce the false detection of background image structures as bacteria.

7.2.3 Joint deconvolution and bacteria detection

In this thesis, we provided bacteria detection models for data acquired by fibred OEM systems without taking into account the cross coupling effect. Hence, in future work, one could provide models for joint deconvolution and bacteria detection, for which deconvolution would compensate for fibre core cross coupling. A potential model would be to represent each fibre core through a single intensity value as in Chapters 4 and 6, leading to an observation vector \( y \in \mathbb{R}^{N_1} \), where \( N_1 \) is the number of fibre cores present in the image. The observation vector in this can be represented by a convolutional operator \( H \in \mathbb{R}^{N_1 \times N_1} \), representing fibre core cross coupling, acting on a sum of an actual intensity value \( x \in \mathbb{R}^{N_1} \), representing background image structures like elastin and collagen, and a sparse outlier term modelling bacteria \( r \in \mathbb{R}^{N_1} \), and finally corrupted by another term modelling observation noise \( w \in \mathbb{R}^{N_1} \). The model then can be written as

\[
y = H(x + r) + w. \tag{7.1}
\]

In a similar fashion to the unsupervised bacteria detection work presented in Chapter 6, a hierarchical Bayesian model can still be considered in which suitable prior distributions can be assigned to the unknown model parameters and hyperparameters, and statistical inference can be performed afterwards using either simulation or optimization-based methods.

Another potential formulation would be to consider a supervised-based approach as in Chapter 5. Each image can be split into patches, which can be collected in an observation matrix \( Y \in \mathbb{R}^{P \times L} \). The model would then read

\[
Y = H(D\Psi + R) + W, \tag{7.2}
\]

where \( H \in \mathbb{R}^{P \times P} \) is the fibre core cross coupling deconvolution operator, \( D \in \mathbb{R}^{P \times K} \) is the learned dictionary, \( \Psi \in \mathbb{R}^{K \times L} \) is the sparse coefficient matrix, \( R \in \mathbb{R}^{P \times L} \) has few non-zero elements that
equal the deviation of each outlier from the sparse representations model, and \( W \in \mathbb{R}^{P \times K} \) is a low-energy noise component.

However, this would require learning the dictionary \( D \) from deconvolved and outlier free images, for which any of the algorithms presented in Chapter 4 can be considered.

### 7.2.4 Joint spectral unmixing and anomaly detection in multispectral datasets

The imaging device being developed within the EPSRC-Proteus project is currently being extended for multispectral excitation and collection, which can in turn provide multispectral images of the same scene. Spectral unmixing refers to any process that separates the pixel spectra from a multispectral/hyperspectral image into a collection of constituent spectra, or spectral signatures, called endmembers, and a set of fractional abundances, one set per pixel. The endmembers are generally assumed to represent the pure materials present in the image, and the set of abundances at each pixel to represent the percentage of each endmember that is present in the pixel. This would be useful to identify the materials constituting the tissues. Moreover, this can also be extended to joint material identification and outlier detection. A potential observation model would be

\[
y = Ba + r + w, \tag{7.3}
\]

where \( y_n = [y_{1,n}, \ldots, y_{L,n}] \), where \( n \in \{1, \ldots, N\} \), where \( N \) is the total number of observed pixels/spectra in the image (or \( N_1 \) if each fibre core is represented by a single intensity value), and \( L \) is the number of spectral bands. Each of these spectra is assumed to result from a linear combination of \( B \) endmembers, weighted by their proportions \( a \), corrupted by possible additive outliers \( r \) and Gaussian noise \( w \).

### 7.2.5 Other inference strategies

The Bayesian model considered in Chapter 6 for the detection of fluorescently labelled bacteria can take advantage of the sparsity of the outlier vector and consider a reversible jump Markov chain Monte Carlo method \( [79] \) to infer the unknown parameters. This algorithm is an extension to standard MCMC methodology that allows simulation of the posterior distribution on spaces of varying dimensions. The change in dimensionality comes from the fact that the observation model for the detection of outliers can be written as

\[
y_n = \begin{cases} 
y_n = x_n + t_n + w_n & \text{when } z_n = 1, \\
y_n = x_n + w_n & \text{when } z_n = 0. 
\end{cases} \tag{7.4}
\]

The reversible jump MCMC algorithm “jumps” between these two models, which are of different dimensionality, until convergence.
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