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The tiny scale and time duration coupled with unfriendly environment for instrumentation represented by droplet and thin film make experimental monitoring challenging, and consequently the need for computational model for capturing the droplet and thin films processes. Traditional computational models such as the Finite Element Method (FEM) is not able to capture large deformations effectively, as well as accurate interface tracking and material histories remains challenging. The Smoothed Particle Hydrodynamics (SPH) which is a simple, effective and relatively new numerical model, can reliably capture and model the complex dynamic behaviour of surface tension dominated free-surface flows. The major advantage of SPH over the Eulerian approach is that the fluid, represented by particles, is naturally suitable for complex geometries and problems arising from free-surface flows. The present work advance the work of applying SPH to droplets with different surface tension models and with one of these models been applied for the first time in SPH. The solver was developed from scratch with C++ programming language for single phase problems to increase the computational performance. The developed SPH solver is described and verified against existing theoretical and experimental results. A detailed investigation of droplet simulation and contact angle hysteresis is analysed and described in order to demonstrate the strength of the developed SPH solver. Part of the results was submitted to International Journal for Numerical Methods in Fluids and received positive feedback.
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Chapter 1

Introduction

Surface tension plays an important role in multiphase and free-surface flows at small length scales starting from a few millimeters where surface tension forces are dominant compared with other internal viscous effects, resulting in bigger impact on the properties and shape of the flow. This phenomena is observed in many naturally occurring systems such as the vaporization flow in the xylem tissues in plants and in the wetting of water drops on leaf surfaces, while in technological and industrial applications can be found in processes such as in inkjet printing, surface coating, microfluidic devices and 3D printing. The above have augmented vast research interest and various numerical models and methods have been proposed to describe and accurately predict the formation and evolution of flow of surface tension effects to flows profiles.

The modelling of surface tension dominated flows requires the accurate prediction of fluid-fluid and solid-fluid interactions. Multicomponent flows in multiphase are experience in many applications, with their mathematical continuum-scale modelling been difficult by the strong non-linearity of the Navier-Stokes describing the flow [147]. Take for instance, the interaction between the fluid-solid molecules present additional challenges due to the inability for the standard (no slip) boundary conditions in addition with the Navier-Stoke equation not able to describe the molecular interaction during the fluid dynamics. Therefore, in dealing with solid-fluid interaction the analysis need to be simplify, but should not lose the important physics in the original
problem. To do this, the Lagrangian particle based method, known as Smoothed Particle Hydrodynamics (SPH), will be one sure way of achieving this. This SPH method is represented by a set of particles (Lagrangian particle method), which keeps individual material properties and also behaves according to the governing conservation equations. SPH was first developed to simulate astrophysical problems and up to date it has been widely studied and extended to dynamic fluid flows. The meshless nature of this approach makes it ideal for solving flow phenomena with complex geometries and moving interfaces.

1.1 Aims and objective

Our present study aim to refine the potential for modelling fluid droplet with the well known Lagrangian based method of SPH to eliminate the difficulties posed by the traditional grid based lubrication approximation technique. Despite that this area of simulating contact angle in SPH is relatively new, there are quite a few approaches which has been adapted, but not generally accepted. The major objectives of our study are given below:

• An efficient SPH solver should be developed from scratch in C++ programming language.

• The solver needs to be validated and benchmarked against existing numerical and analytical results before implementation.

• The developed SPH solver need to handle the modelling of the surface tension for single-phase in two-dimensions.

• Include correct prediction of curvature computation for single-phase in two-dimensions.

• For the first time the use of disjoining pressure approach to control the contact angle in SPH.
For the first time the use of Contact Line Force (CLF) approach for single-phase in SPH.
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Literature review

2.1 Surface Tension Literature review

The surface tension phenomenon was introduced in the beginning of the 19th century by Pierre Simon de Laplace and Thomas Young. Fluid molecules inside the fluid are in absolute equilibrium due to the attractive forces among the all neighbor molecules. The attractive forces are not balanced for the molecules at the surface of the fluid due to absence of the same type molecules at the other side of the interface and this produces surface tension (see Figure 2.1). This is the main factor that liquids tune their shapes in order to minimize surface area, for instance, water forms spherical droplet in the absence of external forces (see Figure 2.2).

Figure 2.1: Assymetric surface tension effect at the interface of a fluid droplet
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The surface of liquid, where the surface tension phenomenon exists, is a physical interface or a thin boundary layer between liquid and gas (for example air) with thickness of, approximately, a few molecular diameters [55]. Surface tension, $\sigma$, can be described as a force per unit length with SI unit of N/m. Consider a rectangular metal frame as shown in Figure 2.3. Movable part is free to move in either directions, as shown in Figure 2.3. The metal frame is dipped in water, which forms a water film over the frame. The water film drags the movable bar, trying to decrease the surface area, because of the surface tension. The surface tension force acting on the movable
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The bar is written as:

\[ F = 2\sigma L \]  \hspace{1cm} (2.1)

where the factor 2 explains the existence of two surfaces as shown in Figure 2.4.

![Figure 2.4: Water film with two surfaces.](image)

More complex water/soap films can be achieved using different complex frames such as a hanging chain, a cubic shape and a spiral as shown in Figure 2.5. Phenomena that helps insects to walk on water is also surface tension force as illustrated in Figure 2.6a. These insects are walking on the surface of the water without getting wet, because their weight is balanced with the surface tension force directed upward as shown in Figure 2.6b.

![Figure 2.5: Soap films: a) hanging chain; b) cubic shape; c) spiral](image)

Logically, following the idea of surface tension, \( \sigma \), as a shrinking interface, it must create a difference in pressure, \( \Delta p \), between the liquid droplet and the surrounding environment. Figure 2.7 shows the force due to pressure difference, \( \pi r^2 \Delta p \), and the force due to surface tension, \( 2\pi r \sigma \), along a circumference of circle of a spherical droplet.
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The equilibrium condition becomes:

\[ 2\pi r \sigma = \pi r^2 \Delta p \]  

(2.2)

or

\[ \Delta p = \frac{2 \sigma}{r} \]  

(2.3)

This equation is a particular case of the widely known equation of Young and Laplace

\[ \Delta p = \sigma \left( \frac{1}{r_1} + \frac{1}{r_2} \right) \]  

(2.4)

where \( r_1 \) and \( r_2 \) are the principle radii of curvature of the surface.

![Figure 2.6: a) The surface tension force acting on the one foot of an insect. b) A water strider walking on the surface of the water without sinking with the help of the surface tension force directed upward.](image)

In another word, the above equation means that the smaller the drop, accordingly, the higher internal pressure. This can be confirmed with two bubbles. By joining two different sized bubbles as shown in Figure 2.8, we can see that the smaller bubble becomes empty by discharging itself into the bigger bubble. This phenomenon can be seen in an emulsion of oil in water where smaller drops vanishes in bigger drops due to this higher pressure becoming thermodynamically unbalanced.
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Figure 2.7: The surface tension force along a circumference of circle of a spherical droplet is \(2\pi r \sigma\). This force is balanced with the force resulting due to the pressure difference \(\pi r^2 \Delta p\), since the droplet at equilibrium state.

The surface tension of liquids depends on temperature of liquid since the surface tension arises from intermolecular attractive forces which in its case depends on the temperature. Figure 2.9 shows that the surface tension of water against air decreases with increasing temperature [153]. Details and relations for the surface tension, \(\sigma\), dependence of temperature can be found in the literatures [3, 26].

The surface tension of medical liquids is essential for medical applications such as the surface tension of human blood (between \(55.5 \cdot 10^{-3}\) N/m and \(61.2 \cdot 10^{-3}\) N/m) and saliva (\(53 \cdot 10^{-3}\) N/m) [5, 63]. Also it is an important property in refining and melting in liquid metal processing procedures such as sintering, casting and brazing because these processes are directly related with mechanical and thermodynamic properties of liquid metals [3, 26, 153]. Table 2.1 shows the surface tension values for some molten metals at their melting temperature [76].

Figure 2.8: Large bubble absorbs small bubble because of the low pressure compared to the pressure of the small bubble.
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Figure 2.9: The temperature dependence of the surface tension of water against air [55].

<table>
<thead>
<tr>
<th>Metal</th>
<th>$\sigma$ (N/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caesium</td>
<td>$70 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Platinum</td>
<td>$195 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Gold</td>
<td>$197 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Mercury</td>
<td>$498 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Aluminium</td>
<td>$914 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Silver</td>
<td>$966 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Titanium</td>
<td>$1650 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Iron</td>
<td>$1872 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>Tunsten</td>
<td>$2500 \cdot 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 2.1: Surface tension values for some molten metals at their melting temperature

2.1.1 Liquid-Liquid and Liquid-Solid Interfaces. Wetting

In previous chapter, surfaces between liquid and surrounding gas have been explained. Interfaces between liquid and liquid or between a solid and a liquid are also very
essential phenomenon. For example, let’s consider an oil lens on water as shown schematically in Figure 2.10

![Figure 2.10: Oil lens on water surface](image)

The surface tensions per unit length along the contact line of the three-phase are denoted as $\sigma_{12}$, $\sigma_{13}$ and $\sigma_{23}$ with angles $\theta_1$, $\theta_2$ and $\theta_3$ between them. Equilibrium among these surface tension forces can be achieved if only the following condition is true

$$\frac{\sin \theta_1}{\sigma_{12}} = \frac{\sin \theta_2}{\sigma_{23}} = \frac{\sin \theta_3}{\sigma_{13}}$$  (2.5)

This equation is coming from the application of the law of sines to the triangle created by the surface tension forces at the contact line.

To consider the interaction between a liquid and a solid, let’s assume that there is a liquid drop placed on a smooth solid substrate with a contact angle $\theta$ between the liquid and the smooth solid substrate as shown in Figure 2.11. In general, it is believed, that Young’s relation applies which is written in the form

$$\sigma_{13} = \sigma_{23} + \sigma_{12} \cos \theta$$  (2.6)

Usually Equation (2.6) is obtained from the equilibrium condition between the horizontal components of the forces per unit length along the contact line of the three-phase. Objections against the Young’s equation can be found in Bikerman [26] with
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Figure 2.11: Liquid drop on smooth solid substrate

a serious discussions. Contact angles between the three-phases liquid, gas and solid depend on the chemical and physical characteristics of each phase.

Depending on the contact angles the expressions wetting (total wetting) and non-wetting (partial wetting) are used in different applications [25, 106]. In general, a spreading (contact angle $\theta \approx 0$) phenomenon of a liquid on a solid or liquid substrate is known as a wetting, total wetting or full wetting. Non-wetting occurs if the contact angle is greater than 90 degree. The wetting is of enormous significance in numerous industrial applications and in daily life, some of them are listed below:

- construction (protecting metals and concretes from water)
- glass (anti-frosting)
- automobile industry (processing tyres against slippery roads, processing glasses against dewetting of water)
- soil science (absorption of liquids by porous media)
- chemical industry (coating, inks, paints)
- insects walking on water surfaces
- tears in eyes
- climbing liquid in plants

Studying the wetting phenomenon in details lets us to describe why water drop spreads easily on glass but not on a metal. Better understanding of wetting phenomenon
enables us to adjust a surface to convert a wettable substrate into a non-wettable or in the other way around. For example, by depositing a thin fluorinated layer on glass, you can turn wettable glass into non-wettable glass like Teflon.

2.1.2 Surface Tension in Experiments and Numerical Simulations

Drop impact onto liquid and solid surfaces is ubiquitous in the fields like meteorology, spray cooling, quenching and painting, combustion engines, ink-jet printing, and annealing, etc. From a scientific point of view, it is known that the drop impact was first investigated by Worthington [157–159]. Since then different impact conditions such as shallow or deep liquids, low or high speed and cold or hot surfaces have been studied and with various articles published. It is known that depending on these conditions, various phenomena can arise: droplet bouncing can be observed [53, 70, 100, 130], a so-called Worthington jet may appear [44, 138], the drop may splash with a crown [83, 162], the drop spreading may occur after impact onto the solid substrate [31, 56, 57, 59, 71], and etc.

Furthermore, depending on the flow rate, different flow regimes can be formed, for example, Figure 2.12 shows experimental photos done by Schmuki and Laso [134] for four different flow regimes. In their work, different flow regimes using narrow tube to bring a liquid at a constant flow rate from the top of the inclined surface. "Sliding drops" with equal distance from each other was observed at the lowest flow rate as shown in Figure 2.12a. The sliding drops start to join and formed a "straight rivulets" when the flow rate was increased as shown in Figure 2.12b. The straight rivulets lose its form and become windy rivulets when you keep increasing the flow rate as shown in Figure 2.12c which finally formed a "film" with waved surface at the highest flow rate as shown in Figure 2.12d.

The physical governing equations of the fluid dynamics can be described by the Lagrangian and the Eulerian descriptions. Depending on types of problem, both of
these descriptions can be implemented in the Computational Fluid Dynamics (CFD). Some brief explanation about these two descriptions will be explained and compared in the next section. In this section, implementation methods of the surface tension phenomenon in the numerical simulation will be discussed in details.
Modelling surface tension dominated flows involve dynamic tracking of the interface caused by the asymmetric cohesion forces of fluid on the free-surface (see Figure 2.1). The accurate prediction of surface tension dominated flows with free-surfaces, such as those observed in droplets, has been a bane in traditional CFD methods. Mainly, numerical simulations can be efficient and successful in capturing the major results of fluid-solid interactions, while experimental investigation needs more supplies and time. Widely used and accepted numerical simulation approaches for simulating fluid-solid interactions are Eulerian based. For example, the impact of single drop onto liquid films taking in account the surface tension was numerically simulated with boundary element method [40, 154], finite element method [30], level set method [163], Lattice Boltzmann method [124], and volume of fluid (VOF) [35, 149]. Fawehinmi et al. [51] used commercial CFD packages, such as FLOW-3D and CFX which are based on the VOF method to investigate the effect of viscosity on the dynamics of drop formation in the dripping mode. Gaskell [60] simulated a range of droplet spreading flows on different topographic substrates with various wetting conditions using a full approximation storage (FAS) Multigrid method.

The present work explores the use of fully Lagrangian methods, such as Smoothed Particle Hydrodynamics (SPH), to reliably capture and model the complex dynamic behaviour of surface tension dominated free-surface flows. The SPH methodology was originally developed independently by Gingold, Monahgan [62] and Lucy [97] for astrophysical phenomena at the hydrodynamic scale. More recently, SPH has found numerous applications in modelling fluid flow problems including those with moving interfaces [142]. The major advantage of SPH over the Eulerian approach is that the fluid, represented by particles, is naturally suitable for complex geometries and problems arising from free-surface flows.

Several approaches to accurately model surface tension has been reported (Brackbill et al. [29], Nugent, Posch [128] and Tartakovsky, Meakin [145]) and they can be broken down to two major methodologies. The Continuous Surface Force (CSF) considers the curvature of the surface of the fluid (Brackbill et al. [29]) and was popularised by Muller et al. [125], who proposed a single-phase method to track and model surface
tension on droplets in SPH with the aid of different kernels. While the approach is fast, with applications in computer graphics, it suffers from accuracy that is necessary to solve practical and realistic physical problems. Das and Das [39] studied multiphase flow of drops moving down an inclined plane. They employed the CSF method for their surface tension model while proposing a diffused interface model for tracking the motion of the contact line. In order to resolve clumping and particle penetration issues, they employed an inter-particle Leonard-Jones force [93]. The second approach focuses on an Inter-particle Interaction Force (IIF) which was employed by Meakin and Tartakovsky [101] in a porous media problem, that involves the combination of repulsive and attractive forces between the fluid molecules, thereby causing surface tension forces to exist even within the fluid. These unbalanced forces within the bulk of the fluid make the droplet very sensitive, especially at the contact line with small contact angles. While the surface tension model uses IIF, the particle pressure is calculated using the Van der Walls equation of state where it requires the use of three control variables [68, 128]. Akinci et al. [4] investigated using a multi-phase approach where they proposed a combine surface tension model comprising of the cohesion and surface area minimization terms to model the fluid and air particles while an adhesion model is introduced for fluid and solid particles. This resulted in a method that is computational expensive in terms of computational cost and time.

In the present work, a single-phase modified CSF approach is developed to accurately model surface tension dominated flow of droplets. The proposed methodology introduces the use of a modified curvature model, where the formulation will be verified against known results numerically and those in literature. Both CSF and IIF approaches are employed to investigate the case of an oscillating droplet and droplet contact angle with real fluid properties; the former aims simplify and eliminate the use of tuning parameters that may result in unphysical and unrealistic interactions. Finally, the IIF approach was chosen to simulate and study the droplet contact angle hysteresis.
2.2 Numerical Simulation

In modern engineering and science, numerical simulation has taken significant role in solving complicated problems by the help of the powerful computers. Numerical simulation helps to convert the main features of a problems in physics into a discrete form of mathematics and then rebuilds and solves the task using computer, and the requirements of the experts are mostly satisfied with the solution. One of the advantages of this numerical method is that it solves the problems with less hypothesis in all its details using modern computers rather than the traditional methods with more approximations and assumptions.

In modern scientific research the numerical modelling has become an alternative method, instead of doing dangerous, time-wasting and expensive experiments for people [93]. In terms of providing complete and clear data, the numerical modelling methods are usually more convenient than the traditional methods like observing and measuring directly or with other difficulties.

Numerical modelling with powerful computers is a very important in delivering a verification assumptions, presents understandings to the physical investigations and also helps to explain or even to discover new ideas. As was mentioned in Liu’s book [93], numerical simulation plays important role as a link between experiment and theory as shown in Figure 2.13.
2.2.1 Mechanism of solving numerical simulations

To overcome with a practical problems, numerical simulations pay attention to some processes. Basically, according to Liu [93], there are some main and required steps in the process, as illustrated in Figure 2.14. Mathematical models are formed with reasonable suppositions and simplifications from the discovered physical experience. Usually, mathematical models are stated as governing equations with some appropriate conditions such as initial conditions (IC) or/and boundary conditions (BC). The governing equations can be in the form of partial differential equations (PDE), ordinary differential equations (ODE) and also can be in the form of different physics law equations. To establish the field functions (e.g. mass, velocity, pressure) in time or space, initial or/and boundary conditions are required.
Dividing the required geometry of the problem domain into discrete components is necessary for solving the governing equations numerically. The domain discretization methods can be various depending on numerical methods. The computational frame to the numerical approximation is formed by the representation of a required domain with a limited number of elements which is known as domain discretization. Traditionally, the computational frame is in the form of the grid or mesh, which is in the form of grid nodes or grid points for approximation of the domain. The grid nodes are connected by some kind of nodal connectivity and the positions where the physical field functions are measured. Following the connectivity, a mesh is formed by the connection of the grid nodes. The mesh patterns and the mesh cell size are deeply affected to the accuracy of the numerical approximation.

The tool for changing the continuous forms of the governing equations to discrete representations is known as numerical discretization. The numerical discretization
technique and the domain discretization technique are both closely related to each other. As was described in Liu [88], on a base of function approximation the numerical discretization is developed. The equations in physics can be rewritten in the form of algebraic equations or ODE, that can be established by the already known numerical methods after numerical and domain discretization. The weak or strong form formulations may be used in the way of defining the algebraic equations or ODE [88]. The strong and weak form formulations can be combined together to get the best advantages of these forms of formulation as it has been described by Liu and Gu [92]. The improvement of the meshfree weak-strong technique developed from the combination of the both formulations.

Converting the numerical algorithms and the domain decomposition into a computer code in certain programming languages is the way of working of a numerical simulation. The efficiency (storage and speed) and accuracy are two main considerations in coding a computer program. Other considerations include usage (using, modifying and reading), validity of the code etc. The programing code must be confirmed to theoretical solutions, or the known results from existing verification tests before performing a practical numerical simulation.

The governing equations are obtained from the physical conservation laws, such as the momentum, energy or mass and also these variables should be conserved. The behavior of the fluid system is determined the above mentioned principles, with other details of the medium and conditions at the boundary. The governing equation is the fundamental physical principles which are conveyed in the form of some key algebraic equations. In various cases the governing equations occur as the PDE.

It is very hard to get analytical solution of partial differential or integral equations, except for a few cases. Computational fluid dynamics (CFD) considers methods of approximating the integrals which are generally in the form of mathematical summation. The above mentioned approximation in the form of mathematical equations which could be evaluated to get numerical value for field variables (pressure, velocity, mass) at discretized points (Figure 2.15). The aspects listed below are the parts of a
common numerical simulation for the CFD issue.

· Boundary Condition

· Governing Equation

· Domain and Numerical Discretization Methods

· Numerical method for solving the ODE or mathematical equations.

The physical governing equations are described by the Lagrangian (material description) and the Eulerian (spatial description) descriptions. Depending on types of problem, both of these descriptions are used in numerical methods. Some brief explanation about these two descriptions are given in the next section.

### 2.3 Grid-based Methods

The Lagrangian and the Eulerian descriptions can be used to explain the physical governing equations. The Lagrangian description is represented by the finite element method (FEM) and is a material description [94, 166]. The Eulerian description
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is represented by the finite difference method (FDM) and is a spatial description [6, 73, 156].

The Lagrangian grid and the Eulerian grid are widely used as the standard technique in numerical methods depending on types of problems, and shortly described in the following.

**Lagrangian Grid**

In the Lagrangian grid, the grid is attached (fixed) on the material, hence it moves with the material (see Figure 2.16a) [94]. By the movement of the mesh cells also mass, momentum and energy are transported with them.

Here are the some advantages.

1. The code is simple, it should be faster because no convective term exists in the PDE.
2. The time history the variables can be tracked because the grid is attached on the moving material.
3. By placing grid nodes along boundaries, the boundary conditions at moving boundaries and free surfaces are determined just by the movement of grid nodes.
4. Complex geometries can be easily treated by irregular mesh.

These advantages of the Lagrangian methods makes it choice of many researchers for their works.

**Eulerian Grid**

In contrast to the Lagrangian grid, the Eulerian grid is attached to space. The considered object passes the fixed mesh cell in the grid (Figure 2.16b). All grid nodes
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Figure 2.16: a)(left) Lagrangian grids, the cells move with the material. b) (right) Eulerian grids, the grid is fixed in space, so it doesn’t deform and move with time.

stay fixed in space not depending on time while the materials are moving across the mesh. The volume and shape of the mesh cell are not changing during the process of the computation.

The large deformations in materials are not affecting to the mesh’s shape or volume (no deformation).

Liu [93] compared some advantages and disadvantages of the Lagrangian and Eulerian methods in his book as shown in Table 2.2.

2.4 Meshfree Method

The main aim of the meshfree methods is to insure stable and accurate numerical solutions for integral equations with all kinds of boundary conditions with a set of distributed particles (or nodes) without using mesh that allows the connectivity of these particles. The most meshfree methods have some common features, but are different in the terms of the implementation process and function approximation.
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<table>
<thead>
<tr>
<th></th>
<th>Lagrangian methods</th>
<th>Eulerian methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid</td>
<td>Attached on the moving material</td>
<td>Fixed in the space</td>
</tr>
<tr>
<td>Track</td>
<td>Movement of any point on material</td>
<td>Mass, momentum, and energy flux across grid nodes and mesh cell boundary</td>
</tr>
<tr>
<td>Time history</td>
<td>Easy to obtain time-history data at a point attached on materials</td>
<td>Difficult to obtain time-history data at a point attached on material</td>
</tr>
<tr>
<td>Moving boundary and interface</td>
<td>Easy to track</td>
<td>Difficult to track</td>
</tr>
<tr>
<td>Irregular geometry</td>
<td>Easy to model</td>
<td>Difficult to model with good accuracy</td>
</tr>
<tr>
<td>Large deformation</td>
<td>Easy to handle</td>
<td>Difficult to handle</td>
</tr>
</tbody>
</table>

Table 2.2: Comparison of the Lagrangian and Eulerian methods

Smoothed Particle Hydrodynamics (SPH) [62, 97], as a particle and meshfree method, was originally used for modelling astrophysical problems, and later widely applied for applications to problems in fluid dynamics. The SPH method is the main type of particle methods, and have been applied to many commercial codes.

In Table 2.3 given some meshfree methods and methods of approximation with references in chronological order.

2.5 The SPH method

The Smoothed Particle Hydrodynamics (SPH) method is represented by a set of particles (Lagrangian particle method), which keeps individual material properties and also behaves according to the governing conservation equations. SPH was first developed to simulate astrophysical problems and up to date it has been widely studied and extended to dynamic fluid flows. The SPH was extended for dynamic fluid flows which are generally in partial differential equations form of field functions. Particles movement depend on physical quantities which are obtained from the nearest neighbour particles in terms of the weighting function which is solved from its compact
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Methods of approximation

<table>
<thead>
<tr>
<th>Methods</th>
<th>Methods of approximation</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoothed Particle Hydrodynamics (SPH)</td>
<td>Integral representation</td>
<td>Lucy [97]; Gingold and Monaghan [62], etc.</td>
</tr>
<tr>
<td>Finite point method</td>
<td>Finite difference representation</td>
<td>Liszka and Orkisz [87]; Onate et al. [129], etc.</td>
</tr>
<tr>
<td>Diffuse element method (DEM)</td>
<td>Moving least square (MLS) approximation Galerkin method</td>
<td>Nayroles et al. [127]</td>
</tr>
<tr>
<td>Element free Galerkin (EFG) method</td>
<td>MLS approximation Galerkin method</td>
<td>Belytschko et al. [12–14] etc.</td>
</tr>
<tr>
<td>Reproduced kernel particle method (RKPM)</td>
<td>Integral representation Galerkin method</td>
<td>Liu et al. [95, 96] etc.</td>
</tr>
<tr>
<td>HP-cloud method</td>
<td>MLS approximation, Partition of unity</td>
<td>Duarte and Oden [45] etc.</td>
</tr>
<tr>
<td>Free mesh method</td>
<td>Galerkin method</td>
<td>Yagawa and Yamada [160, 161] etc.</td>
</tr>
<tr>
<td>Meshless local Petrov-Galerkin method (MLPG)</td>
<td>MLS approximation Petrov-Galerkin method</td>
<td>Atluri and Zhu [9]; Atluri and Shen [8]; etc.</td>
</tr>
<tr>
<td>Meshfree weak-strong form (MWS)</td>
<td>MLS, PIM, radial PIM, Collocation plus Petrov-Galerkin</td>
<td>Liu and Gu [92]; etc.</td>
</tr>
</tbody>
</table>

Table 2.3: Meshfree method in chronological order

For 2.5.1 Advantages and limitations of SPH

Here, some advantages of the SPH method over the Eulerian methods are given as follows:

- Complex geometries can be easily programmed without need of any complicated algorithms as it can be seen in FEM

- Empty regions of the problem domain are not considered at all, the computational effort is concentrated only in regions where the material is located by saving the time needed for computation
• The code algorithms can be easily modified depending on the new physical processes
• With SPH method, free surface problems such as droplet or breaking waves provides better results and easy to apply

Some limitations of the SPH method are given as follows:

• Boundary conditions should be applied very carefully and penetration of the fluid particles into the wall particles should be avoided

• The computational cost might be very expensive for the problems with high resolution due to the number of the particles and also the time integration scheme

• Sometimes, the distribution of the particles may not be spaced homogenously and special techniques need to be involved

2.5.2 Applications of SPH

The SPH method is represented by a set of particles (Lagrangian particle method), which keeps individual material properties and also behaves according to the governing conservation equations. SPH was first developed to simulate astrophysical problems and up to date it has been widely studied and extended to dynamic fluid flows [62, 97]. One of the SPH methods advantages is the adaptive nature. In addition to the adaptive nature, other attractive feature of the SPH method is the harmonic combination of the particle approximation with Lagrangian formulation. The other reason of the SPH has been applied successfully to a broad range of problems is that it is relatively easy to consider complex physical effects into the SPH formalism. Examples of SPH application are found in a wide variety of fields:
<table>
<thead>
<tr>
<th>Field</th>
<th>Topic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ASTROPHYSICS</strong></td>
<td>Stellar collisions [16, 18, 49, 50, 54, 116]</td>
</tr>
<tr>
<td></td>
<td>Moon formation and impacts problems [17]</td>
</tr>
<tr>
<td></td>
<td>Cloud fragmentations and collisions [47]</td>
</tr>
<tr>
<td></td>
<td>Supernovas explosion [72, 126]</td>
</tr>
<tr>
<td></td>
<td>Cosmology [48, 137]</td>
</tr>
<tr>
<td></td>
<td>Collapse and formation of galaxies [22–24, 114]</td>
</tr>
<tr>
<td></td>
<td>Evolution of the universe [108]</td>
</tr>
<tr>
<td><strong>MAGNETIC WAVE</strong></td>
<td>Magnetic collapse of gas clouds [69]</td>
</tr>
<tr>
<td><strong>HYDRODYNAMICS</strong></td>
<td>Alfvenic waves propagation [131]</td>
</tr>
<tr>
<td></td>
<td>Development of expansive wave in a magnetic cloud [139]</td>
</tr>
<tr>
<td><strong>SOLID</strong></td>
<td>Impact problems [77, 84, 85]</td>
</tr>
<tr>
<td><strong>MECHANICS</strong></td>
<td>Fractures simulation [19]</td>
</tr>
<tr>
<td></td>
<td>Impacts of solids simulation [20]</td>
</tr>
<tr>
<td></td>
<td>Study of brittle solids [21]</td>
</tr>
<tr>
<td></td>
<td>Metal forming [27]</td>
</tr>
<tr>
<td><strong>FLUID</strong></td>
<td>Multi-phase flows [111]</td>
</tr>
<tr>
<td><strong>DYNAMICS</strong></td>
<td>Heat conduction [33]</td>
</tr>
<tr>
<td></td>
<td>Underwater explosions [141]</td>
</tr>
<tr>
<td></td>
<td>Gravity currents [109, 110]</td>
</tr>
<tr>
<td></td>
<td>Free-surface flows [112, 113, 117]</td>
</tr>
</tbody>
</table>

**Table 2.4:** Application of the SPH method in different fields
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SPH Methodology

3.1 Basic SPH formulation

In general, the SPH methodology is described by two main parts. The first is the kernel approximation (integral representation) of field functions. The other is the particle approximation.

3.1.1 Kernel Approximation

In the kernel approximation step, the integral representation of the function is obtained by the integration of an arbitrary and a smoothing kernel function. This is approximated by summing up the values of neighbouring particles within the support domain.

The SPH kernel approximation method begins from the following integral equation of any quantity function:

\[
A(\mathbf{r}) = \int_{\Omega} A(\mathbf{r}') \delta(\mathbf{r} - \mathbf{r}') d\mathbf{r}',
\]

(3.1)

where \( A \) is a continuous function of the three-dimensional position vector \( \mathbf{r} \), \( \Omega \) is the volume of the integral that contains \( \mathbf{r} \), \( \mathbf{r}' \) is position vector of the neighbour point, \( d\mathbf{r}' \)
is an elementary volume and $\delta(r - r')$ is the Dirac delta function given by

$$\delta(r - r') = \begin{cases} 1 & r = r' \\ 0 & r \neq r'. \end{cases} \quad (3.2)$$

An integral representation of function $A(r)$ is obtained by replacing the Delta function $\delta(r - r')$ with a kernel smoothing function $W(r - r', h)$:

$$A(r) \doteq \int A(r')W(r - r', h)dr' \quad (3.3)$$

where $h$ is a smoothing length which specifies the size of the supporting domain of the kernel, shown in Figure 3.1.

As long as $W$ is not the Dirac delta function, the integral representation can be an approximation via Equation (3.3). The kernel approximation operator is marked by the angle bracket $<>$, and Equation (3.3) is rewritten as:

$$A(r) \doteq <A(r)> = \int_{\Omega} A(r')W(r - r', h)dr' \quad (3.4)$$

The kernel should satisfy the following conditions:

$$\int W(r - r', h)dr' = 1. \quad (3.5)$$

This is the normalization condition, also termed as unity condition because the integration of the smoothing function produces unity. The other condition is the kernel tends to a Delta function as $h \to 0$ in order to make sure that the approximation value tends the function value, i.e. $<A(r)> = A(r)$:

$$\lim_{h \to 0} W(r - r', h) = \delta(r - r'). \quad (3.6)$$

And also the kernel function should be an even function which means that particles at the same separation but different locations should have same influence on an interested
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particle.

\[
\int_{\Omega} (r' - r) W(r - r', h) \, dr' = 0. \quad (3.7)
\]

The last condition is the compact support condition:

\[
W(r - r', h) = 0 \quad \text{when} \quad |r - r'| > kh, \quad (3.8)
\]

where \(k\) defines the effective area of the smoothing function.

\[\text{Figure 3.1: Kernel approximation of function } A.\]

The error between Equation (3.1) and Equation (3.4) due to the approximation is second order accurate \(O(h^2)\) [58, 116]. This error can be determined from the Taylor
expansion of $A(r')$ about $r$:

\[
<A(r)> = \int_{\Omega} [A(r) + A'(r)(r' - r) + R((r' - r)^2)]W(r - r', h)dr'
\]

\[
= A(r)\int_{\Omega} W(r - r', h)dr' + A'(r)\int_{\Omega} (r' - r)W(r - r', h)dr' + R(h^2)
\]

where $R$ is remainder introduced in the approximation of $A$ at point $r$. Finally, including Equations (3.5) and (3.7) into Equation (3.9), yields:

\[
<A(r)> = A(r) + R(h^2)
\]

So it can be seen from the above equation, the error in kernel approximation is second order accurate.

### 3.2 SPH derivative formulation

By substituting $A(r)$ with $\nabla \cdot A(r)$ in Equation (3.4), the approximation for the derivative $\nabla \cdot A(r)$ is obtained:

\[
<\nabla \cdot A(r)> = \int_{\Omega} \nabla \cdot A(r')W(r - r', h)dr'.
\]

In the right hand side of the above equation the divergence is taken with respect to the primed coordinate system:

\[
\nabla \cdot A(r')W(r - r', h) = \nabla \cdot [A(r')W(r - r', h)] - A(r') \cdot \nabla W(r - r', h).
\]

Therefore, Equation (3.11) becomes:

\[
<\nabla \cdot A(r)> = \int_{\Omega} \nabla \cdot [A(r')W(r - r', h)]dr' - \int_{\Omega} A(r') \cdot \nabla W(r - r', h)dr'.
\]
The first term of the right hand side of the above equation can be rewritten as an integral over surface, $S$, of the domain of the integration, $\Omega$:

$$<\nabla \cdot A(r)> = \int_S A(r')W(r - r', h) \cdot \mathbf{n} dS - \int_\Omega A(r') \cdot \nabla W(r - r', h) dr', \quad (3.14)$$

where $\mathbf{n}$ is the unit vector normal to the surface $S$.

For the case when the problem domain totally covers the support domain (see Figure 3.2a), the surface integral on the right hand side of Equation (3.14) vanishes, as long as the smoothing function $W$ is having compact support. However, in the case when the problem domain does not totally cover the support domain (see Figure 3.2b), the surface integral is not zero anymore, because the smoothing function, $W$, is truncated by the problem domain. To avoid such truncation problems, corrections, such

![Figure 3.2: a)(Top) The surface integral on the right hand side of Equation (3.14) is zero b)(Bottom) The smoothing function $W$ is truncated by the boundary, and the surface integral on the right hand side of Equation (3.14) is no longer zero.](image)
as introducing the ghost particles, should be made to solve the boundary influences and the surface integral can be treated as zero in Equation (3.14). Therefore, for those points whose support domain is inside the problem domain, Equation (3.14) is simplified as follows [93].

\[
<\nabla \cdot A(r)> = -\int_{\Omega} A(r') \cdot \nabla W(r - r', h) dr'.
\]  

(3.15)

As it can be seen from above equation, the differential operation on a function is passed to a differential operation on the kernel function.

### 3.3 Particle Approximation Discretisation

The SPH method is represented by particles which carry individual mass. This can be solved using particle approximation discretisation. In the support domain, equation (3.3) can be converted to the discretized form by summing over all the particles as shown in Figure 3.3. Here, \(i\) is particle of interest and \(j\)'s are it's neighbours including itself.

![Figure 3.3: Particle approximations using particles within the support domain of the smoothing function \(W\) for particle \(i\). The support domain is circular with a radius of \(kh\)](image)

If the volume \(dr'\) at the location of particle \(j\) is replaced by the volume \(\Delta V_j\), then mass of the particle:

\[
m_j = \Delta V_j \rho_j,
\]

(3.16)
where \( \rho_j \) is the density of particle.

Equation (3.3) can be rewritten in the discretised particle approximation form:

\[
A(\mathbf{r}) = \int_{\Omega} A(\mathbf{r}') W(\mathbf{r} - \mathbf{r}', h) d\mathbf{r}'
\]

\[
\approx \sum_{j=1}^{N} A(\mathbf{r}_j) W(\mathbf{r} - \mathbf{r}_j, h) \Delta V_j
\]

\[
= \sum_{j=1}^{N} A(\mathbf{r}_j) W(\mathbf{r} - \mathbf{r}_j, h) \frac{1}{\rho_j} (\rho_j \Delta V_j)
\]

(3.17)

\[
= \sum_{j=1}^{N} A(\mathbf{r}_j) W(\mathbf{r} - \mathbf{r}_j, h) \frac{1}{\rho_j} (m_j).
\]

or

\[
A(\mathbf{r}) = \sum_{j=1}^{N} \frac{m_j}{\rho_j} A(\mathbf{r}_j) W(\mathbf{r} - \mathbf{r}_j, h).
\]

(3.18)

The particle approximation for a function at particle \( i \) can be written as:

\[
\langle A(\mathbf{r}_i) \rangle = \sum_{j=1}^{N} \frac{m_j}{\rho_j} A(\mathbf{r}_j) \cdot W_{ij},
\]

(3.19)

where

\[
W_{ij} = W(\mathbf{r}_i - \mathbf{r}_j, h).
\]

(3.20)

Following the same way, the particle approximation for the spatial derivative of the function is:

\[
\langle \nabla \cdot A_i(\mathbf{r}) \rangle = -\sum_{j=1}^{N} \frac{m_j}{\rho_j} A(\mathbf{r}_j) \cdot \nabla W(\mathbf{r}_i - \mathbf{r}_j, h).
\]

(3.21)

And, for a function at particle \( i \):

\[
\langle \nabla \cdot A_i(\mathbf{r}) \rangle = \sum_{j=1}^{N} \frac{m_j}{\rho_j} A(\mathbf{r}_j) \cdot \nabla_i W_{ij},
\]

(3.22)
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where
\[ \nabla_i W_{ij} = \frac{r_i - r_j}{r_{ij}} \frac{\partial W_{ij}}{\partial r_{ij}}. \] (3.23)

Taking into account that \( \nabla_i W_{ij} \) is taken with respect to particle \( i \), so the negative sign in Equation (3.21) is removed in Equation (3.22).

The summation in Equation (3.22) is executed over all neighbour particles in the supporting domain. It can be seen from Equations (3.19) and (3.21) that the particle approximation transforms the continuous integral representations of a function and also its derivatives to the discretised summations using an arbitrary set of particles. Actually, this approximation makes the SPH method simple.

3.4 Methods for the derivation of the SPH formulations

SPH formulation can be obtained for partial differential equations with the above mentioned technique of particle and kernel approximations. However, there are a few other ways to obtain SPH formulation exist to describe partial differential equations. The most popular approach was reported by Monaghan [116], who used Equation (3.22) and Equations (3.19) directly. Monaghan suggested to put the density within the gradient operator:
\[ \nabla \cdot A = \frac{1}{\rho} \left[ \nabla \cdot (\rho A) - A \cdot \nabla \rho \right], \] (3.24)

or
\[ \nabla \cdot A = \rho \left[ \nabla \cdot \left( \frac{A}{\rho} \right) + \frac{A}{\rho^2} \cdot \nabla \rho \right] \] (3.25)
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Now, Equation (3.24) is rewritten as follows:

\[
(\nabla A)_i = \frac{1}{\rho_i} [\nabla \cdot (\rho A) - A \cdot \nabla \rho]_i
\]

\[
\equiv \frac{1}{\rho_i} \nabla \cdot \int_{\Omega} (\rho A) W(\mathbf{r} - \mathbf{r}', h) d\mathbf{r}' - \frac{A}{\rho_i} \cdot \int_{\Omega} (\nabla \rho) W(\mathbf{r} - \mathbf{r}', h) d\mathbf{r}'
\]

\[
\equiv \frac{1}{\rho_i} \sum_{j=1}^{N} \frac{m_j}{\rho_j} (\rho A)_j \cdot \nabla W(\mathbf{r}_i - \mathbf{r}_j, h) - \frac{A_i}{\rho_i} \cdot \sum_{j=1}^{N} \frac{m_j}{\rho_j} \rho_j \nabla W(\mathbf{r}_i - \mathbf{r}_j, h)
\]

\[
= \frac{1}{\rho_i} \sum_{j=1}^{N} m_j A_j \cdot \nabla W_{ij} - \frac{1}{\rho_i} \sum_{j=1}^{N} m_j A_i \cdot \nabla W_{ij}
\]

\[
= -\frac{1}{\rho_i} \sum_{j=1}^{N} m_j A_{ij} \cdot \nabla W_{ij} \tag{3.26}
\]

where \(A_{ij} = A_i - A_j\) and \(W_{ij} = W(\mathbf{r}_i - \mathbf{r}_j, h)\).

Similarly, for Equation (3.25):

\[
(\nabla A)_i = \rho_i \left[ \nabla \cdot \left( \frac{A}{\rho} \right) + \frac{A}{\rho^2} \cdot \nabla \rho \right]_i
\]

\[
\equiv \rho_i \nabla \cdot \int_{\Omega} \left( \frac{A}{\rho} \right) W(\mathbf{r} - \mathbf{r}', h) d\mathbf{r}' + \rho_i \frac{A}{\rho_i^2} \cdot \int_{\Omega} (\nabla \rho) W(\mathbf{r} - \mathbf{r}', h) d\mathbf{r}'
\]

\[
\equiv \rho_i \sum_{j=1}^{N} \frac{m_j}{\rho_j} \left( \frac{A}{\rho} \right)_j \cdot \nabla W(\mathbf{r}_i - \mathbf{r}_j, h) + \frac{A_i}{\rho_i} \cdot \sum_{j=1}^{N} \frac{m_j}{\rho_j} \rho_j \nabla W(\mathbf{r}_i - \mathbf{r}_j, h)
\]

\[
= \rho_i \left( \sum_{j=1}^{N} \frac{m_j A_j}{\rho_j^2} \cdot \nabla W_{ij} + \frac{A_i}{\rho_i} \sum_{j=1}^{N} m_j \cdot \nabla W_{ij} \right)
\]

\[
= \rho_i \sum_{j=1}^{N} m_j \left( \frac{A_j}{\rho_j^2} + \frac{A_i}{\rho_i^2} \right) \cdot \nabla W_{ij} \tag{3.27}
\]

Equations (3.26) and (3.27) are symmetric and antisymmetric, respectively, when \(i\)
and $j$ are exchanged. Equation (3.27) is usually used for pressure gradient as it helps conserve of momentum [116]. Another form was suggested by Bonet [28], and it is given in the form as following:

$$\nabla A_i = \sum_{j=1}^{N} \frac{m_j}{\rho_j} (A_j + A_i) \cdot \nabla_i W_{ij}. \quad (3.28)$$

### 3.5 Kernel Approximation

The SPH kernel must satisfy the three conditions given by Equations (3.5), (3.6) and (3.8). Different kinds of kernel functions exist and some of the popular ones along with their characteristics are presented in the following subsections.

#### Bell-shaped kernel function

Lucy in his paper [97] used bell-shaped kernel (Figure 3.4) defined by:

$$W(r - r', h) = \alpha_d \begin{cases} (1 + 3q)(1 - q)^3 & q \leq 1 \\ 0 & q > 1, \end{cases} \quad (3.29)$$

$$\frac{dW}{dr}(q, h) = \frac{\alpha_d}{h} \begin{cases} -12q(1 - q)^2 & q \leq 1 \\ 0 & q > 1, \end{cases} \quad (3.30)$$

where $\alpha_d =$ \begin{cases} $5/(4h)$ & in one dimensional space \\ $5/(\pi h^2)$ & in two dimensional space \\ $105/(16\pi h^3)$ & in three dimensional space \end{cases} for the unity requirement

and $q = \frac{|r - r'|}{h}$ is the relative distance between $r$ and $r'$

The supporting domain of this kernel function is small which leads to a decrease in number of neighbour particles and thus, affects the accuracy of the problem.
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Figure 3.4: The kernel function used by Lucy [97]. The supporting domain of this kernel function is small and this leads to decrease in number of neighbour particles and effects to the accuracy of the problem.

Gaussian kernel function

According to Monaghan [116], Gaussian kernel was one of the best function to simulate non-spherical stars (Figure 3.5) where the following kernel was used:

\[ W(q, h) = \alpha_d e^{-q^2}, \]  
\[ \frac{dW}{dr}(q, h) = -2q\alpha_d e^{-q^2}, \]  

where \( \alpha_d = \begin{cases} 
1/(\pi^{1/2}h) & \text{in one dimensional space} \\
1/(\pi h^2) & \text{in two dimensional space} \\
1/(\pi^{3/2}h^3) & \text{in three dimensional space} 
\end{cases} \)

The Gaussian kernel is smooth and very stable but not compact. However, this function never tends to zero except when \( q \) becomes infinity. It means that, the Gaussian kernel function is computationally more expensive.
Figure 3.5: The Gaussian kernel function is computationally more expensive since it takes a longer path for the function to approach zero.

B-spline kernel function

The B-spline kernel function based on the cubic spline and was developed by Monaghan and Lattanzio [119] (Figure 3.6). The 2nd derivative of this function is partly a linear function.

\[
W(q, h) = \alpha_d \begin{cases} 
\frac{2}{3} - q^2 + \frac{1}{2}q^3 & 0 \leq q < 1 \\
\frac{1}{6}(2 - q)^3 & 1 \leq q < 2 \\
0 & q \geq 2, 
\end{cases} \tag{3.33}
\]

\[
\frac{dW}{dr}(q, h) = \frac{\alpha_d}{h} \begin{cases} 
-2q + \frac{3}{2}q^2 & 0 \leq q < 1 \\
-\frac{1}{2}(2 - q)^2 & 1 \leq q < 2 \\
0 & q \geq 2, 
\end{cases} \tag{3.34}
\]
Figure 3.6: The B-spline kernel function with supporting domain of $2h$ and ensures a net limit on the number of neighbour particles.

where

$$\alpha_d = \begin{cases} 
1/h & \text{in one dimensional space} \\
15/(7\pi h^2) & \text{in two dimensional space} \\
3/(2\pi h^3) & \text{in three dimensional space}
\end{cases}$$

The kernel tends to zero at a distance $2h$ from its peak which means it has a compact support. This ensures a net limit on the number of neighbour particles which ensures reasonable accuracy.
Figure 3.7: The quartic kernel function with a compact supporting length of 2.5h.

Quartic and quintic kernel functions

Higher order splines (quartic and quintic) introduced by Morris [120, 121], are more stable. The quartic function is given by (see Figure 3.7):

\[
W(q, h) = \alpha_d \begin{cases} 
(q + 2.5)^4 - 5(q + 1.5)^4 + 10(q + 0.5)^4 & 0 \leq q < 0.5 \\
(2.5 - q)^4 - 5(1.5 - q)^4 & 0.5 \leq q < 1.5 \\
(2.5 - q)^4 & 1.5 \leq q < 2.5 \\
0 & q > 2.5, 
\end{cases}
\] (3.35)

\[
\frac{dW}{dr}(q, h) = \frac{\alpha_d}{h} \begin{cases} 
4(q + 2.5)^3 - 20(q + 1.5)^3 + 40(q + 0.5)^3 & 0 \leq q < 0.5 \\
-4(2.5 - q)^3 + 20(1.5 - q)^3 & 0.5 \leq q < 1.5 \\
-4(2.5 - q)^3 & 1.5 \leq q < 2.5 \\
0 & q > 2.5, 
\end{cases}
\] (3.36)

where \(\alpha_d = 1/24h\) in one dimension. The quintic function is given by (see Figure 3.8):
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Figure 3.8: The quintic kernel function with a compact supporting length of $3h$ and have more stable properties with increased computational effort.

\[
W(q, h) = \alpha_d \begin{cases} 
(3 - q)^5 - 6(2 - q)^5 + 15(1 - q)^5 & 0 \leq q < 1 \\
(3 - q)^5 - 6(2 - q)^5 & 1 \leq q < 2 \\
(3 - q)^5 & 2 \leq q < 3 \\
0 & q > 3, 
\end{cases} \tag{3.37}
\]

\[
\frac{dW}{dr}(q, h) = \frac{\alpha_d}{h} \begin{cases} 
-5(3 - q)^4 + 30(2 - q)^4 - 75(1 - q)^4 & 0 \leq q < 1 \\
-5(3 - q)^4 + 30(2 - q)^4 & 1 \leq q < 2 \\
-5(3 - q)^4 & 2 \leq q < 3 \\
0 & q > 3, 
\end{cases} \tag{3.38}
\]

where $\alpha_d = \begin{cases} 
120/h & \text{in one dimensional space} \\
7/(478\pi h^2) & \text{in two dimensional space} \\
3/(359\pi h^3) & \text{in three dimensional space}
\end{cases}$

Quartic and quintic kernels have gradually better stability properties but at an increased computational effort because the region of contributing neighbours is larger.
Wendland kernel functions

Dehnen and Aly [43] concluded in their joint work that Wendland [155] kernel functions are ideal candidate for SPH smoothing kernel in order to avoid the pairing instability for free surface problems.

\[
W(r - r', h) = W(q, h) = \alpha_d \begin{cases} 
(1 - \frac{q}{2})^4 (1 + 2q) & 0 \leq q \leq 2 \\
0 & q > 2
\end{cases}
\]

\[
\frac{dW}{dr}(q, h) = \frac{\alpha_d}{h} \begin{cases} 
-5q (1 - \frac{q}{2})^3 & 0 \leq q \leq 2 \\
0 & q > 2
\end{cases}
\]

(3.39)

(3.40)

where \( \alpha_d = \frac{7}{4\pi h^2} \) for two dimensional space.

Figure 3.9: The Wendland [155] kernel function and its first derivative.
3.6 SPH discretisation for Navier-Stokes equations

Navier-Stokes formulation for conservation of mass, conservation of momentum and conservation of energy in the Lagrangian form are given as follows:

\[
\frac{D\rho}{Dt} = -\rho \nabla \cdot \mathbf{v},
\]

\[
\frac{D\mathbf{v}}{Dt} = -\frac{1}{\rho} \nabla p + \frac{1}{\rho} \nabla \cdot \mathbf{\tau} + \frac{\mathbf{F}}{\rho},
\]

\[
\frac{De}{Dt} = -\frac{p}{\rho} \nabla \cdot \mathbf{v} + \frac{1}{\rho} \mathbf{\tau} : \nabla \mathbf{v} - \frac{1}{\rho} \nabla \cdot \mathbf{q}.
\]

where \( p \) is the pressure, \( \mathbf{v} \) is the particle velocity, \( t \) is the time, \( \rho \) is the density, \( \mathbf{F} \) is a body force, \( \mathbf{q} \) is the heat flux and \( \mathbf{\tau} \) is the viscous stress tensor given by:

\[
\mathbf{\tau} = 2\mu \mathbf{\varepsilon} - \frac{2}{3} \mu (\nabla \cdot \mathbf{v}) \mathbf{I}.
\]

where \( \mu \) is the viscosity, \( \mathbf{I} \) is unit tensor, \( \mathbf{\varepsilon} \) is a change of deformation tensor:

\[
\mathbf{\varepsilon} = \frac{1}{2} \left[ \nabla \cdot \mathbf{v} + (\nabla \cdot \mathbf{v})^T \right].
\]

3.6.1 Particle approximation for density

The density approximation in SPH is very important because it influences its neighbouring particle distribution. There are two approaches to calculate density in SPH. The first one is known as the summation density approach where for a given particle \( i \), the density is calculated from the Equation (3.19) by directly replacing \( A(\mathbf{r}) \) with density, \( \rho \):

\[
\rho_i = \sum_{j=1}^{N} \frac{m_j}{\rho_j} \rho_j \cdot W_{ij},
\]

\[
\rho_i = \sum_{j=1}^{N} m_j W_{ij}
\]
where $W_{ij}$ has a unit of the inverse of volume.

Density truncates notably close to the edge of the fluid with Equation (3.47), and known as deficiency of the boundary particles. According to Randles and Libersky[132], normalising the summation density improves the accuracy of the summation density equation:

$$\rho_i = \frac{\sum_{j=1}^{N} m_j W_{ij}}{\sum_{j=1}^{N} \rho_j m_j}$$ (3.48)

The second approach is the continuity density; Here, different operations on the right hand side of the continuity Equation (3.41) will yield different forms for density approximation. By applying SPH discretisation (see Equation (3.26)) to the velocity divergence in Equation (3.41) yields:

$$\nabla \cdot \mathbf{v}_i \approx -\frac{1}{\rho_i} \sum_{j=1}^{N} m_j v_{ij} \cdot \nabla_i W_{ij}$$ (3.49)

where $v_{ij} = \mathbf{v}_i - \mathbf{v}_j$

Substituting the gradient of velocity into Equation (3.41) produces:

$$\frac{D\rho}{Dt} \approx \sum_{j=1}^{N} m_j v_{ij} \cdot \nabla_i W_{ij}$$ (3.50)

Thus, the density with equation (3.50) changes when particles move with different velocities relative to one another.

Following Mahdavi and Talebbeydokhti [99], the above equation can be stabilized with the method proposed by Ferrari et al. [52]. This stabilized density equation is simple to implement and there is no need to calibrate the parameters. As it was mentioned in Mahdavi and Talebbeydokhti [99], this approach helps to remove spurious oscillations in the flow field. Therefore, the continuity density Equation (3.50) takes the following form:

$$\frac{D\rho}{Dt} = \sum_{j=1}^{N} m_j v_{ij} \cdot \nabla_i W_{ij} + \sum_{j=1}^{N} c_{ij} \frac{m_j}{\rho_j} (\rho_j - \rho_i) n_{ij} \cdot \nabla_i W_{ij}$$ (3.51)
where $n_{ij} = \frac{r_{ji}}{|r_{ji}|}$ and $c_{ij} = \max(c_i, c_j)$ corresponds to the greatest celerity among the two neighbouring interacting particles.

$$c_i = c_s \sqrt{\left(\frac{\rho_i}{\rho_0}\right)^{\gamma-1}}$$

where $c_s$ is the speed of sound, $\gamma = 7$ and $\rho_0$ is the reference density. This density approach is only used for dam break problem that can be seen later in chapter 4.

### 3.6.2 Particle approximation for momentum

From the standard formulation of the SPH (Equation (3.26)), the discretised form of the acceleration due to the pressure gradient can be written as:

$$\left(\frac{Dv}{Dt}\right)_p = \left(-\frac{1}{\rho} \nabla p\right)_i$$

$$= -\frac{1}{\rho_i} \sum_{j=1}^{N} \frac{m_j}{\rho_j} (p_j - p_i) \cdot \nabla_i W_{ij}. \quad (3.53)$$

It is very important to ensure that angular and linear momentum conserve exactly due to the discretised form of the forces between neighbour particles during the discretisation of the terms in the momentum equation. The angular and linear momentum do not conserve in above equation. Monaghan [117] suggested another way of discretisation which ensures exact conservation of momentum. The derivation of SPH formulations for particle approximation of momentum is somewhat similar to the continuity density approach in Monaghan’s approach (Equation (3.27)). Applying the SPH particle approximation methods to the pressure gradient on the right hand side of the momentum Equation (3.42) using the discretised expression in Equation (3.27)
is rewritten as:

\[
\left( \frac{Dv}{Dt} \right)_p = \left( -\frac{1}{\rho} \nabla p \right)_i \\
= -\frac{1}{\rho} \cdot \rho_i \sum_{j=1}^{N} m_j \left( \frac{p_j}{\rho_j^2} + \frac{p_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij}
\]

\[
= -\sum_{j=1}^{N} m_j \left( \frac{p_j}{\rho_j^2} + \frac{p_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij}. \tag{3.54}
\]

or it can be also written in the form of Bonet’s [28] suggestion as in Equation (3.28)

\[
\left( \frac{Dv}{Dt} \right)_p = \left( -\frac{1}{\rho} \nabla p \right)_i \\
= -\frac{1}{\rho} \cdot \rho_i \sum_{j=1}^{N} m_j (p_j + p_i) \cdot \nabla_i W_{ij}
\]

\[
= -\sum_{j=1}^{N} m_j \left( \frac{p_j + p_i}{\rho_j \rho_i} \right) \cdot \nabla_i W_{ij}. \tag{3.55}
\]

In a similar way, applying the SPH particle approximation methods to the viscous stress tensor term on the right hand side of the momentum Equation (3.42) gives:

\[
\left( \frac{Dv}{Dt} \right)_\tau = \left( \frac{1}{\rho} \nabla \cdot \tau \right)_i \\
= \frac{1}{\rho_i} \cdot \rho_i \sum_{j=1}^{N} m_j \left( \frac{\tau_{ij}}{\rho_j^2} + \frac{\tau_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij}
\]

\[
= \sum_{j=1}^{N} m_j \left( \frac{\tau_{ij}}{\rho_j^2} + \frac{\tau_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij}. \tag{3.56}
\]
Finally, the particle approximation of momentum equation is written as

\[
\frac{D\mathbf{v}}{Dt} = -\sum_{j=1}^{N} m_j \left( \frac{p_j}{\rho_j^2} + \frac{p_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij} + \sum_{j=1}^{N} m_j \left( \frac{\tau_j}{\rho_j^2} + \frac{\tau_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij} + \frac{\mathbf{F}}{\rho_i}. \tag{3.57}
\]

The particle approximation of the viscous stress tensor term \( \tau \) is expressed as following [104]:

\[
\tau_i = -\sum_{j=1}^{N} \frac{m_j}{\rho_j} \mu_i \nabla_i W_{ij} - \sum_{j=1}^{N} \frac{m_j}{\rho_j} \mu_i (\nabla_i W_{ij}) \mathbf{v}_{ij} + \left( \frac{2}{3} \sum_{j=1}^{N} \frac{m_j}{\rho_j} \mu_i \mathbf{v}_{ij} \cdot \nabla_i W_{ij} \right) I. \tag{3.58}
\]

For the Newtonian fluid such as water and air, the momentum equation can be rewritten as follows:

\[
\frac{D\mathbf{v}}{Dt} = -\frac{1}{\rho} \nabla p + \frac{\mu}{\rho} \nabla^2 \cdot \mathbf{v} + \frac{\mathbf{F}}{\rho}. \tag{3.59}
\]

Monaghan [118] used the following approach for approximating of the viscous term in the momentum equation for Newtonian fluid, which is more suitable for modelling low velocity fluid flows. In Monaghan’s approach, the momentum equation for viscous term is as follows:

\[
\left( \frac{D\mathbf{v}}{Dt} \right)_\mu = \left( \frac{\mu}{\rho} \nabla^2 \cdot \mathbf{v} \right) \bigg|_i = \sum_{j=1}^{N} m_j \left( \frac{\mu_i + \mu_j}{\rho_i \rho_j} \right) \mathbf{v}_{ij} \left( \frac{1}{r_{ij}} \frac{dW_{ij}}{dr_{ij}} \right). \tag{3.60}
\]

The momentum equation, that we use for our simulation is a combination of Equations (3.54) and (3.60):

\[
\frac{D\mathbf{v}}{Dt} = -\sum_{j=1}^{N} m_j \left( \frac{p_j}{\rho_j^2} + \frac{p_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij} + \sum_{j=1}^{N} m_j \left( \frac{\mu_i + \mu_j}{\rho_i \rho_j} \right) \mathbf{v}_{ij} \left( \frac{1}{r_{ij}} \frac{dW_{ij}}{dr_{ij}} \right) + \frac{\mathbf{F}}{\rho_i}. \tag{3.61}
\]
3.6.3 Particle approximation for energy

The first part of the internal energy, $e$, in Equation (3.43) involving pressure work can be approximated according to the Equation (3.26):

$$
\left( -\frac{p}{\rho} \nabla \cdot \mathbf{v} \right)_i = \frac{p_i}{\rho_i^2} \sum_{j=1}^{N} m_j v_{ij} \cdot \nabla_i W_{ij}.
$$

(3.62)

Also it can be written according to Equation (3.25) such that:

$$
-\frac{p}{\rho} \nabla \cdot \mathbf{v} = -\nabla \cdot \left( \frac{p}{\rho} \mathbf{v} \right) + \mathbf{v} \cdot \left( \frac{p}{\rho} \right).
$$

(3.63)

The SPH formulation for the above equation is similar to the Equation (3.27) and can be expressed as:

$$
\left( -\frac{p}{\rho} \nabla \cdot \mathbf{v} \right)_i = \sum_{j=1}^{N} m_j \frac{p_j}{\rho_j^2} v_{ij} \cdot \nabla_i W_{ij}.
$$

(3.64)

To obtain the symmetric SPH formulation for the internal energy equation due to compression is to take the average of Equations (3.62) and (3.64):

$$
\left( -\frac{p}{\rho} \nabla \cdot \mathbf{v} \right)_i = \frac{1}{2} \sum_{j=1}^{N} m_j \frac{p_i}{\rho_i^2} + \frac{p_j}{\rho_j^2} v_{ij} \cdot \nabla_i W_{ij}.
$$

(3.65)

From the standard formulation of the SPH, the discretised form of the internal energy due to the viscous dissipation is written as:

$$
\left( \frac{1}{\rho} \mathbf{\tau} : \nabla \mathbf{v} \right)_i = -\sum_{j=1}^{N} m_j \frac{\tau_{ij}}{\rho_i^2} : \mathbf{v}_j \nabla_i W_{ij}.
$$

(3.66)

And also it can be expressed in another form according to Equation (3.25):

$$
\left( \frac{1}{\rho} \mathbf{\tau} : \nabla \mathbf{v} \right)_i = \nabla \cdot \left( \frac{\tau_{ij}}{\rho_i} \cdot \mathbf{v}_j \right) - \mathbf{v}_i \cdot \left( \nabla \cdot \frac{\tau}{\rho_i} \right)
$$

$$
= -\sum_{j=1}^{N} m_j \frac{\tau_{ij}}{\rho_j^2} : \mathbf{v}_j \nabla_i W_{ij}.
$$

(3.67)
Finally, the SPH formulation for the viscous dissipation term of the internal energy is:

\[
(\frac{1}{\rho} : \nabla \mathbf{v})_i = -\frac{1}{2} \sum_{j=1}^{N} m_j \left( \frac{r_i}{\rho_i^2} + \frac{r_j}{\rho_j^2} \right) : \mathbf{v}_i \nabla_i W_{ij}.
\] (3.68)

The conduction term of the internal energy can be expressed as:

\[
\left( -\frac{1}{\rho} \nabla \cdot \mathbf{q} \right)_i = -\nabla \cdot \left( \frac{\mathbf{q}_i}{\rho_i^2} \right) - \frac{\mathbf{q}_i}{\rho_i^2} \cdot \nabla \rho_i
\]

\[= -\sum_{j=1}^{N} m_j \left( \frac{\mathbf{q}_i}{\rho_j^2} \right) \cdot \nabla_i W_{ij} - \frac{\mathbf{q}_i}{\rho_i^2} \cdot \sum_{j=1}^{N} m_j \nabla_i W_{ij}
\]

\[= -\sum_{j=1}^{N} m_j \left( \frac{\mathbf{q}_j}{\rho_j^2} + \frac{\mathbf{q}_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij}.
\] (3.69)

The conduction term is based on the Fourier’s law, and is discretised as follows:

\[
\mathbf{q}_i = -k_i \nabla T_i = \frac{1}{\rho_i} \sum_{j=1}^{N} m_j T_{ij} \nabla_i W_{ij}.
\] (3.70)

Here \(T_{ij} = T_i - T_j\) is the difference in temperature. The final discretised form for the SPH formulation for the internal energy equation is:

\[
\frac{D e_i}{Dt} = \frac{1}{2} \sum_{j=1}^{N} m_j \left( \frac{p_i}{\rho_i^2} + \frac{p_j}{\rho_j^2} \right) \mathbf{v}_i \cdot \nabla_i W_{ij} - \frac{1}{2} \sum_{j=1}^{N} m_j \left( \frac{r_i}{\rho_i^2} + \frac{r_j}{\rho_j^2} \right) : \mathbf{v}_j \nabla_i W_{ij}
\]

\[-\sum_{j=1}^{N} m_j \left( \frac{q_j}{\rho_j^2} + \frac{q_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij}.
\] (3.71)

### 3.7 Equation of state

An equation relating the pressure and the density is required to close the N-S Equations (3.61). This is known as an equation of state and can comprise either a differential or an algebraic formulation. An equation of state can be solved in 2 possible ways namely weakly compressible SPH (WSPH) and incompressible SPH (ISPH).
1. Monaghan [117] and Batchelor [11] suggested using Tait’s equation as the equation of state in the WSPH, where the pressure depends on the density and expressed as

\[
p = B \left[ \left( \frac{\rho}{\rho_0} \right)^\gamma - 1 \right]
\]  

(3.72)

where \(\gamma\) is a polytrophic constant which varies between 1 and 7. For particular case which is water \(\gamma = 7\) [107], \(\rho_0\) is the reference density and \(B\) is the reference pressure constant and is written as

\[
B = \frac{\rho_0 c_s^2}{\gamma}
\]  

(3.73)

where \(c_s\) is the speed of sound which controls the compressibility of the fluid. Monaghan [117] showed that we can choose the sound speed to be one hundred times greater than the maximum speed of the fluid flow in order to reduce the fluctuation in density to within 1%.

As it can be seen from the above equation, that a small change in density leads to a large oscillation in pressure. The subtraction of 1 in the equation of state is to ensure zero pressure at a free surface flow.

2. The next option is to use a differential equation that ensure ISPH. This involves solving the pressure Poisson equation [86].

\[
\nabla \cdot \left( -\frac{1}{\rho} \nabla p \right)_i = \frac{1}{\Delta t} \nabla \cdot \mathbf{v}^*_i
\]  

(3.74)

where \(\mathbf{v}^*_i\) is an intermediate velocity calculated by taking the solution over one time-step while ignoring the pressure. Solving the Poisson’s equation needs different methodology, like the projection approach [38] which is very expensive computationally. Furthermore, there are also issues of free-surface instability that has been reported [78, 86]. This need to be corrected which will also lead to more computational cost.
Due to the above arguments, the Tait’s equation is chosen for our WSPH simulation based on the fact that it solve much quicker than the Poisson’s equation despite the large pressure fluctuations which can be controlled by varying the sound speed.

### 3.8 The Smoothing Length

The smoothing length is a key parameter in the SPH method. It defines the distance within which particles act with each other given by:

\[ R = k \cdot h. \]  

(3.75)

The \( k \) is determined by the choice of the smoothing kernel. If \( k = 2 \), particles at a distance greater than two smoothing lengths will have no influence on the particle. In other word, the smoothing kernel is zero when the distance to the neighbour particle is greater than \( 2h \).

### 3.9 Neighbouring Particles Search

One of the important steps in SPH method is determining a particles neighbours that lies within its support domain. For a given particle, the number of neighbouring particles can vary with time as particles collide or move from one place to another.

#### 3.9.1 All-pair Search Method

The simplest method to determining neighbouring particles is the all-pair search method. This method does not search for influencing pairs of particles, but checks all particles pairs for interactions; The search is carried out for all \( N \) particles in the problem domain and then chose those neighbour particles within the supporting domain \((kh)\) as shown in Figure 3.10. The all-pair search method has a complexity of order
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3.9.2 Cell Search Method

The cell search method is widely used in SPH simulations because the search is carried out only for a certain group of particles while in all-pair search method, the search is carried out for entire domain, and works well for cases with constant smoothing length. If all the particles are located into cells then searching for nearest neighbours is only needed for a small group of particles. For example, for a particle $i$, particles located in the neighbouring or same cells are tested for possible interaction (Figure 3.11). The number of search cells is 3, 9, and 27 cells for one, two, and three-dimensional spaces, respectively. The complexity of the cell search is of order $O(N)$ in case of the number of particles per cell is reasonably small.

Figure 3.10: The all-pair method in two-dimensional space checks all pairs of particles for interactions and the searching is carried out for all the particles $N$ and only then chose neighbour particles within the supporting domain ($kh$).

$O(N^2)$. As the search process is necessary for all the time steps, the computational time will be expensive.
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3.9.3 Kd-Tree Method

Kd-tree is generalized form of the standard one-dimensional binary tree in which every node is a $k$-dimensional space, developed by Bentley [15]. The root node (parent) describes the whole space, and the leaf nodes (children) describe subspaces containing relatively small subsets of data. Only one of the $k$-dimensions is used as a key to divide the space at any node and this division continues until the smallest subspace contains only one particle. Division of the entire space in two subspaces occur in the order according to its dimensions. For example, the entire space is divided first by $x$ component, next division of the subspaces in left and right side by $y$ component and so on. It means that all particles on the left side clearly is less in $x$ direction than the those on the right side. When the tree searching is started, the value of the key is compared with the node key value, and the corresponding branch is followed. When a leaf node is reached, all of the particles resident in the leaf’s area are tested, and
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the particles in the support domain are determined [65]. The efficiency of the kd-tree search is $O(\log N)$.

![Figure 3.12: The KD-Tree method.](image)

**3.10 Boundary Conditions**

**3.10.1 Solid Walls**

In general, in fluid flow modelling, the need to model solid walls or boundaries as well as fluid particles. These solid walls can be modelled in different ways. Here, in this section, only the most used and popular ones in SPH will be explained.

The wall is often treated as SPH particles located at a mainly constant interval (usually this interval is equal to the diameter of the particle). In the SPH literatures [93, 151], it is called as wall particles or edge particles (dynamic boundary) and these particles are treated like normal fluid particles without updating their initial velocity and position as illustrated in Figure 3.13 below.
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When the fluid particles approach near to the edge, as shown in Figure 3.14, the number of the neighbor particles significantly decreases within its supporting domain. For this reason, forces may not balanced due to the truncation of neighbor particles and the fluid particle may leave the fluid domain.

**Figure 3.13**: Edge particles fixed in one layer and located at a mainly constant interval.

**Figure 3.14**: A void in a supporting domain of the fluid particles near the edge boundary.
To avoid these disadvantages of the above methods, Monaghan [117] suggested different way in which we do not need any extra particle beyond the edge particles. To keep the fluid particles within the fluid domain, the extra repulsive force was introduced between the edge particles and the fluid particles. And this extra repulsive force is included to the momentum Equation (3.61). The most often used extra repulsive force is based on the Lennard-Jones molecular model. This force per unit mass in the Lennard-Jones form is given as following equation

\[
f_i(r) = gH \left[ \left( \frac{r_0}{r_{ij}} \right)^{P_2} - \left( \frac{r_0}{r_{ij}} \right)^{P_1} \right] \frac{r_{ij}}{r_{ij}^2}
\]

(3.76)

where \(P_2 = 4\) and \(P_1 = 2\), \(r_0\) is an initial separation of the particles, \(g\) is the acceleration of gravity and \(H\) is a height of the fluid.

### 3.10.2 The dummy particles

The above mentioned issue can be solved in different ways. One of the ways is by introducing dummy particles on the other side of the edge particles. Basically, this is a way of avoiding truncation of neighbour particles in the support domain for fluid particles near the edge particles. The dummy particles are stationary particles that

![Dummy particles diagram](image)

**Figure 3.15:** The dummy particles are introduced to avoid the truncation of neighbour particles in supporting domain.
are spaced equally from each other with the same initial separation of fluid particles in a few layers behind the edge particles (see Figure 3.15). Logically, the number of the layers depends on the type of the kernel function, but generally, this number is not exceed two or three layers. The role of these dummy particles is just to exist there where they are located initially and to keep all initial physical quantities constant over the time and to provide a full kernel for near edge fluid particles.

3.10.3 The mirror particles

Another and also popular method in the way of introducing the wall boundaries is the mirror particle approach. The mirror particle method is similar to the dummy particle method as was described above, but in contrast to the dummy particle, the physical quantities of the mirror particles depend to the fluid particles near the wall. For each fluid particles near the wall or edge particles, the mirror particles are created with symmetric parameters to the fluid particles (see Figure 3.16). A non-slip condition can be handled without difficulty by introducing the same velocity of the fluid particles to their mirror particles with opposite direction[151].

![Figure 3.16: The mirror particles are introduced with symmetric parameters of the corresponding fluid particles. The arrows show the directions of movement.](image)

The dummy particle and the mirror particle methods are simple in terms of application, but in terms of the computational cost, they might be very expensive for some
cases, especially for three-dimensional problems and takes more memory space.

### 3.10.4 The periodic boundary

For some problems such as Poiseuille or Couette flows, edge particles are avoided by using periodic boundary condition. Modelling the fluid flow between two infinite parallel plates can be very expensive and time consuming. Infinite fluid flow and plates can be modelled by assuming vertical boundaries that are periodic in \( x \)-direction which allows the fluid particles to interact with the fluid particles at the other side of the boundary and allows particles to flow through the boundary (see Figure 3.17).

![Figure 3.17](image_url)

**Figure 3.17:** The periodic boundary condition allows the fluid particles to interact with the fluid particles at the other side of the boundary end even lets to pass through the boundary.
3.11 Time Integration Schemes

There are a few approaches for the time integration used to update the SPH equations in time. Second order schemes are usually used in the SPH literatures such as the Predictor-Corrector scheme\cite{115} and the Verlet scheme\cite{150}.

For time integration, it is convenient to rewrite the position (3.101), momentum (3.61), energy (3.71) and density (3.50) equations as:

\[
\frac{D\mathbf{r}_i}{Dt} = \mathbf{v}_i \tag{3.77}
\]
\[
\frac{D\mathbf{v}_i}{Dt} = \mathbf{F}_i \tag{3.78}
\]
\[
\frac{De_i}{Dt} = E_i \tag{3.79}
\]
\[
\frac{D\rho_i}{Dt} = D_i \tag{3.80}
\]

3.11.1 Predictor-corrector scheme

In the predictor-corrector scheme, the evolution with time is first predicted by taking the following 1/2 step relationships:

\[
v_i^{n+1/2} = v_i^n + \frac{\Delta t}{2} F_i^n \tag{3.81}
\]
\[
\rho_i^{n+1/2} = \rho_i^n + \frac{\Delta t}{2} D_i^n \tag{3.82}
\]
\[
r_i^{n+1/2} = r_i^n + \frac{\Delta t}{2} V_i^n \tag{3.83}
\]
\[
e_i^{n+1/2} = e_i^n + \frac{\Delta t}{2} E_i^n \tag{3.84}
\]

taking in account that pressure $p_i^{n+1/2}$ depended to the density ($\rho_i^{n+1/2}$) according to Equation (3.72).
Chapter 3. Basic SPH formulation

The next step consists of correction of the above values at the half step as given below:

\[
\begin{align*}
\mathbf{v}^{n+1/2}_i &= \mathbf{v}^n_i + \frac{\Delta t}{2} \mathbf{F}^{n+1/2}_i \\
\rho^{n+1/2}_i &= \rho^n_i + \frac{\Delta t}{2} D^{n+1/2}_i \\
r^{n+1/2}_i &= r^n_i + \frac{\Delta t}{2} \mathbf{v}^{n+1/2}_i \\
e^{n+1/2}_i &= e^n_i + \frac{\Delta t}{2} E^{n+1/2}_i
\end{align*}
\]  

(3.85) (3.86) (3.87) (3.88)

And then at the end of the time step, the final values for the velocity, density, position
and energy are obtained as shown below:

\[
\begin{align*}
\mathbf{v}^{n+1}_i &= 2\mathbf{v}^{n+1/2}_i - \mathbf{v}^n_i \\
\rho^{n+1}_i &= 2\rho^{n+1/2}_i - \rho^n_i \\
r^{n+1}_i &= 2r^{n+1/2}_i - r^n_i \\
e^{n+1}_i &= 2e^{n+1/2}_i - e^n_i
\end{align*}
\]  

(3.89) (3.90) (3.91) (3.92)

In the end, the pressure \(p^{n+1}_i\) is calculated according to Equation (3.72) when the
density is \((\rho^{n+1}_i)\).

According to Monaghan [115], this method conserves both angular and linear momen-
tum. In general, instead of using the values at the end of a time step Monaghan used
the values at a halfway step, which makes a small error and also saves time.

3.11.2 Verlet scheme

The Verlet algorithm, which is based in the general Verlet approach [150], does not
need additional calculations such as predictor and corrector method for each time
step, which makes this scheme straightforward. Basically, the values for \(\mathbf{v}, \rho, \mathbf{r}\) and \(e\)
are obtained as written below:

\begin{align}
\mathbf{v}_i^{n+1} &= \mathbf{v}_i^{n-1} + 2\Delta t\mathbf{F}_i^n \\
\rho_i^{n+1} &= \rho_i^{n-1} + 2\Delta tD_i^n \\
r_i^{n+1} &= r_i^n + \Delta t\mathbf{V}_i^n + 0.5\Delta t^2\mathbf{F}_i^n \\
e_i^{n+1} &= e_i^{n-1} + 2\Delta tE_i^n
\end{align}

But, at each $M$ time steps (usually, suggested value for $M$ is 50), the variables are calculated using the first order Euler step, given by:

\begin{align}
\mathbf{v}_i^{n+1} &= \mathbf{v}_i^n + \Delta t\mathbf{F}_i^n \\
\rho_i^{n+1} &= \rho_i^n + \Delta tD_i^n \\
r_i^{n+1} &= r_i^n + \Delta t\mathbf{V}_i^n + 0.5\Delta t^2\mathbf{F}_i^n \\
e_i^{n+1} &= e_i^n + \Delta tE_i^n
\end{align}

This is necessary to overcome the time integration diverging because the equations are not coupled anymore.

### 3.12 Particle Positions

In order to get more ordered particle distribution, the so called extended SPH (XSPH) [115] method can be used to update the particles position by replacing Equation (3.77) with the following equation:

\begin{equation}
\frac{d\mathbf{r}_i}{dt} = \mathbf{v}_i + \epsilon \sum_j \frac{m_j}{\rho_{ij}} \mathbf{v}_{ij} W_{ij} \tag{3.101}
\end{equation}

where $\rho_{ij} = 0.5(\rho_i + \rho_j)$ and $\epsilon$ is a constant, ranges between 0 and 1, in most cases $\epsilon = 0.5$. 
The XSPH method leads the particle to move with a velocity, which is close to the average velocity of the neighbour particles in the supporting domain by keeping the particles more orderly distributed.

### 3.12.1 The Time Step

The time step is explicit scheme and chosen according to the Courant-Fredrich-Levy (CFL) condition which, states that the maximum rate of propagation of parameters numerically must not exceed the physical rate \[36\]. In SPH, it means

\[
\Delta t_1 \leq \frac{h}{c_s}. \tag{3.102}
\]

where \(c_s\) is the reference speed of sound and \(\Delta t_1\) is the time step to update the SPH equations in time.

If viscosity was taken into account, the minimum time step should take the following form:

\[
\Delta t_2 = \min_i \frac{h}{c_s + 0.6(\alpha c_s + \beta \max_{i,j} \mu_{ij})}. \tag{3.103}
\]

where \(\alpha\) and \(\beta\) are weighting parameters. To be sure that the force exerted on particles are combined correctly, the time step should take the following form:

\[
\Delta t_3 = \min_i \left( \sqrt{\frac{h}{|f_a|}} \right), \tag{3.104}
\]

where \(f_a\) is a force per unit mass.

So, a convenient time step is

\[
\Delta t = \frac{1}{4} \min(\Delta t_1, \Delta t_2, \Delta t_3). \tag{3.105}
\]
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The choice of coefficients can be slightly different depending on the model parameters. For example in Monaghan [116] the following was chosen:

$$\Delta t = \min(0.4\Delta t_1, 0.25\Delta t_2, 0.3\Delta t_3).$$  \hspace{1cm} (3.106)

For other processes, for instance heat conduction, the time step must be chosen to hold them by using the same arguments.

3.13 The SPH algorithm and Code Structure

The SPH solver was developed from scratch using C++ as a programming language for all problems mentioned in this work. Table 3.1 shows a main overview of the source files used in the SPH solver and the list of the C++ source files can be found in Appendix C. The SPH code is written for one-, two- and three-dimensional problems and can be controlled in common.h file. Also, the constants such as reference density, sound speed, gravity, initial separation and viscosity are defined in common.h source file. After choosing the dimension of the problem, the problem domain is generated with particles carrying properties such as pressure, density, position, velocity, mass, acceleration e.t.c. in the generator.cpp file. In general, the type of the particles is flagged to zero for the fluid particles and one for the solid particles. In the next step, all particles positions are inserted into the kd-tree to find the neighbour particles for each particles in the kdtree.h source file. Further, once the neighbour list completed for all particles, main calculations for the SPH discretised formulations such as updating the pressure with Equation (3.72), momentum with Equation (3.61), velocity and position of the particles with Verlet scheme are carried out in the particle.cpp source file. Further, time is updated and output files are generated with all important parameters or ends program if the simulation time is reached or if not, then again creates new kd-tree and follows the same process as mentioned above.

Table 3.2 shows the main variables that was used in the SPH solver where I and D represent integer and double precisions, respectively. The structure of the code that
was developed is shown in Figure 3.18.

<table>
<thead>
<tr>
<th>File name</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>main.cpp</td>
<td>Main file used to execute the code</td>
</tr>
<tr>
<td>common.h</td>
<td>Defines the constants such as gravity, speed of sound and reference density</td>
</tr>
<tr>
<td>generator (.h .cpp)</td>
<td>Generates the problem domain with particles</td>
</tr>
<tr>
<td>kdtree.h</td>
<td>Searches for neighbour particles</td>
</tr>
<tr>
<td>parameter (.h .cpp)</td>
<td>Defines the domain size, kernel type and time end</td>
</tr>
<tr>
<td>particle (.h .cpp)</td>
<td>Calculates all necessary equations such as density and pressure</td>
</tr>
</tbody>
</table>

Table 3.1: Source files used in the SPH solver.
### Table 3.2: Main variables and their descriptions where I and D represent integer and double precisions, respectively.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Type</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>D</td>
<td>Particle mass</td>
</tr>
<tr>
<td>( dx )</td>
<td>D</td>
<td>Initial separation</td>
</tr>
<tr>
<td>( t )</td>
<td>D</td>
<td>Time</td>
</tr>
<tr>
<td>( \rho )</td>
<td>D</td>
<td>Particle density</td>
</tr>
<tr>
<td>( p )</td>
<td>D</td>
<td>Particle pressure</td>
</tr>
<tr>
<td>( c_0 )</td>
<td>D</td>
<td>Speed of sound</td>
</tr>
<tr>
<td>( \mu )</td>
<td>D</td>
<td>Particle viscosity</td>
</tr>
<tr>
<td>( h )</td>
<td>D</td>
<td>Smoothing length</td>
</tr>
<tr>
<td>( \text{idx} )</td>
<td>I</td>
<td>Particle index</td>
</tr>
<tr>
<td>( v )</td>
<td>D</td>
<td>Particle velocity</td>
</tr>
<tr>
<td>( \text{vel}._\text{prime} )</td>
<td>D</td>
<td>Particle acceleration</td>
</tr>
<tr>
<td>( \text{type} )</td>
<td>I</td>
<td>Particle type</td>
</tr>
<tr>
<td>( p_{\text{num}_x} )</td>
<td>I</td>
<td>Number of particle in ( x ) component</td>
</tr>
<tr>
<td>( p_{\text{num}_y} )</td>
<td>I</td>
<td>Number of particle in ( y ) component</td>
</tr>
</tbody>
</table>
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**Figure 3.18:** The Structure of the code used for simulations
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4.1 Perfectly elastic particle bounce

Bouncing of a single particle over a stationary boundary under effect of the gravity was first investigated to determine the accuracy of the kernel implementations and accuracy of the SPH methodology resulted from conservation of mass and momentum; here the momentum interaction is fully inviscid and therefore the interaction between the bouncing particle and the boundary is only dependent on the change in pressure gradient. The test case performed is setup similar to the one used by Crespo et al. [37].

A schematic of the test case is shown in Figure 4.1. The boundary particles are located in a staggered formation and a single free moving particle is placed a distance, $s = 0.3$ m, away from the boundary. The distances between the stationary boundary particles are $dx$ and $dz/2$ in horizontal and vertical directions respectively, where $dx = dz = h/1.3$ and $h = 2.097 \cdot 10^{-2}$ m. The single free moving particle falls under influence of gravity from rest at an initial height $s = 0.3$ m. The sound speed was chosen to be 50 times maximum velocity during the simulation which is equal to the velocity of the bouncing particle just before hitting the boundary particles to limit the compressibility of the material. All SPH particles are modelled using the cubic
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Figure 4.1: Schematic of stationary boundary particles positions. The unshaded circle describes the bouncing single particle and shaded circles describe boundary particles.

spline kernel (Equation 3.33) and the Equation of state (Equation 3.72).

Only gravitational force acts on the moving particle until it is close to smoothing length, $2h$, to the boundary where the falling particle starts interacting with the boundary particles. Figure 4.2 shows the changes in density and pressure when the distance between the free moving particle and boundary diminishes. The density of the falling particle increases according to Equation (3.50), which leads an increase in pressure from Equation (3.72). This creates repulsion force. Direction of the force due to the pressure term is in opposite direction to the falling particle and this can be explained with negative sign in discretised momentum equation (see Equation (3.54)) due to the pressure. This repulsion force is enough to stop the falling particle and repel in opposite direction with the same velocity.

Figure 4.3 shows the change of height of the free moving particle against time; there is no considerable difference between the maximum height after bouncing and the initial height with a maximum error of 0.2% found at the return position. Figure 4.4 shows the change in velocity at y-axis against time. Here, velocity of the bouncing particle before collision is equal to the velocity after collision but in the opposite direction, which is the result of the force exerted from the stationary boundary particles and thus conserves momentum. The Figure 4.5 shows the velocity change against height using the SPH method (blue crosses) and in good agreement with analytical solutions.
(red line) obtained from kinematics equations derived from the following relationships:

\[ v = \sqrt{2gh} \]  

(4.1)

where \( v \) is the velocity, \( g \) is the gravity and \( h \) is the height of the free moving particle.

This simple test shows that bouncing particle can be returned to the initial height without losing energy due to the repulsive force between particles.

**Figure 4.2:** Change of density and pressure of the bouncing particle close to boundary particles
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Figure 4.3: Change of height of the bouncing single particle against time and the SPH results are in good agreement with the theoretical results.

Figure 4.4: Change of velocity in y-axis of the bouncing single particle against time and the SPH results are in good agreement with the theoretical results.
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Figure 4.5: Change of velocity in y-axis of the bouncing single particle against height and the SPH results are in good agreement with the theoretical results.

Figure 4.6: Change of density of the bouncing single particle against time and the SPH results are in good agreement with the theoretical results.
4.2 Couette flow

A two-dimensional Couette flow is used to test the effects of viscous dissipation where a fluid is driven between two infinite parallel plates, one of which is moving while the other is stationary. The plates are separated by a distance of \( L = 10^{-3} \) m. Periodic boundary conditions are applied in the x direction so that SPH particles to mimic an infinitely long domain. The initial conditions of the fluid are same with those used by Morris\[123\], as shown in Table 4.1, and the fluid used is water.

The lower plate is kept static whilst the upper plate is moving with a constant velocity of \( V_0 = 1.25 \times 10^{-5} \) m/s and this drives the fluid which was initially at rest and a schematic of the Couette flow is shown in Figure 4.7. All SPH particles are separated from each other by \( dx = dy \) in x and y axis. A cubic kernel is used with smoothing length of \( h = 1.3dx \). The plates are modelled using three layers of particles with constant density and is equal to the initial density of the fluid particles. The speed of sound is chosen as \( c_0 = 100U_{\text{max}} \). With \( U_{\text{max}} \) equal to the velocity of the moving plate \( V_0 \). The velocity difference between the fluid and the moving plate created viscous shear forces between the layers of fluid particles.

<table>
<thead>
<tr>
<th></th>
<th>Fluid</th>
<th>Lower plate</th>
<th>Upper plate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure, ( p ) (Pa)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Velocity, ( \vec{v} ) (m/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Acceleration, ( \dot{\vec{v}} ) (m/s²)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Initial particle separation, ( dx = dy ) (m)</td>
<td>( 4.54 \times 10^{-5} )</td>
<td>( 4.54 \times 10^{-5} )</td>
<td>( 4.54 \times 10^{-5} )</td>
</tr>
<tr>
<td>Smoothing length, ( h ) (m)</td>
<td>( 1.3dx )</td>
<td>( 1.3dx )</td>
<td>( 1.3dx )</td>
</tr>
</tbody>
</table>

Table 4.1: The initial conditions of the SPH particles for Couette flow
The theoretical solution of the Navier-Stokes equations used for comparison is obtained from Morris et al. \cite{123} is:

\[
v_x(y, t) = \frac{V_0}{L} y + \sum_{n=1}^{\infty} \frac{2V_0}{n\pi} (-1)^n \sin \left( \frac{n\pi y}{L} \right) \exp \left( -\frac{\nu n^2 \pi^2}{L^2} t \right).
\]

where \( v_x \) is the velocity of the fluid in \( x \)-axis, \( \nu \) is kinematic viscosity, \( \rho \) is the density of the fluid and \( L \) is the distance between lower and upper plates.

Figure 4.8 shows the comparison of the velocity profile obtained from the Equation (4.2) and SPH at different times. The steady-state results are in good agreement with maximum error of 0.5%, verifying the approach used for viscous forces with SPH method. The same test case was simulated with SPH by Morris \cite{123} and the results were in close agreement with error of within 0.5%.
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Figure 4.8: a) Velocity field for Couette flow simulation with SPH particles distribution at the time when the fluid gets to steady state motion. b) Comparison of theoretical and the SPH solutions at four different times, and the results are in good agreement with maximum error of 0.5%
4.3 Poiseuille flow

A two-dimensional Poiseuille flow problem is also used to examine the viscous effects applied by a pressure gradient force on a fluid located between two stationary infinite plates. Following Morris [123], a body force in the x direction is applied to simulate pressure gradient and periodic boundary conditions are applied to create an infinitely long domain in the x direction.

The initial conditions of the fluid are same with those used by Morris [123], shown in Table 4.2, and the fluid used is water. Lower and upper plates are separated from each other by a distance of \( L = 10^{-5} \text{ m} \), as shown in the schematic in Figure 4.9. All SPH particles are separated from each other by \( dx = dy \) in \( x \) and \( y \) axis. A cubic kernel is used with smoothing length of \( h = 1.3dx \). The plates are modelled using three layers of particles with constant density and is equal to the initial density of the fluid particles. The speed of sound is chosen as \( c_0 = 10^{-3} \text{ m/s} \).

Figure 4.10a shows the steady-state SPH results, demonstrating good agreement for maximum velocity of \( 1.23 \times 10^{-5} \text{ m/s} \) compared against \( 1.223 \times 10^{-5} \text{ m/s} \) calculated analytically. A theoretical solution for comparing the velocity profile at various times

<table>
<thead>
<tr>
<th></th>
<th>Fluid</th>
<th>Lower plate</th>
<th>Upper plate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure, ( p ) (Pa)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Velocity, ( \vec{v} ) (m/s)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Acceleration, ( \dot{\vec{v}} ) (m/s²)</td>
<td>10⁻⁴</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Initial particle separation, ( dx = dy ) (m)</td>
<td>( 1.96 \times 10^{-7} )</td>
<td>( 1.96 \times 10^{-7} )</td>
<td>( 1.96 \times 10^{-7} )</td>
</tr>
<tr>
<td>Smoothing length, ( h ) (m)</td>
<td>( 1.3dx )</td>
<td>( 1.3dx )</td>
<td>( 1.3dx )</td>
</tr>
</tbody>
</table>

Table 4.2: The initial conditions of the SPH particles
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Figure 4.9: The geometry of the Poiseuille flow in 2D.

is given by:

\[
v_x(y, t) = \frac{F}{2\nu}y(L - y) - \sum_{n=0}^{\infty} \frac{4FL^2}{\nu \pi^3 (2n + 1)^3} \sin \left( \frac{\pi y}{L} (2n + 1) \right) \exp \left(-\frac{(2n + 1)^2 \pi^2 \nu}{L^2} t \right).
\]

(4.3)

where \(v_x\) is the velocity of the fluid in \(x\) axis, \(\nu\) is viscosity, \(\rho\) is the density of the fluid, \(L\) is the distance between lower and upper plates.

The SPH solution exhibits a maximum error in profile at steady-state of 0.5% and is comparable to those presented in Morris [123] and Violeau [151]. Figure 4.10 shows the comparison of the velocity profile obtained from the Equation (4.3) and SPH at different times. High accuracy is seen with maximum error of 0.5% between SPH and the theoretical solution. The same test case was simulated with SPH by Morris [123] and the results were in close agreement with error of within 0.7%.
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Figure 4.10: 

(a) Velocity field for Poiseuille flow simulation with SPH particles distribution at the time when the fluid gets to steady state motion. 

(b) Comparison of theoretical and the SPH solutions at four different times.
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4.4 Lid Driven Cavity

The capability of SPH to model high Reynold number flows is considered by using well-defined lid-driven cavity test case. Here the fluid is located in a rectangular enclosed cavity with dimensions $0 \leq x \leq 1$ and $0 \leq y \leq 1$ with a moving lid. The geometry of the square cavity is as shown in Figure 4.11. The lid moves with a constant velocity $V_0$ to the right. Due to the effects of viscous forces, the fluid will begin rotating clockwise in the square cavity, and the developed flow structure is dependent only on the velocity of the lid. Water is used as the fluid. The particles are initially located at a distance $dx = dy$ from each other in both the vertical and horizontal directions, and their velocity and pressure set at zero. A cubic kernel is used with smoothing length of $h = 1.3dx$. The walls of the square cavity are modelled using three layers of stationary particles with constant density and is equal to the initial density of the fluid particles. The speed of sound is chosen as $c_0 = 100U_{max}$. With $U_{max}$ equal to the velocity of the lid $V_0$.

The lid-driven cavity problem is solved for three different Reynolds numbers, $Re = 100$, $Re = 1000$ and $Re = 10,000$, each with resolutions of $50 \times 50$, $100 \times 100$

![Figure 4.11: The geometry of the lid driven cavity flow in 2D](image-url)
and 200 × 200 particles, respectively. There is no analytical solution for the lid-driven cavity, but there exists numerical solution for comparison and validation. The results are compared to the finite volume approach performed by Ghia et al. [61], who modelled the lid-driven cavity case with multi-grid on a 257 × 257 mesh and Adami et al. [2] who modelled the problem using a transport-velocity formulation with weakly-compressible SPH. Comparisons are made using the steady-state flow results.

Figure 4.12 shows the steady-state velocity profile for $Re = 100$. The velocity field (see Figure 4.12c) is in good agreement with the velocity field (Figure 4.12d) which simulated by Adami et al. [2]. The colors in the Figures 4.12c and 4.12d represents the absolute value of the velocity changing from zero (blue) to $V_{LID}$ (red), and the fluid rotates in the clockwise direction. The fluid close to the bottom of the square cavity moves very slow and due to the shear force at the moving lid, a single core vortex appears between the centre of the cavity and the moving lid. Figure 4.12a and 4.12b shows the comparison of the results with Ghia et al. [61], where the horizontal and vertical velocity components are plotted against the vertical and horizontal centreline of the cavity, respectively. It shows that for the SPH approach, resolution of 50 × 50 particles provides sufficient accuracy for low Reynolds number, $Re = 100$, lid driven cavity flows.

As the velocity of the lid increases for $Re = 1000$ and $Re = 10000$, see Figures 4.13c and 4.14c, the velocity field showed that the size of the core vortex becomes larger with increasing Reynolds number and is located more centrally. At $Re = 1000$, accuracy increases with increasing the particle resolution as shown in Figures 4.13a and 4.13b and the velocity field (see Figure 4.13c) is in good agreement with the velocity field (see Figure 4.13d) which simulated by Adami et al. [2]. The lid driven cavity test shows that our developed solver can be used to simulate fluid flows with high Reynolds number.
Chapter 4. Validation of SPH methodology

(A) Velocity profile: $V_y(x)$ at $y = 0.5$
    (vertical centreline)

(B) Velocity profile: $V_x(y)$ at $x = 0.5$
    (horizontal centreline)

(C) Velocity field with vectors. 50x50 particles

(D) Similar velocity field obtained by Adami et al. [2]

**Figure 4.12:** Lid Driven Cavity, Re=100
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(a) Velocity profile: $V_y(x)$ at $y = 0.5$ (vertical centreline)

(b) Velocity profile: $V_x(y)$ at $x = 0.5$ (horizontal centreline)

(c) Velocity field with vectors. 200x200 particles

(d) Similar velocity field obtained by Adami et al. [2]

Figure 4.13: Lid Driven Cavity, Re=1000
Figure 4.14: Lid Driven Cavity, Re=10000
4.5 Dam break over a dry tank

Previous test cases such as the Couette flow, Poiseuille flow and lid driven cavity flows are well defined as the domain is fully enclosed and as a result, fluid particles are surrounded by boundary particles which avoids density deficiency near the boundaries that ensured the availability of a full kernel support. 2D Dam break test case is considered to study the behaviour of the particles with a free surface. The findings are compared against the collapse of a dam over a dry tank due to the effects of gravity against the experiment done by Koshizuka and Oka [80]. A full explanation of the experiment is available in Koshizuka and Oka [80] with a schematic configuration shown in Figure 4.15. The tank is $4L = 0.584$ m long, with initial size of the water column $L = 0.146$ m long and its height $2L = 0.292$ m. The fluid used is water.

Water particles are initially set at rest, with initial particles separation that is uniformly equi-distance, $dx = dy = L/25$. A cubic kernel is used with smoothing length

![Figure 4.15: The schematic configuration of the water is shown by a blue color and subsequent configuration by a dashed line.](image-url)
of $h = 1.3dx$. The walls of the tank are modelled using three layers of dummy particles using the same parameters as the fluid particles and a repulsive force (see Equation (3.76)) is applied to prevent particle penetration.

In this simulation, the stabilized continuity density Equation (3.51) is used rather than traditional continuity density Equation (3.50) due to its advantages of removing spurious oscillations in the density field. The comparison of the density fields between the continuity Equation (3.50) and the stabilized continuity Equation (3.51) is shown in Figure 4.16 at different times. It can be seen that the stabilized continuity equation reduces the density fluctuation significantly which in its turn provides much smoother pressure and velocity fields as shown in Figure 4.17 and 4.18, respectively.

It is obvious that the stabilized continuity density approach produces smoother and more realistic free surface compared to the traditional continuity density approach as shown in Figure 4.19. Also, it must be underlined that the current approach avoids the very disordered particles as it can be seen in the right column in Figure 4.16, but it does not ideally distribute particles ordered (sometimes two particles may come too close to each other i.e. see Figure 4.16) and it may require extra treatment to make particles movement more homogeneous, such as XSPH [117].

Dehnen and Aly [43] concluded in their joint work that Wendland [155] kernel functions (see Equation (3.39)) are ideal candidate for free surface problems. Figure 4.20 shows the comparison between the Wendland kernel function and the cubic kernel function. In the left column in Figure 4.20, red circles highlight some regions two neighbour particles may come too close to each other with the cubic kernel function despite of using the stabilized continuity density approach. However, the Wendland kernel function keeps the distance between neighbour particles constant as it shown in right column of Figure 4.20. The minimum inflection point for the gradient in the Wendland kernel occurs at $q = 0.5$ compared to other kernels, for example, the cubic spline kernel where the minimum inflection point is $q = 0.75$. From the SPH discretised Navier-Stokes equation (see Equation 3.61) the pressure gradient term is influenced by $\nabla W$ and the wider positive gradient range is delineated by the dash-red
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line of the Wendland kernel (between 0.5 and 2.0) as shown in Figure 3.9; while for other kernels, for example, the cubic spline kernel has a range between 0.75 and 2.0. This allows inter-particles repulsion to occur over a wider range (when $q \geq 0.5$) before diminishing returns after the inflection point (when $q < 0.5$).

As shown in Figure 4.21, the $x$-position of the leading edge, $Z$, which is also known as a dam toe in SPH literatures and the maximum dam depth, $H$, on the left-hand wall were considered over time, $t$, in order to validate the model. The comparison between the SPH results and the experimental results provided by Koshizuka and Oka [80] showed very close agreement, where solid lines correspond to the SPH results and dots to experimental results. The small offset along, $Z$, which means that the speed of the dam toe is slower than the SPH calculations and this could be due to the friction force between the tank and the fluid.
Figure 4.16: The SPH density fields comparison between the traditional continuity density approach (left column) and the stabilized continuity density (right column) at $t = 0.1$ s, $t = 0.2$ s and $t = 0.3$ s. Densities are in kg/m$^3$. 
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Figure 4.17: The SPH pressure fields comparison between the traditional continuity density approach (left column) and the stabilized continuity density (right column) at $t = 0.1\, s$, $t = 0.2\, s$ and $t = 0.3\, s$. 
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Figure 4.18: The SPH velocity magnitude fields comparison between the traditional continuity density approach (left column) and the stabilized continuity density (right column) at $t = 0.1$ s, $t = 0.2$ s and $t = 0.3$ s. Velocities are in m/s
Figure 4.19: The SPH free surface comparison between stabilized continuity density approach and traditional continuity density approach at $t = 0.2$ s and $t = 0.3$s
Figure 4.20: The SPH comparison between the cubic kernel function (left column) and the Wendland kernel function (right column) at $t = 0.1\,\text{s}$, $t = 0.2\,\text{s}$ and $t = 0.3\,\text{s}$. Some particle clusterings are shown with red circles.
Figure 4.21: Dam break over a dry tank. Non-dimensional maximum $x$-position of the dam toe $Z/L$ and the maximum dam depth $H/2L$ on the left-hand wall versus non-dimensional time $t\sqrt{2g/L}$. Solid lines correspond to the SPH results and dots to experimental results [80].
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Surface Tension

5.1 Surface Tension

The surface tension force is considered as an external force acting on the free surface of the fluid. Ordinarily, the Navier-Stokes equation does not contain the surface tension force and it is considered as an external force. The boundaries of Lagrangian fluid can be defined by the particles. Fluid molecules inside the fluid are in absolute equilibrium due to the attractive forces among the all neighboring molecules. The attractive forces are not balanced for the fluid molecules at the surface of the fluid and this produces surface tension.

In general, there are two methods to model the effect of surface tension with SPH. In the first method, an inter - particle interaction force (IIF) is introduced between all SPH particles to simulate the effect of the surface tension directly [75, 101, 102]. Tartakovskvsky et al. [145] suggested the following equation for the inter-particle interaction force:

\[
F_{ij} = \begin{cases} 
    s_{ij} \cos \left( \frac{1.5\pi}{3h} |r_{ij}| \right) \frac{r_{ij}}{|r_{ij}|}, & |r_{ij}| \leq 3h \\
    0, & |r_{ij}| > 3h 
\end{cases}
\]  

(5.1)

where \(s_{ij}\) is the strength of the force between particles and also controls the type of the fluid.
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It can be seen from the above equation that it is repulsive when particles come close to each other and attractive when particles move further apart as shown in Figure 5.1. These forces are expected to be balanced inside the droplet due to the "symmetrical" distribution of the particles. On the other hand, it is not balanced at the free surface and the resultant direction of the net force is in the same direction of the surface normal. These net forces on the surface contribute to the surface tension forces.

![Figure 5.1: Inter-particle interaction force is repulsive when particles are close to each other and attractive when particles are far from each other, see equation (5.1)](image)

From Equation (5.1), an acceleration due to the surface tension force can be readily introduced into the momentum Equation (3.61) by dividing it by the particle mass. The momentum equation can be rewritten as follows:

\[
\frac{D\mathbf{v}}{Dt} = -\sum_{j=1}^{N} m_j \left( \frac{p_j}{\rho_j^2} + \frac{p_i}{\rho_i^2} \right) \cdot \nabla_i W_{ij} + \sum_{j=1}^{N} m_j \left( \frac{\mu_i + \mu_j}{\rho_i \rho_j} \right) \mathbf{v}_{ij} \left( \frac{1}{r_{ij}} \frac{d W_{ij}}{dr_{ij}} \right) + \frac{\mathbf{F}}{\rho_i} + \frac{1}{m_i} \sum_{j=1}^{N} \mathbf{F}_{ij} \tag{5.2}
\]

The first advantage of the IIF method is that it is straightforward and easy to introduce. The next and the most important advantage of this approach is that it is inherently single phase; the influence from air, for example, can be ignored which reduces computational time significantly. In this method the magnitude of the surface tension depends on the strength of the force, \( s_{ij} \). The value assigned to this strength
is not trivial and needs to be adjusted for different cases, for example, when the size of the problem changes and if the property of the fluid changes. In order to generate the appropriate surface tension for a specific fluid used an approach using droplet oscillation (see Section 5.3) will be employed.

The second method, proposed by Brackbill et al. [29], is based on an approach using the continuum surface force (CSF), where surface tension properties can be readily introduced into the momentum equation. The main advantage of this method is that the actual physical parameters of the given fluid is employed and therefore do not require repetitive trial and error.

The present work proposed a modified form of the CSF methodology which uses a single phase approach to the original two phase method of Brackbill et al. [29]. Here, the surface tension force per unit mass will be applied only to the particles on the free-surface via:

\[ f_s = \frac{\sigma \kappa \delta_\varepsilon}{\rho} \]  \hspace{1cm} (5.3)

where \( n \) is the unit surface normal vector at the interface pointing inwards to the fluid, \( \sigma \) is the coefficient of surface tension which depends on the type of the fluid, \( \kappa \) is the surface curvature and \( \delta_\varepsilon \) is the surface delta function. \( \delta_\varepsilon \) is set to \( 1/\Delta s \) on the surface and \( \Delta s \) takes the value of the initial particle separation.

In the original implementation of CSF approach [122], a so-called smoothed color field is used to find the surface of the fluid on which the surface tension force is applied. The smoothed color field is defined as:

\[ c_i = c(r_i) = \sum_j \frac{m_j}{\rho_j} W(r_i - r_j, h). \]  \hspace{1cm} (5.4)

The value of the smoothed color field is dependent on a full set of neighbouring particles that the kernel in Equation (5.4) sees; particles away from the free surface will have a value approaching unity while particles on the free surface will have a value
less than 1.

Alternatively, the surface of the fluid can be determined from the divergence of particle position \[81\]:

$$\nabla \cdot \mathbf{r} = \sum_j \frac{m_j}{\rho_j} \mathbf{r}_{ij} \cdot \nabla_i W_{ij} \quad (5.5)$$

For 2D problems, $$\nabla \cdot \mathbf{r}$$ should be around 2 for the particles with a full kernel support and less than 2 for the particles close to the surface. Lee et al. [81] used 1.5 as a threshold to determine particles that located at the surface for the dam-breaking problem.

The unit surface normal which denotes the direction of the surface tension force is obtained from the gradient of the smoothed color field, and only calculated on surface particles using one of the above mentioned conditions:

$$\mathbf{n} = \frac{\nabla c}{|\nabla c|} \quad (5.6)$$

where

$$\nabla c = \sum_j \frac{m_j}{\rho_j} \nabla W(\mathbf{r}_i - \mathbf{r}_j, h) \quad (5.7)$$

The surface curvature can be written using the divergence of the surface normal,

$$\kappa = -\frac{\nabla \cdot \mathbf{n}}{|\mathbf{n}|} = -\frac{\nabla^2 c}{|\mathbf{n}|} \quad (5.8)$$

Calculation of the curvature in SPH is troublesome because of the large deviations in curvature value due to the Laplacian of the color field. Adami et al. [1] proposed the following (which is a normalised form of the SPH divergence due to its first order consistency):

$$\kappa = -\frac{\nabla^2 c}{|\mathbf{n}|} = d \frac{\sum_j (\mathbf{n}_i - \mathbf{n}_j) V_j \nabla W_{ij}}{\sum_j |\mathbf{x}_i - \mathbf{x}_j| V_j |\nabla W_{ij}|} \quad (5.9)$$

where \(d\) is the spatial dimension of the problem and \(V_j\) is the volume of the neighbour particles.

However, Equation (5.9) is only valid when two phase (for example, fluid and air) are
modelled. The present study introduced a new modified form for the above curvature equation for treating single phase models. It was found that ignoring the air particles, the curvature calculations from Equation (5.9) has to be halved, and further is now given by:

\[ \kappa = \varepsilon \cdot d \frac{\sum_j (n_i - n_j) V_j \nabla W_{ij}}{\sum_j |x_i - x_j| V_j |\nabla W_{ij}|}, \]  

(5.10)

where \( \varepsilon = 0.5 \). Validation to the validity of this revised curvature model is presented in Section 5.2.2.

The surface tension force should be applied only to particles close to the surface, and this can be insured with Equation (5.5), or alternatively, the following normal expression equation can be used:

\[ |n_i| \geq l \]  

(5.11)

because \( |n_i| \) is zero for internal particles. To avoid numeric problems, Equation (5.11) should be applied in conjunction with Equation (5.5) to determine particles located on the surface.
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5.2 Modelling Droplets

The present section aims to study the effectiveness of both the inter-particle interaction force (IIF) and continuum surface force (CSF) approaches employed to model surface forces for arbitrary droplet. Consider the case of a 2D droplet, initially defined as a square, $2.25 \times 2.25$ mm$^2$ in size that is made up of 2025. The fluid used is water density ($\rho = 1000$ kg/m$^3$), dynamic viscosity $\mu = 10^{-3}$ Pa·s). The fluid particles are uniformly distributed with particle separation, $dx = dy = 0.00005$ m. Under only the effects of surface tension forces, the initial shape of the droplet is allowed to evolve to its final equilibrium shape; the initial velocity of the all particles are stationary and each particle has the same mass.

5.2.1 IIF method

In the IIF approach, tracking of the surface of the local curvature and thus, free surface of the fluid is not necessary. The quintic kernel function (Equation (3.37)) is used as a kernel function with a constant smoothing length of $h = 1.3dx$. A constant time step, $dt = 10^{-5}$ s, is used throughout the simulation. The summation density approach is used to calculate density of the particles and the summation density is normalised (see Equation (3.48)) to improve the accuracy at the boundary particles. XSPH is applied in the simulation of the droplet to ensure that the distribution of the particles are homogeneous.

The result shows that the droplet oscillates under the effect of the surface tension force, as shown in the Figure 5.2. Various modes of oscillation is seen as the oscillating droplet evolves from a square shape configuration to a diamond one and back. After about 3 oscillations, the droplet oscillation damps and reaches its final circle shape without any sharp corners. Figure 5.2 clearly shows that the size of the final droplet is in the same order as its initial shape. But, the configuration of particles within the circular final droplet shape contains unphysical rings. This unphysical rings appear even with initial circle droplet shape as shown in Figure 5.3.
Figure 5.2: Formation of a droplet from initial square shape using the IIF approach.
This unphysical rings can be resolved using a few methods. First, a quadratic kernel normally employed for high velocity impact (HVI) problems developed by Johnson et al. [77] is introduced. The quadratic kernel function and its first derivative are given as written below, respectively:

\[
W(r - r', h) = W(q, h) = \alpha_d \begin{cases} 
\frac{3}{8}q^2 - \frac{3}{2}q + \frac{3}{2} & 0 \leq q \leq 2 \\
0 & q > 2,
\end{cases}
\]

\[
\frac{dW}{dr}(q, h) = \frac{\alpha_d}{h} \begin{cases} 
\frac{3}{4}q - \frac{3}{2} & 0 \leq q \leq 2 \\
0 & q > 2,
\end{cases}
\]

where \(\alpha_d = \frac{1}{\pi h^2}\) for two dimensional space.
Figure 5.4: The quadratic kernel function and its first derivative. The derivative of the quadratic kernel function constantly increases as the SPH particles come closer and prevents particle clusterings when this kernel is used only in calculation of the momentum due to the pressure term.

As it can be seen from Figure 5.4 the derivative of the quadratic kernel function increases in magnitude almost constantly as particles come closer, for this reason, this kernel is used only for calculation of the momentum equation due to the pressure term to prevent particle clusterings and therefore solves the unphysical ring problems shown in Figure 5.5. However, the particle separations of the surface particles are not resolved and are close to each other.

The second method for solving the unphysical ringing problem is by applying a repulsive force (see Equation (3.76)) between all fluid particles in the Lennard-Jones form, usually applied between fluid and solid particles to prevent fluid-solid particles penetration. This force is considered as an external force and implemented only in the momentum equation. As a result, particle distribution is more homogeneous as it shown in Figure 5.6.
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As a conclusion, applying the IIF method will lead to the particle clustering. In general, introducing the quadratic kernel in the pressure term and introducing the Lennard-Jones force as an external force helps to avoid particle clustering and they do not affect to the dynamics of the droplet oscillation as it seen from the Figures 5.2, 5.5 and 5.6. However, the surface of the droplet at equilibrium is not an ideally smooth circle for all cases. Another limitation or unphysical property of this method is that the strength of the surface tension force does not depend on the geometry of the surface. For example, the strength of the surface tension force is the same at the surface of the initial square shape even at the sharp corners as shown in Figure 5.7a. The vector plots from Figures 5.7 showed that the surface tension force is near zero at the internal fluid particles. Figure 5.7c further illustrates that the surface tension force for the internal particles is significantly smaller than the force applied on the surface but is random in direction caused by numerical noise; this may have an adverse effect to the long time scale stability of the droplet.
Figure 5.5: Formation of a droplet from initial square shape using the IIF approach with additional quadratic kernel to solve unphysical rings problem.
Figure 5.6: Formation of a droplet from initial square shape using the IIF approach with additional repulsive force in the Lennard-Jones form to solve unphysical rings problem.
5.2.2 CSF method

In this section, a 2D droplet similar to the one employed in Section 5.2.1 is modelled using the CSF method. The continuity density approach (Equation (3.50)) and the cubic spline kernel (Equation (3.33)) was used.

The most important challenge in the simulation of the droplet under the effect of surface tension force with the CSF approach lies in the computation of curvature (see Equation (5.10)) and its unit normal vector (see Equation (5.6)) of the surface. Both
the curvature and unit normal vector on the droplet surface are studied to validate the CSF method for surface tension force. The curvature and unit normal vector are highly dependant on particle distribution. For this reason, the surface tension force is not taken in account to validate the proposed curvature approach and the unit normal vectors direction. A circular droplet shape with equally spaced particles will be used to provide a smooth and consistent particle distribution.

Here, a two-dimensional water droplet of radius 1 mm is considered to verify the proposed curvature equation (see Equation (5.10)) for the single phase problem with initial particle spacing set at 0.1 mm, 0.05 mm and 0.025 mm intervals, giving particle resolutions of 331, 1261 and 4921, respectively, as shown in Figure 5.8. The curvature is calculated only for the surface particles. Results from the simulations were compared against the analytical solution

$$\kappa = \frac{1}{R}$$

where $R$ is the radius of the droplet.

The results are in good agreement with an error of 0.4%. And this proposed curvature formulation (Equation (5.10)) does not depend on the particle resolution as it can be seen from the common color bar in Figure 5.8. The unit norm vector is also calculated only for the surface particles. Directions of the unit norm vector is expected to point inward towards the centre of the droplet because of the initial shape of the droplet. Figure 5.9 shows the directions of the unit normal vector with particle resolutions of 331, 1261 and 4921, respectively. They all showed its direction pointing inwards and to the centre; they do not depend on the resolution.
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Figure 5.8: The curvature of 2D droplet surface with radius of 1mm with particle resolutions of: a) 331, b) 1261 and c) 4921
Figure 5.9: 2D droplet with the normal vector on the surface.
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A surface tension force is applied to the surface particles of the droplet with radius of 1 mm after ensuring that the curvature and the unit normal vector have the correct value and direction. After applying the surface tension force, the water particles re-equilibrates to their stable position. However, particle clusterings/clumpings are observed and the particle distributions are not ordered as shown in Figure 5.10. The CSF method requires very ordered particle distribution since the curvature highly depends on particle distribution. Any unexpected and unphysical particle distributions may lead in increase/decrease of the curvature which increases/decreases the surface tension force. Replacing the cubic kernel with the Wendland kernel (Equation 3.39) makes the particle distribution very ordered as shown in Figure 5.11. However, the Wendland kernel can not always guarantee ordered particle distribution for complex movements, for example, when initial droplet shape is started from square, some particle clusterings and sharp edges appear at the corners as shown in Figure 5.12 and additional repulsive forces such as the in the Lennard-Jones potential may be required.
Figure 5.10: Particle clusterings and clumpings occur with the cubic spline kernel for the particle resolutions of: a) 331, b) 1261 and c) 4921.
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**Figure 5.11:** Droplet simulation with Wendland kernel for the particle resolutions of: a) 331, b) 1261 and c) 4921.
Figure 5.12: Droplet simulation with Wendland kernel for the particle resolutions of: a) 324, b) 1296 and c) 4900. Red circles show particle clusterings when zoomed in.

5.3 Droplet Oscillation

5.3.1 IIF method

The effect of the surface tension force is investigated by considering the case of an oscillating droplet. In the IIF approach, the first task is to determine of the force parameter, $s_{ij}$, that corresponds to the surface tension, $\sigma$, of the fluid. And this can
be performed by comparing the oscillation period of the droplet with the analytical period [128]:

\[ \tau = 2\pi \sqrt{\frac{R^3 \rho}{6\sigma}} \]  

(5.15)

where \( \rho \) is the density of the droplet, \( R \) is the equilibrium radius of the droplet and \( \sigma \) is the surface tension coefficient of the droplet.

The above is performed via trial and error where the strength of the force is adjusted according to the fluid property.

As an example, a 2D droplet was first generated with initial shape of square, later the IIF (Equation (5.1)) was applied to the all SPH particles and the simulation was allowed to run until it reached its equilibrium droplet shape in the absence of gravity. The initial conditions of the droplet are as shown in Table 5.1.

<table>
<thead>
<tr>
<th>Fluid</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, ( \rho ) (kg/m(^3))</td>
<td>1000</td>
</tr>
<tr>
<td>Pressure, ( p ) (Pa)</td>
<td>0</td>
</tr>
<tr>
<td>Velocity, ( \vec{v} ) (m/s)</td>
<td>0</td>
</tr>
<tr>
<td>Acceleration, ( \dot{\vec{v}} ) (m/s(^2))</td>
<td>0</td>
</tr>
<tr>
<td>Initial particle separation, ( dx = dy ) (m)</td>
<td>( 8.888 \times 10^{-5} )</td>
</tr>
<tr>
<td>Smoothing length, ( h ) (m)</td>
<td>( 1.3dx )</td>
</tr>
<tr>
<td>Dynamic viscosity, ( \mu ) (Pa \cdot s)</td>
<td>( 10^{-3} )</td>
</tr>
</tbody>
</table>

Table 5.1: The initial conditions of the SPH particles for 2D water droplet simulation

The final equilibrium circle shape of the droplet was then deformed into an oval shape with the following expression:

\[
\begin{pmatrix}
    x^* \\
    y^*
\end{pmatrix} = \sqrt{\frac{2}{\sin \theta}} \begin{bmatrix}
    x \sin(\theta/2) \\
    y \cos(\theta/2)
\end{bmatrix}
\]  

(5.16)

where \( \theta = \varepsilon \pi \), the eccentricity \( \varepsilon = 0.55 \), \( x, y \) and \( x^*, y^* \) are the components of position of the each particle before and after deformation. The deformed oval droplet is then
let go to oscillate.

Figure 5.13 shows the oscillation snapshots at different time, $t$. In this study, the quadratic kernel (Equation (5.12)) was used to solve clustering problems and to achieve more uniform distribution of the SPH particles. The analytical period of the oscillation of a 2D water droplet with a radius of $1.6 \cdot 10^{-3}$ m according to the Equation (5.15) is equal to 0.019 s. A few oscillations were performed to determine out the correct corresponding strength of the force for a water droplet with the same radius. Figure 5.14 shows the change of the radius in the $x$ and $y$ directions against time with the strength of the force $s_{ff} = 0.008$ and it is clear that the period of the oscillation for this given size of droplet is equal to 0.019 s. As it can be seen from Figure 5.14, oscillation of the droplet damps out quickly and reaches steady state in only 4 oscillations due to the non-zero surface tension force at internal particles (see Section 5.2.1). However, Apfel et al. [7] recorded 82 oscillation for a water drop during an experiment in near zero gravity in space. From here, concluded that the droplet modelled with the IIF method behaved more viscously than it is supposed to be (water). Figure 5.15 shows that the strength of the force $s_{ff} = 0.008$ remains constant for different particle resolutions in order to satisfy the required fluid property (water). However, the damping rate increases with increasing the particle resolution.
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**Figure 5.13:** Snapshots of the oscillation of a 2D droplet with an initial oval shape

**Figure 5.14:** Oscillation of a 2D droplet with a quadratic kernel function
5.3.2 CSF method

2D water droplet is considered presently using the Wendland kernel. A continuity density approach is used to update the density field with a reference density, $\rho_0 = 1000$ kg/m$^3$, and a surface tension value, $\sigma = 0.072$ N/m, which corresponds to the water is set. The physical properties of the water droplet is verified by oscillating the droplet and comparing the period of the oscillation given in Equation (5.15). The oscillation of the droplet is started from an oval initial shape by applying the Equation (5.16) [128] to the equilibrium droplet shape.

Figure 5.16 shows the evolution of the droplet radius with time taken along the cross-section in the x-direction for both the IIF and CSF method. Both the IIF and CSF methods yields the analytical period value of 0.019 s for water. The strength of the surface tension force $s_{ff}$ that corresponds to the water was achieved after a few simulation attempts for the IIF method. For the CSF method, the real surface tension coefficient of the water was used and the period of the oscillation from the simulation
agrees with the analytical period. However, the results showed that the IIF approach damps very quickly and reaches steady state in only 4 oscillations. This is due to the ever-present dissipating internal inter-particle forces within the droplet. On the contrary, the droplet modelled using the proposed CSF approach oscillates far longer and damps out in approximately 60 oscillations. Comparisons with experimental results in Apfel et al. [7] reported that a squeezed droplet of 6.6 cm$^3$ in micro-gravity oscillates as much as 82 times. The results obtained from the modified CSF approach was performed in two-dimensions and one would expect that the surface tension contribution would be smaller and thus the number of oscillations will be fewer compared to three-dimensional ones. Figure 5.17 shows the droplet oscillation snapshots taken at fixed time intervals to compare droplet evolution and particle distribution of the CSF and IIF methodologies. It clearly shows the distinctive particle arrangements between both approaches. The former has a distinctive particle layer at the free-surface boundary interface. This is due to internal inter-particle forces and has been similarly observed in Nugent and Posch [128]. The latter CSF approach showed a much cleaner and evenly particle distribution. The use of the Wendland kernel contributed to minimising the effect of tensile instability [98] while the surface tension forces act only at the interface boundaries. Small voids can be seen for these particle
Figure 5.17: Oscillation snapshots of droplet using the IIF and modified CSF methods taken at various time intervals using a resolution of 1261 particles.

resolution, but these disappear when high particle resolution are used (see Figure 5.20). In addition, droplets at higher resolution tend to hold their shape better but this does not mean that they oscillate larger in amplitude and longer in time. Figure 5.18 shows the radial displacement evolution of the oscillating droplet at different resolution. It shows that as the resolution increase, the amplitude of the oscillation decays much faster and resulted in slightly smaller number of total oscillations, inline with what one would expect from a more tightly packed distribution. The effect of using the weakly incompressible assumption is supported by analysing the changes in density over the first period of oscillation where changes in density is largest. This is shown in Figure 5.19 that the maximum error in density variation is worst at $t = 0.015$ s giving a maximum error value of 0.6%. Nonetheless, the overall density
profile is relatively smooth and this smooth variation persist throughout the remaining oscillations. The results obtained are consistent and accurate within acceptable limits with those of the weakly compressible assumption given in Monaghan [117].

**Figure 5.18:** Evolution of the radial oscillating droplet at various resolutions using the modified CSF approach.

**Figure 5.19:** Density distribution of the modified CSF approach taken at different snapshots in time at the first period of oscillation.
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Figure 5.20: Droplet oscillation snapshots using the modified CSF method taken at various times with particle resolutions of (a) 1261, (b) 2791, and (c) 4921.
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Droplet Spreading

6.1 Static Equilibrium Contact Angle

The present section aims to investigate surface tension effects on droplet spreading. The test cases examined in subsections below uses three different approaches, namely the IIF, CLF and disjoining pressure methods to control static equilibrium contact angles during droplet spreading.

6.1.1 IIF method

Tartakovsky [146] and Zhou [164] successfully studied the wetting effect with the IIF method for two-phase problems which makes the solver more expensive in terms of computing time. Tartkovsky [146] is used a complicated Van der Waals equation of state to update the pressure where it requires the use of three control variables making it not a straightforward approach. Here, the IIF method is applied to the single-phase problem with a simple Tait’s equation of state to update the pressure term which depends on the density change. The IIF method is straightforward and simple to code.
Consider the droplet spreading case presented in Figure 6.1 that shows the initial setup of the fluid laying on the substrate on which it is going to spread. The simulation begins with an initial square droplet shape. Due to the present of solid substrate, the strength of the force between the fluid and solid particles is introduced, $s_{sf}$, which controls the static equilibrium contact angle. Fluid particles that are adjacent to the solid substrate will experience this additional force and balances with the fluid and fluid interaction forces, $s_{ff}$, at the moving interfaces to attain its equilibrium state. The strength of force between the fluid and fluid particles were set to $s_{ff} = 0.008$ which corresponds to the water property for this given volume of droplet (see Subsection 5.3.1) while that between the fluid and solid is tuned within the range of $0 \leq s_{sf} \leq 0.008$ in order to achieve the desired static equilibrium contact angle. The substrate is modelled using three layers of dummy particles with the same initial parameters for water presented in Table 6.1. A cubic kernel is used with smoothing length of $h = 1.3dx$ where $dx$ is a initial separation of the particles. A reference sound speed of 50 times the maximum velocity, $v_{max} = \sqrt{2gR}$, is chosen where $R$ is the radius of the droplet and $g$ is the gravity. Continuity density approach is used to update the density field with a reference density, $\rho_0 = 1000$ kg/m$^3$. The repulsive force in the Lennard-Jones form (given in Equation 3.76) is used to prevent unphysical clusterings of particles (see Section 5.2.1).

Figure 6.2 shows the resultant equilibrium stationary shape at which the static equilibrium contact angle measured from the interaction forces between the solid and fluid particles, $s_{sf}$, for the fluid particle resolutions of 528. It shows that the IIF method, by controlling $s_{sf}$ for fluid water properties, successfully models the spreading of a droplet on a substrate. However, as noted in Figure 6.2q and 6.2r, the steady state droplet shape is not perfectly symmetric at smaller static contact angles. This is due to the low particle resolution and in order to improve this limitation, higher particle resolutions were considered.

In order to carry out the convergence study of the problem, different particle resolutions were used. Figures 6.3 and 6.4 show the evolution of static contact angle, $\theta$, and its dependence on the interaction force between the solid and fluid, $s_{sf}$, for fluid
Figure 6.1: Initial shape of the fluid before applying the surface tension force.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Fluid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ ($kg/m^3$)</td>
<td>1000</td>
</tr>
<tr>
<td>Pressure, $p$ ($Pa$)</td>
<td>0</td>
</tr>
<tr>
<td>Velocity, $\vec{v}$ ($m/s$)</td>
<td>0</td>
</tr>
<tr>
<td>Mass, $m$ ($kg$)</td>
<td>$1.4 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>Acceleration, $\vec{a}$ ($m/s^2$)</td>
<td>0</td>
</tr>
<tr>
<td>Initial particle separation, $dx = dy$ ($m$)</td>
<td>$3.75 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Smoothing length, $h$ ($m$)</td>
<td>$1.3dx$</td>
</tr>
<tr>
<td>Dynamic viscosity, $\mu$ ($Pa \cdot s$)</td>
<td>$10^{-3}$</td>
</tr>
</tbody>
</table>

Table 6.1: Initial parameters of the droplet.

particle resolution of 900 and 1940, respectively, by keeping the same droplet size. To give a clearer picture, Figure 6.5 shows the mean static equilibrium contact angle ($\theta$) for different interaction force between the fluid and solid ($s_{sf}$) and its standard deviation due to the effects of varying resolutions. The relationship between obtained static contact angle and the value of $s_{sf}$ is largely linear between angles $180^\circ - 55^\circ$ and kink in the graph occurs around angle $55^\circ$ and is linear again further on. From the above, Figure 6.5, it is clear that the particle resolution does not effect much the relation between the static contact angle, $\theta$, and the interaction force between the solid and fluid, $s_{sf}$. This can be seen in Figure 6.6 where the surface profiles for the three resolutions of 528, 900 and 1940, at $s_{sf}$ of 0.0005, 0.0035 and 0.008, respectively, were compared. It can be seen that the free-surface profiles are almost overlapping.
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The droplet shape at the stationary state becomes more symmetric for the smaller static angles by increasing the droplet resolution as shown in Figure 6.6c.

In the proposed IIF method, the Tait’s equation of state is limited to static contact angles between around 30° and 180°, while Kordilla *et al.* [79] achieved between 25° and 110° with Van der Waals equation of state. Now, the Tait’s equation of state does not require any tuning parameter unlike the Van der Waals equation of state which has three parameters, that has to be tuned in order to mimic the correct physics and is not a straightforward approach. Furthermore, the proposed approach uses only a single phase model by ignoring the surrounding air while the original approach uses two phases which makes it more computationally expensive.
Figure 6.2: Contact angle dependence on the interaction force between the solid and fluid with the fluid particle resolution of 528. The solid substrate is not shown for simplicity reason.
Continuation of Figure 6.2: Contact angle dependance on the interaction force between the solid and fluid with the fluid particle resolution of 528. The solid substrate is not shown for simplicity reason.
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Figure 6.3: Contact angle dependence on the interaction force between the solid and fluid with the fluid particle resolution of 900. The solid substrate is not shown for simplicity reason.
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Continuation of Figure 6.3: Contact angle dependance on the interaction force between the solid and fluid with the fluid particle resolution of 900. The solid substrate is not shown for simplicity reason.

(k) $s_{sf} = 0.0045$, $\theta = 70^\circ$

(l) $s_{sf} = 0.005$, $\theta = 60^\circ$

(m) $s_{sf} = 0.0055$, $\theta = 55^\circ$

(n) $s_{sf} = 0.006$, $\theta = 50^\circ$

(o) $s_{sf} = 0.0065$, $\theta = 50^\circ$

(p) $s_{sf} = 0.007$, $\theta = 40^\circ$

(q) $s_{sf} = 0.0075$, $\theta = 35^\circ$

(r) $s_{sf} = 0.008$, $\theta = 30^\circ$
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Figure 6.4: Contact angle dependence on the interaction force between the solid and fluid with the fluid particle resolution of 1940. The solid substrate is not shown for simplicity reason.
Continuation of Figure 6.4: Contact angle dependance on the interaction force between the solid and fluid with the fluid particle resolution of 1940. The solid substrate is not shown for simplicity reason.
6.1.2 CLF method

Recently, Huber et al. [74] proposed the so called Contact Line Force (CLF) model to control the contact angle for two-phase problems. This force is only applied to the free-surface fluid particles near the solid substrate (see Figure 6.7a) while the CSF is applied to the other surface fluid particles far away from the solid substrate (see Figure 6.7b). This method is simple and easy to implement into the Navier-Stokes equation as an external force. The idea behind the CLF method is that this external force is applied parallel to the solid substrate as shown in Figure 6.7a.

The CLF per unit mass for a two phase problem is given by:

$$f_c = \frac{\sigma \left[ \cos(\alpha_s) - \cos(\alpha_d) \right] \hat{\nu}}{\rho} \delta$$  \hspace{1cm} (6.1)$$

where $\alpha_s$ is the prescribed static contact angle, $\alpha_d$ is the dynamic contact angle, $\sigma$ is the surface tension, $\rho$ is the density and $\hat{\nu}$ is the unit vector with direction parallel to the substrate (see Figure 6.9). The present study proposed a modification to the
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Figure 6.6: Comparison of droplet shapes at different particle resolutions for the strength of force between the solid and fluid particles $s_{sf}$ at a) 0.0005, b) 0.0035, c) 0.008.
Figure 6.7: Initial particle distribution of the semicircle droplet on the substrate (for simplicity the substrate is not shown here): a) The CLF. b) The modified CSF.

above Equation (6.1) for a single phase model, thus giving the following:

\[
f_c = \gamma \left[ \cos(\alpha_s) - \cos(\alpha_d) \right] \frac{\hat{\nu}}{\rho} \delta \tag{6.2}
\]

where \( \gamma = 2.0 \) which will be verified in Subsection 6.1.3 and all other parameters remain the same.

At the equilibrium state, \( f_c = 0 \), because the static and dynamic contact angles balances each other and, if otherwise, the interface at the droplet will evolve until \( f_c = 0 \) is satisfied. In the current model, only the static contact angle is specified.
Figure 6.8: The direction of the unit distance vector for the fluid particles when the summation is only applied over the solid boundary particles.

Figure 6.9: The direction of the unit vector for the fluid particles near the solid boundary.

The dynamic contact angle is the actual (real) contact angle and is computed from:

\[
\cos(\alpha_d) = -\hat{d}_i \cdot \hat{n}_i
\]  

(6.3)

where \(\hat{d}_i\) is the unit distance vector and \(\hat{n}_i\) is the unit surface normal (see Equation (5.6)).

The distance vector is given by:

\[
d_i = \sum_j V_j r_{ij} W_{ij}
\]  

(6.4)

The distance vector points direct to the substrate where the summation is only introduced over the solid particles as shown in Figure 6.8. The vector in the right hand
side of the Equation (6.1) is calculated from the following equation:

\[ \nu_i = |d_i|^2 n_i - (d_i \cdot n_i) d_i \]  

(6.5)

Figure 6.9 shows direction of the unit vector for the fluid particles near the solid substrate since the distance vector \( \mathbf{d}_i \) exists only for these fluid particles. Further, these unit vectors are used as direction of the CLF for the edge fluid particles at the interface at both side.

The aim of \( \delta \) in the Equation (6.1) is to transform the the force per line to the force per volume. This function is given by:

\[ \delta_i = -2 \hat{d}_i \cdot \sum_j V_j (\delta'_j - \delta'_i) \nabla W_{ij} \]  

(6.6)

with

\[ \delta'_j = \begin{cases} \delta'_i & \text{if } j \in \text{fluid} \\ 0 & \text{if } j \in \text{boundary} \end{cases} \]  

(6.7)

and

\[ \delta'_i = \hat{\nu}_i \cdot n_i \]  

(6.8)

As it can be seen from the Equation (6.1), only two parameters, the surface tension coefficient, \( \sigma \), and the static contact angle, \( \alpha_s \), are used as an input parameters to control the contact angle.

### 6.1.3 Droplet Spreading using CLF

For this section, the initial shape of the droplet is started from semicircle since as stated earlier in Subsection 5.2.2) square shape has edge issues which will further compounds the spreading process. For the setup, an initial semicircle of 1.5 mm with 1420 fluid particles is placed on a flat substrate with 490 solid particles. The substrate is modelled using five layers of dummy particles with the same initial parameters as with the fluid particles. A Wendland kernel is used with smoothing length, \( h = 1.3dx \),
where $dx$ is an initial separation of the particles, which is constant during the simulation for all particles. The reference sound speed was chosen to 50 times maximum velocity during the simulation which is $\sqrt{2gR}$ where $R$ is the radius of the droplet and $g$ is the gravity. The Verlet scheme is used to update the position and the velocity of the SPH particles. Continuity density approach is used to update the density field with a reference density $\rho_0 = 1000 \text{kg/m}^3$. Pressure is computed with the Taits equation of state. All other initial properties are shown in Table 6.2. The surface tension effect was simulated with the modified CSF method while the contact angle was carried out with the CLF method.

The challenging part of CLF method is the computation of the dynamic contact angle. The reason why it is challenging is that the unit surface normal in Equation (6.3) points in the wrong direction for the surface fluid particle near the solid substrate since it involves the summation of all neighbouring particles (see Equation (5.6)) which in this case lead to the wrong dynamic contact angle computation as shown in Figure 6.10a. Based on the initial starting shape of the droplet on the flat substrate (see Figure 6.10), the dynamic contact angle is 90° (see Figure 6.10b with green shaded semicircle) which can be achieved by considering the correct neighbour region. To get the correct neighbour list for the surface fluid particles near the substrate, simple algorithm were developed and applied. Conditions $\nabla \cdot \mathbf{r} < 1.5$ (see Equation (5.5)) and $|\mathbf{d_i}| \neq 0$ (see Equation (6.4)) are used to track the free-surface fluid particles close to the solid substrate in order to apply the CLF conditions. The applied CLF will either drive the contact line away (see Figure 6.11a) or towards (see Figure 6.11b) the bulk of the fluid when the static contact angle is smaller or bigger than the initial dynamic contact angle of 90°. In either case, the contact line will begin to move continuously until the dynamic contact angle equals to the prescribed static equilibrium contact angle, so that the condition $f_c = 0$.

Figures 6.12, 6.13 and 6.14 show the droplet evolution shapes at equilibrium state for various static contact angles with the fluid particle resolutions of 375, 1000 and 3880, respectively. It can be seen from these Figures that the droplet shapes are realistic and symmetric on both sides. However, for some contact angles the maximum
Figure 6.10: The direction of the unit surface normal for the surface fluid particles near the solid substrate: a) with the default calculation. b) expected absolute error is around 10% as shown in Figure 6.16. Huber et al. [74], in their work had an absolute error of around 5% by applying the method to two-phase problems. Absolute error decreases when the fluid particle resolution increases for the contact angles between 30° and 110° as shown in Figures 6.16 and 6.15b-c. It can be seen that the so called "mushroom" formation is more obvious as a result of particle deficiency noticed at lower particle resolutions as shown in Figures 6.12a-c and 6.13a-c. From the present work where the CLF method is applied for single-phase problem for the first time, the difference between the static contact angle and the set static contact angle is considered to be minimal.
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<table>
<thead>
<tr>
<th></th>
<th>Fluid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ ,(kg/m³)</td>
<td>1000</td>
</tr>
<tr>
<td>Pressure, $p$ ,(Pa)</td>
<td>0</td>
</tr>
<tr>
<td>Velocity, $\vec{v}$ ,(m/s)</td>
<td>0</td>
</tr>
<tr>
<td>Mass, $m$ ,(kg)</td>
<td>$1.4 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>Acceleration, $\ddot{v}$ ,(m/s²)</td>
<td>0</td>
</tr>
<tr>
<td>Initial particle separation, $dx = dy$ ,(m)</td>
<td>$3.75 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Smoothing length, $h$ ,(m)</td>
<td>$1.3dx$</td>
</tr>
<tr>
<td>Surface tension coefficient, $\sigma$ ,(N/m)</td>
<td>0.0182</td>
</tr>
<tr>
<td>Dynamic viscosity, $\mu$ ,(Pa·s)</td>
<td>$10^{-2}$</td>
</tr>
</tbody>
</table>

**Table 6.2:** Initial parameters of the droplet.

**Figure 6.11:** The direction of the CLF depending on the static contact angle and the initial dynamic contact angle a) when the static contact angle is smaller than the initial dynamic contact angle of 90° b) when the static contact angle is higher than the initial dynamic contact angle of 90°
Figure 6.12: Droplet shapes at equilibrium state after applying the CLF with 375 fluid particles for various static contact angles. $\alpha_s$ and $\theta$ correspond to set contact angle and contact angle from simulation.
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Figure 6.13: Droplet shapes at equilibrium state after applying the CLF with 1000 fluid particles for various static contact angles. $\alpha_s$ and $\theta$ correspond to set contact angle and contact angle from simulation.
Figure 6.14: Droplet shapes at equilibrium state after applying the CLF with 3880 fluid particles for various static contact angles. $\alpha_s$ and $\theta$ correspond to set contact angle and contact angle from simulation.
Figure 6.15: Comparison of droplet shapes at different particle resolutions for the contact angles of a) $120^\circ$, b) $90^\circ$, c) $50^\circ$. 
6.1.4 The Disjoining Pressure Method

In this subsection the proposed the so called “disjoining pressure” method to control the contact angle with SPH method is considered for the first time. Sellier [136] and Schwartz [135] used the disjoining pressure method to simulate the interface of thin film flow and droplets over homogenous and heterogeneous substrate using a mesh based lubrication approach. The disjoining pressure method is based on the hypothesis that a thin film exist at the contact line. This thin film is known as a precursor film and has been observed experimentally when the fluid completely wets the substrate. More information on the existence of the precursor film can be found in de Gennes [41].

Following Sellier [136], the disjoining pressure that is used in the present simulation is given by

\[ \Pi(H) = B \left[ \left( \frac{H^*}{H} \right)^n - \left( \frac{H^*}{H} \right)^m \right], \]

(6.9)

where \( B, n \) and \( m \) are constants and \( H^* \) the thickness of the precursor film which is believed to be between 1 to 100nm. The first term on the right hand side in Equation (6.9) describes the fluid-solid attraction and the second term describes the fluid-solid
repulsion. Different values for \((n,m)\) have been used in the literatures. The values of \((3,2)\) was used by Teletzke [148] and Churaev and Sobolev [34] while Mitlin and Petviashvili [105] used the values of \((9,3)\). Figure 6.17 shows the normalised disjoining pressure with the constants \((9,3)\) and \((3,2)\) for \((n,m)\).

According to Schwartz’s [135], the constant \(B\) can be derived from a balanced equilibrium force at the contact angle area when the droplet reaches its stationary state. The value of \(B\) is assumed to be constant during the movement of the contact line. The detailed derivation for \(B\) is presented in Appendix B, and final form is given by:

\[
B = \frac{(n-1)(m-1)}{H^*(n-m)} \sigma (1 - \cos \theta)
\]  

(6.10)

where \(\theta\) is equilibrium static contact angle.

The spreading rate relies on the choice of \(H^*\) which is arbitrary and defined as \(\beta dx\). For this reason, the static contact angle of \(\theta = 90^\circ\) is set and \(\beta\) is tuned until an appropriate value for \(H^*\) achieved to produce the desired static equilibrium contact angle. Once the thickness of the precursor film is obtained, it remains constant for computing all the other contact angles. In the SPH method, there is no need to
generate a precursor film separately, this is because the substrate can be assumed as the precursor film since it carries the same fluid properties. Figure 6.18 shows the schematic representation of the pressure field on the droplet and the substrate (precursor film). The disjoining pressure is applied to the precursor film which begins from the interface contact line in both directions (see Figure 6.18 highlighted in blue). Tait’s equation is applied to the all the fluid particles while the disjoining pressure is applied only to the free-surface particles on the fluid (see Figure 6.18 highlighted in red). Furthermore, the substrate is generated in staggered manner in order to achieve more uniform movement of the contact line.

For the setup, an initial semicircle of 1.5 mm with 425 fluid particles is placed on 308 solid substrate particles. A Wendland kernel is used with smoothing length of $h = 1.3dx$ which is constant during the simulation for all particles, where $dx$ is a initial separation of the particles. The sound speed was chosen to 50 times maximum velocity calculated from $\sqrt{2gR}$ where $R$ is the radius of the droplet and $g$ is the gravity. The Verlet scheme is used to update the position and the velocity of the SPH particles. Continuity density approach is used to update the density field with a reference density, $\rho_0 = 1000$ kg/m$^3$. Pressure is computed with the Tait’s equation of state. All other initial properties are shown in Table 6.3.

![Figure 6.18: The pressure profile for the droplet and the precursor film. The disjoining pressure is applied to the precursor film and also to the surface of the droplet along with the Tait’s equation.](image-url)
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Density, $\rho$ (kg/m$^3$)</td>
<td>1000</td>
</tr>
<tr>
<td>Pressure, $p$ (Pa)</td>
<td>0</td>
</tr>
<tr>
<td>Velocity, $\vec{v}$ (m/s)</td>
<td>0</td>
</tr>
<tr>
<td>Mass, $m$ (kg)</td>
<td>$1.4 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>Acceleration, $\ddot{v}$ (m/s$^2$)</td>
<td>0</td>
</tr>
<tr>
<td>Initial particle separation, $dx = dy$ (m)</td>
<td>$3.75 \cdot 10^{-5}$</td>
</tr>
<tr>
<td>Smoothing length, $h$ (m)</td>
<td>$1.3dx$</td>
</tr>
<tr>
<td>Surface tension coefficient, $\sigma$ (N/m)</td>
<td>0.072</td>
</tr>
<tr>
<td>Dynamic viscosity, $\mu$ (Pa $\cdot$ s)</td>
<td>$10^{-3}$</td>
</tr>
</tbody>
</table>

**Table 6.3:** Initial parameters of the droplet.

Figure 6.19 shows the equilibrium static contact angles with $H^* = 2.8 \cdot dx$ for the droplet resolution of 425. A small gap between the droplet and the substrate can be seen for the contact angles that bigger than 90° (see Figure 6.19a-c). However, this gap decreases in size when the droplet resolution increases as shown in Figures 6.20a-c and 6.21a-c for resolution of 1000 and 1920, respectively, while keeping the same droplet size. The value of $H^*$ is tuned to $3.1dx$ and $3.5dx$ for particle resolutions of 1000 and 1920, respectively, in order to achieve the required contact angle using the same contact angle as an input parameter, $\theta$. The contact angle becomes smoother by increasing the particle resolution as it can be seen in surface profile comparison in Figure 6.22.

According to the Figure 6.24, it can be conclude that the $H^*$ is directly proportional to the particle resolution. This proposed disjoining pressure method is limited to static contact angles between around 30° and 130°. The most important advantage of this method is that there no need to track the contact line like in the CLF method and therefore requires little computational time and resources.
6.1.5 Tanner’s Law

Three different models (IIF, CLF and disjoining pressure) were proposed and employed to accurately predict the advancing/receding contact line at the interface of a droplet spreading on a homogeneously smooth flat substrate. In each model the accuracy of the approach is validated using Tanner’s law \([144]\) given by \(H \sim t^{-1/\zeta}\) via measuring the change in droplet height, \(H\), as a function of time, \(t\); where the exponent for a two-dimensional droplet \(\zeta = 7\). Also, an experiment that were verified by Lelah and Marmur’s \([82]\) found that the drop height as a function of time is given by \(H \sim t^{-1/\zeta}\) where the constant parameter was found to varies between \(0.16 \leq 1/\zeta \leq 0.32\).

Presently, for each model, an initial droplet with radius of 1.5 mm and resolution 1000 fluid particles is simulated by placing on a homogeneous flat substrate of a partial wetted fluid and fluid used is water. Initially, the droplet is allowed to stabilised at the set static contact angle of 60° after which it is allowed to spread by changing the set static contact angle to 30°. Figure 6.23 shows good agreement between decreasing \(H\) as a function of time for the different models employed and Tanner’s law. It shows that the CLF and disjoining pressure model gives \(1/\zeta\) a value for 0.138 and 0.137, respectively, which is almost exactly of that provided theoretically by Tanner’s law of \(1/\zeta = 0.14\). However, for the IIF model the value of \(1/\zeta\) obtained is 0.359 which is still acceptable considering works presented by Lelah and Marmur’s \([82]\).
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Figure 6.19: Contact angle dependence on the set contact angles with the fluid particle resolution of 424 and with $H^* = 2.8dx$. Static contact angles set to a) 150°, b) 130°, c) 110°, d) 90°, e) 70°, f) 50° and g) 30°
Figure 6.20: Contact angle dependance on the set contact angles with the fluid particle resolution of 1000 and with $H^* = 3.1dx$. Static contact angles set to a) $150^\circ$, b) $130^\circ$, c) $110^\circ$, d) $90^\circ$, e) $70^\circ$, f) $50^\circ$ and g) $30^\circ$
Figure 6.21: Contact angle dependence on the set contact angles with the fluid particle resolution of 1920 and with $H^* = 3.5dx$. Static contact angles set to a) 150°, b) 130°, c) 110°, d) 90°, e) 70°, f) 50° and g) 30°.
Figure 6.22: Comparison of droplet shapes at different particle resolutions for the contact angles of a) $150^\circ$, b) $90^\circ$, c) $30^\circ$. 
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Figure 6.23: Evolution of the droplet thickness at the centre of a droplet against time during the spreading process with: a) the CLF method b) the disjoining pressure method c) the IIF method
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6.2 Contact Angle Hysteresis

The aim of the present section is to investigate the effect of contact angle hysteresis on droplets. Contact angle hysteresis is the difference in contact angle at both side of a droplet when it is placed on a substrate. Two types of self-agitation, chemical and thermal Marangoni convection, have been reported. Chemical Marangoni is known as a variation of interfacial tension under isothermal conditions and this leads to the spontaneous mechanical movement of a reactive liquid droplet on a substrate. This motion has been predicted theoretically [41, 64] and verified experimentally [10, 32]. Sumino et al. [140] conducted several experiments and studied the motion of the oil droplet on the glass substrate such as periodic motion on a straight and narrow glass, as shown in Figure 6.25.

The investigation aims to reproduce comparable results to demonstrate the capability of the SPH methodology using the above experimental findings as test cases to provide a means of verify the potential of simulating dynamic interplay of surface tension forces between the advancing and receding droplet interfaces.

For this study, the IIF method was chosen to control contact angle hysteresis because
it is simple and is readily implementable into the existing solver than the CLF and disjoining pressure methods. As stated previously in Chapter 5, there is no need to track the surface particles as this consume additional computational resources and affects computational time for long time scale simulations. Also, tracking the surface particles may not be accurate during the evolution of the droplet movement and this may lead to numerical noise resulted from clustering as observed in the CSF and CLF methods. Stable bigger angles greater than 150° up to 180° can be achieved using the IIF method while the CLF and disjoining methods are limited to a maximum of around 140°.

Consider a droplet of radius 2 mm defined on a flat homogeneous substrate with the same static equilibrium contact angles on both sides similar to the one defined in
Subsection 6.1.1. The initial square droplet profile on a flat substrate is allowed to evolve until it reaches equilibrium (see Figure 6.26a). Here, $s_{ff}$ is applied throughout the fluid droplet and $s_{sf}$ is applied between the fluid and solid interface adjacent to the substrate as described in Subsection 6.1.1. Contact angle hysteresis on the droplet is performed by prescribing different $s_{sf}$ values on the substrate. Presently, $s_{sf}$ for both advancing and receding strengths are applied equidistance from the centre of the droplet, as shown in Figure 6.26. This asymmetric interaction force between the substrate and fluid on both sides of the droplet will result in a hysteresis at the interface contact angles. As a result, an unbalanced force is produced from the difference in surface tension pressures (see Young’s relation from Equation (2.6)) on the both sides of the droplet contact line interface. This propels the droplet in one direction. The smaller contact angle identified in this study as the advancing angle, $\theta_A$, while the larger one is the receding angle, $\theta_R$.

![Figure 6.26](image)

**Figure 6.26:** Schematic diagram of the moving droplet on a substrate due to the difference between the advancing and receding angles ($\theta_R > \theta_A$).

The receding angle is set to $\theta_R = 130^\circ$ while the advancing angle, $\theta_A$, is varied from $130^\circ$ to $30^\circ$. Figure 6.27 shows the rate of change of velocity with time of different receding angles with their respective range of advancing angles. It is observed that the droplet started to move when the difference between the receding and advancing angles becomes greater than $\theta_R - \theta_A = 20^\circ$, as shown in Figure 6.27a. However, in the experiment performed by Chaudhury and Whitesides [32] showed that water droplet begins to move/propelled when the contact angle hysteresis is approximately $10^\circ$. In comparison, in numerical model results showed that the droplet achieves self propulsion when $\Delta \theta > 20^\circ$. The driving force that makes the droplet to move becomes greater than the friction force between the droplet and substrate at $\Delta \theta > 20^\circ$. The
droplet velocity increases gradually and becomes constant at time $t = 0.25$ s when the 
advancing angle approaches $90^\circ$. The same trend is observed for the other advancing 
angles. However, starting from advancing angle of $\theta_A = 50^\circ$, the droplet velocity 
fluctuates and this is due to the big difference between the receding and advancing 
angles which causes drag on the droplet.

For the receding angle of $\theta_R = 110^\circ$, the advancing angle, $\theta_A$, is varied from $110^\circ$ to 
$30^\circ$. Overall, the movement that is observed for the advancing angles of $\theta_A = 70^\circ$ is 
similar to the $\theta_R = 130^\circ$ and $\theta_A = 90^\circ$ result, as shown in Figures 6.27b. The drag 
phenomena appears starting from the advancing angles of $\theta_A = 50^\circ$ and below.

However, in the case of the receding angle of $\theta_R = 90^\circ$, the advancing angle, $\theta_A$, is 
varied from $90^\circ$ to $30^\circ$. For this case, the velocity of the droplet increases with time 
and later remain fairly constant for all advancing angles. This large fluctuations may 
be due to the large contact area between the droplet and substrate, thus causing 
greater friction.

In general, when contact angle hysteresis occurs, and that the droplet begins to move, 
the droplet accelerates until it reaches a constant velocity. The initial acceleration 
is greatest when it begins to move and proportional to the size of contact angle 
hysteresis $\Delta \theta$. However, the trend fades at larger times when the driving force is 
balanced with shearing force between fluid droplet and wetted substrate. It is observed 
that contact angles fluctuate at the advancing and receding interfaces and therefore 
result in velocity oscillation as shown in Figure 6.27 especially for cases when contact 
angle hysteresis are large. This fluctuation in velocity is particularly obvious when 
$\Delta \theta > 50^\circ$. In comparison for cases when $\Delta \theta < 50^\circ$ the fluctuations in velocity are 
egligible and therefore result in smoother acceleration.

Using the above informations and the same size of droplet, periodic motion of the 
droplet on the substrate is simulated with SPH code. The receding and advancing 
angles are set at $90^\circ$ and $50^\circ$, respectively. The receding and advancing angles are 
swapped after each $0.07$ s in order to change the direction of the droplet. The test 
case comparing with the work of Sumino et al. [140] was performed to provide a
future insight to extending the capability of the SPH methodology and solver. From the simulation the results are qualitatively in good agreement with the experiment performed by Sumino et al. [140] as shown in Figure 6.28b. Here, the velocity trend with time is similar to the one observed in the experiment.
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**Figure 6.27:** Droplet velocity against time for different advancing angles, $\theta_A$, with receding angles, $\theta_R$, of: a) $\theta_R = 130^\circ$, b) $\theta_R = 110^\circ$, c) $\theta_R = 90^\circ$
Figure 6.28: Qualitative comparison between the experiment and SPH simulation. a) Top: Experiment conducted by Sumino et al. [140] that shows the periodic movement of the oil droplet on the glass substrate. Bottom: Change of the oil droplet velocity in $x$-component in time. b) Periodic motion of the droplet on a substrate simulated in 2D with SPH (top) and its velocity in $x$-component against time.
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Conclusions and Future Work

7.1 Conclusions

In this thesis, the SPH model was used and developed to accurately predict to simulate surface tension dominated flows, in particular, droplet flows and its evolution with varying contact angle hysteresis. A novel single-phase model is formulated and introduced to account for surface tension effects compared to two-phase model as it requires less computational time since the surrounding air particles are omitted. The main advantage of using SPH is that it does not require any special treatment to capture the free surface and this makes the method advantageous in handling highly non-linear flows such as wave breaking problems. Unlike mesh based methods, SPH does not need special treatment for wet/dry interfaces. Another advantage of SPH is the straightforward and robustness of the method which does not require the need to generate a mesh for simulating flows with complicated geometry.

The solver is developed from the scratch using the C++ programming language. Four different smoothing kernel functions, such as cubic, quartic, quadratic and fourth order kernel functions are implemented within the numerical solver and can be chosen depending on the nature of the problem being investigated. The developed SPH solver, presented in Chapter 3 solves the mass and momentum conservation equations. All
acceleration terms due to the pressure, viscosity, gravity and surface tension force are computed and included in a convenient way for easy control and accessibility. The developed solver is capable of handling 2D problems, and can be easily extended to model 3D problems with Verlet scheme as a time integration. The time step is chosen according to the Courant-Fredrich-Levy (CFL) condition to ensure that the maximum rate of propagation of parameters do not exceeding the physical rate. A Kd-tree method is used to find the nearest neighbour particles during simulations because it is readily adaptable to various boundary conditions and their requirement.

The accuracy of the developed numerical solver in Chapter 4 via a series of known test cases and to measure its performance. The acceleration due to the pressure term in the momentum equation for the case of an inviscid system is tested using the particle movement inside a box test case, and results are compared and verified with analytical solutions. The result showed that the particle bounce returns to its original height after colliding with the substrate, therefore verifying that system is conserved. The pair of Couette and Poiseuille flow problems are performed to verify viscosity effects with results compared against analytical solutions. The steady state results are in good agreement with maximum error of 0.5% for both problems thus verifying the non-slip condition without the need of special treatment on the boundary layers. The lid driven cavity test case is solved using three different resolutions (50x50, 100x100 and 200x200) for three different Reynolds numbers (Re=100, Re=1000 and Re=10000), showing good result accuracy that approaches traditional mesh based methods with increasing resolutions. The final test case investigates a dam break problem to study the evolution changes of the free surface. The Wendland kernel was chosen due to its soft repulsive property since for problems with free surface it improves the particle distribution and make the surface smoother thereby eliminating the need to use of any additional artificial force to preserve particle ordering. The results obtained from our solver agrees well with experimental results.

In Chapter 5, the developed solver is extended to simulate the formation of droplets in vacuum using two different hybrid surface tension models based on the IIF and CSF approaches. In the IIF model, the predicted droplet formation at equilibrium
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state exhibit the presence of unphysical numerical rings and clusterings due to the repulsive and attractive range of the IIF method. Since the repulsive range is less than the attractive range, it causes an unbalanced force to exist, thereby producing the unphysical rings. To solve this problem, two different approaches were used, the first by employing a quadratic kernel function only for momentum due to pressure terms and, the second by using the repulsive force between all particles as an external force in the momentum equation. The repulsive force method was chosen in this thesis due to the more ordered particle distributions. Contrastingly in the CSF model, the above particle ringing problem adjacent to the free-surface does not exist but the methodology requires the surface particles to be tracked and curvature to be computed, thus requiring more computationally time and cost. Unlike the IIF model, the CSF approach require special treatment to solve clusterings problems via introducing the Wendland kernel. A test case using the period for droplet oscillation is employed to examine the accuracy of results obtained from both models and they agreed well with theoretical results.

The effects of how surface tension react on droplets when it is located adjacent to a solid substrate is explored in Chapter 6. Here, the study of droplet spreading with varying contact angles and its evolution is investigated. The IIF, CLF and disjoining pressure approaches were proposed and their performance is studied. In the IIF approach, the contact angle is simply controlled by tuning the interaction strength between the fluid and substrate particles. An advantage of this approach is that there is no requirement to track surface particles which made the methodology simple to deploy. In the CLF approach, the surface particles close to the substrate are detected, tracked and a force is applied in order to control the solid-fluid contact angle while the CSF approach is adopted on the remaining surface particles. In the disjoining pressure approach, high pressure is applied at the solid-liquid interface. The most important advantage of this method is that there no need to track the contact line and disadvantage is that there may appear gap between the solid and substrate and needs to be improved in future. The author believes that disjoining pressure approach is studied here for the first time using SPH. Similar to the CLF approach, the disjoining pressure model requires tracking of surface particles to control the
contact angle. The final problem investigates the effects of contact angle hysteresis. Here, the IIF method is used due to its simplicity, ease of implementation and showed that the methodology is able to handle changes to large and small contact angles. The contact angle hysteresis was studied for different receding angles with varying advancing angles. The change of droplet velocity against time for different contact angle hysteresis shows that the droplet velocity increases initially and then stabilised to a constant velocity.

7.2 Future Work

Three different approaches have been reported in the final chapter of the thesis to study contact angle evolutions. The application of SPH to investigate surface tension dominated flows are still relatively young and various improvements can be done to extend current findings. Among them are:

(i) The contact angle hysteresis with the IIF method can be extended to 3D problems in order to compare with experiments such as droplet running uphill, downhill and climbing steps. Also, the internal circulation of the droplet can be studied with details which is applicable in food and beverage industry.

(ii) The CSF and CLF approaches can be improved in terms of tracking the surface particles to capture higher contact angles. Presently, contact angle of droplets are unstable for angles that higher than 90° because fluid surface particles are located closer to the substrate and tracking particles becomes difficult and this need to be studied in detail to further improve the tracking method. This might also be solved by using higher resolution and/or non-dimensionalising the problem.

(iii) The gap between the droplet and substrate needs to be eliminated in the disjoining pressure approach to enable higher contact angles to be modelled. This proposed disjoining pressure method is limited to static contact angles between
30° and 130°. This can be the result of pressure jump between fluid particles and solid particles. One of the way to solve this problem might be increasing the particle resolution which decreases the particle separation allowing the pressure jump to be smaller.

(iv) The use of parallel computing can be introduced into the solver to reduce the computational time. This allows the problem to be divided into smaller chunks so that the computational load can be distributed across multiple processors on CPUs or GPUs.
Appendix A

Derivation of the Normaliser, Gradient and Laplacian of the poly6 Kernel Function

The efficiency and accuracy of the computation is highly affected by the selection of kernel function in SPH simulation. Basically, the kernel function is a mathematically approximate form of the Dirac $\delta$ delta function. The kernel function should decrease to zero as the distance between the interested particle and its neighbour particle increase. The influence region of the kernel function is defined by the smoothing length $h$, usually $h = 1.3 \cdot dr$ ($dr$ is the initial particle distance).

In this section, a general method to derive normaliser, gradient and laplacian of the poly6 kernel function in both 2D and 3D for the SPH approach is presented, and can be applied in the same way for other kernel functions.
Appendix A. Derivation of the Normaliser, Gradient and Laplacian of the poly6 Kernel Function

A.1 Normaliser in 2D

Let the poly6 function given as

\[ f = (h^2 - r^2)^3 \]  \hspace{1cm} (A.1)

Therefore, the poly6 kernel can be written as

\[ W = \frac{1}{C} f \]  \hspace{1cm} (A.2)

Using the normalisation condition in 2D

\[ C = \int_0^h 2\pi r \cdot f \cdot dr \]  \hspace{1cm} (A.3)

where \( 2\pi r \) is the length of circle

\[
C = \int_0^h 2\pi r \cdot (h^2 - r^2)^3 \cdot dr = \int_0^h 2\pi \cdot (h^6 r - 3h^4 r^3 + 3h^2 r^5 - r^7) \cdot dr
\]

\[
= 2\pi \left[ \frac{h^6 r^2}{2} - \frac{3h^4 r^4}{4} + \frac{3h^2 r^6}{6} - \frac{r^8}{8} \right]_0^h
\]

\[
= \pi(4h^8 - 6h^8 + 4h^8 - h^8) - 0
\]

\[
= \frac{\pi h^8}{4}
\]  \hspace{1cm} (A.4)

Now, for a 2D case

\[ W = \frac{1}{C} f = \frac{4}{\pi h^8} f = \frac{4}{\pi h^8} (h^2 - r^2)^3 \]  \hspace{1cm} (A.5)
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A.2 Normaliser in 3D

Let the poly6 function given as

\[ f = (h^2 - r^2)^3 \]  \hspace{1cm} (A.6)

Therefore, the poly6 kernel can be written as

\[ W = \frac{1}{C} f \]  \hspace{1cm} (A.7)

Using the normalisation condition in 3D

\[ C = \int_0^h 4\pi r^2 \cdot f \cdot dr \]  \hspace{1cm} (A.8)

where \(4\pi r^2\) is the surface area of sphere

\[
C = \int_0^h 4\pi r^2 \cdot (h^2 - r^2)^3 \cdot dr
\]

\[
= \left[ 4\pi \left( \frac{h^6r^3}{3} - \frac{3h^4r^5}{5} + \frac{3h^2r^7}{7} - \frac{r^9}{9} \right) \right]_0^h
\]

\[
= \frac{64\pi h^9}{315} \]  \hspace{1cm} (A.9)

Now, for a 3D case

\[
W = \frac{1}{C} f = \frac{315}{64\pi h^9} f = \frac{315}{64\pi h^9} (h^2 - r^2)^3 \]  \hspace{1cm} (A.10)
A.3 Gradient of the Kernel Function in 2D

Gradient of the poly6 kernel is given as

\[ \nabla W = \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial x} \mathbf{i} + \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial y} \mathbf{j} \]  

(A.11)

where

\[ W = \frac{1}{C} f = \frac{1}{C} (h^2 - r^2)^3 \]  

(A.12)

with

\[ C = \frac{\pi h^8}{4} \]

and

\[ r = x \mathbf{i} + y \mathbf{j} \]

\[ r = |r| = \sqrt{(x^2 + y^2)} = (x^2 + y^2)^{1/2} \]

Derivatives are given by

\[ \frac{\partial W}{\partial r} = \frac{\partial \left( \frac{1}{C} (h^2 - r^2)^3 \right)}{\partial r} = \frac{1}{C} \cdot 3(h^2 - r^2)^2 \cdot (-2r) \]

\[ = -6r(h^2 - r^2)^2 \cdot \frac{1}{C} \]  

(A.13)

\[ \frac{\partial r}{\partial x} = \frac{\partial ((x^2 + y^2)^{1/2})}{\partial x} = \frac{1}{2} (x^2 + y^2)^{1/2 - 1} \cdot 2x = \frac{x}{(x^2 + y^2)^{1/2}} \]  

(A.14)

\[ \frac{\partial r}{\partial y} = \frac{\partial ((x^2 + y^2)^{1/2})}{\partial y} = \frac{1}{2} (x^2 + y^2)^{1/2 - 1} \cdot 2y = \frac{y}{(x^2 + y^2)^{1/2}} \]  

(A.15)
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By substituting derivatives into Equation (A.11) we obtain

\[ \nabla W = \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial x} \hat{i} + \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial y} \hat{j} \]

\[ = -6r(h^2 - r^2)^2 \cdot \frac{1}{C} \cdot \frac{x}{(x^2 + y^2)^{1/2}} \hat{i} + \left( -6r(h^2 - r^2)^2 \cdot \frac{1}{C} \cdot \frac{y}{(x^2 + y^2)^{1/2}} \hat{j} \right) \]

\[ = \frac{1}{C} \cdot \frac{-6r(h^2 - r^2)^2}{(x^2 + y^2)^{1/2}} (x \hat{i} + y \hat{j}) \]

\[ = \frac{1}{C} \cdot \frac{-6r(h^2 - r^2)^2}{r} \mathbf{r} \]

\[ = -6(h^2 - r^2)^2 \frac{1}{C} \mathbf{r} \quad (A.16) \]

Finally, gradient of the poly6 kernel function in 2D:

\[ \nabla W = -6(h^2 - r^2)^2 \frac{1}{C} \mathbf{r} = \frac{-24(h^2 - r^2)^2}{\pi h^8} \mathbf{r} \quad (A.17) \]
A.4 Gradient of the Kernel Function in 3D

Gradient of the poly6 kernel is given as

\[
\nabla W = \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial x} \mathbf{i} + \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial y} \mathbf{j} + \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial z} \mathbf{k}
\]

(A.18)

\[
W = \frac{1}{C} f = \frac{1}{C} (h^2 - r^2)^3
\]

(A.19)

with

\[
C = \frac{64\pi h^9}{315}
\]

and

\[
r = xi + yj + zk
\]

\[
r = |r| = \sqrt{x^2 + y^2 + z^2}
\]

Derivatives are given by

\[
\frac{\partial W}{\partial r} = \frac{\partial \left(\frac{1}{C} (h^2 - r^2)^3\right)}{\partial r}
\]

\[
= \frac{1}{C} \cdot 3(h^2 - r^2)^2 \cdot (-2r)
\]

\[
= -6r(h^2 - r^2)^2 \cdot \frac{1}{C}
\]

(A.20)

\[
\frac{\partial r}{\partial x} = \frac{\partial ((x^2 + y^2 + z^2)^{1/2})}{\partial x} = \frac{1}{2}(x^2 + y^2 + z^2)^{1/2-1} \cdot 2x = \frac{x}{(x^2 + y^2 + z^2)^{1/2}}
\]

(A.21)

\[
\frac{\partial r}{\partial y} = \frac{\partial ((x^2 + y^2 + z^2)^{1/2})}{\partial y} = \frac{1}{2}(x^2 + y^2 + z^2)^{1/2-1} \cdot 2y = \frac{y}{(x^2 + y^2 + z^2)^{1/2}}
\]

(A.22)

\[
\frac{\partial r}{\partial z} = \frac{\partial ((x^2 + y^2 + z^2)^{1/2})}{\partial z} = \frac{1}{2}(x^2 + y^2 + z^2)^{1/2-1} \cdot 2z = \frac{z}{(x^2 + y^2 + z^2)^{1/2}}
\]

(A.23)
Appendix A. Derivation of the Normaliser, Gradient and Laplacian of the poly6 Kernel Function

By substituting derivatives into Equation (A.18) we obtain

\[
\nabla W = \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial x} \mathbf{i} + \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial y} \mathbf{j} + \frac{\partial W}{\partial r} \cdot \frac{\partial r}{\partial z} \mathbf{k}
\]

\[
= -6r(h^2 - r^2)^2 \cdot \frac{1}{C} \cdot \frac{x}{(x^2 + y^2 + z^2)^{1/2}} \mathbf{i}
\]

\[
+ \left( -6r(h^2 - r^2)^2 \cdot \frac{1}{C} \cdot \frac{y}{(x^2 + y^2 + z^2)^{1/2}} \mathbf{j} \right)
\]

\[
+ \left( -6r(h^2 - r^2)^2 \cdot \frac{1}{C} \cdot \frac{z}{(x^2 + y^2 + z^2)^{1/2}} \mathbf{k} \right)
\]

\[
= \frac{-6r(h^2 - r^2)^2}{(x^2 + y^2 + z^2)^{1/2}} \cdot \frac{1}{C}(x \mathbf{i} + y \mathbf{j} + z \mathbf{k})
\]

\[
= \frac{-6r(h^2 - r^2)^2}{r} \cdot \frac{1}{C} \mathbf{r}
\]

\[
= -6(h^2 - r^2)^2 \cdot \frac{1}{C} \mathbf{r}
\]  

(A.24)

Finally, gradient of the kernel function in 3D:

\[
\nabla W = -6(h^2 - r^2)^2 \frac{1}{C} \mathbf{r} = \frac{-945(h^2 - r^2)^2}{32\pi h^9} \mathbf{r}
\]  

(A.25)
A.5 Laplacian of the Kernel Function in 2D

Gradient of the poly6 kernel in 2D is given as

$$\nabla W = -\frac{24(h^2 - r^2)^2}{\pi h^8} r$$

(A.26)

Let

$$A = -\frac{24(h^2 - r^2)^2}{\pi h^8}$$

(A.27)

Then, Laplacian of the poly6 kernel in 2D can be written as

$$\nabla \cdot \nabla W = \left( \frac{\partial}{\partial x} i + \frac{\partial}{\partial y} j \right) (Ax + Ay)$$

$$= \frac{\partial}{\partial x} i \cdot Ax + \frac{\partial}{\partial y} j \cdot Ay + \frac{\partial}{\partial x} j \cdot Ax + \frac{\partial}{\partial y} i \cdot Ay$$

(A.28)

Taking in account that

$$i \cdot i = j \cdot j = 1$$

$$i \cdot j = j \cdot i = 0$$

$$\nabla \cdot \nabla W = \frac{\partial A}{\partial x} x + \frac{\partial A}{\partial y} y + 2A$$

(A.29)

Derivatives are given by

$$\frac{\partial A}{\partial x} = \left( -\frac{24(h^2 - r^2)^2}{\pi h^8} \right) \frac{\partial}{\partial x} = 96(h^2 - r^2)x$$

(A.30)

$$\frac{\partial A}{\partial y} = \left( -\frac{24(h^2 - r^2)^2}{\pi h^8} \right) \frac{\partial}{\partial y} = 96(h^2 - r^2)y$$

(A.31)
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By substituting derivatives into Equation (A.29) we obtain

\[
\nabla \cdot \nabla W = \frac{48}{\pi h^8} (h^2 - r^2)(3r^2 - h^2)
\]

(A.32)

A.6 Laplacian of the Kernel Function in 3D

Gradient of the poly6 kernel in 3D is given as

\[
\nabla W = -6(h^2 - r^2)^2 \frac{1}{C} r = \frac{-945(h^2 - r^2)^2}{32\pi h^9} r
\]

(A.33)

Let

\[
A = \frac{-945(h^2 - r^2)^2}{32\pi h^9}
\]

(A.34)

Then, Laplacian of the poly6 kernel in 3D can be written as

\[
\nabla \cdot \nabla W = \left( \frac{\partial}{\partial x} i + \frac{\partial}{\partial y} j + \frac{\partial}{\partial z} k \right) (Ax i + Ay j + Az k)
\]

\[
= \frac{\partial}{\partial x} i \cdot Ax i + \frac{\partial}{\partial x} i \cdot Ay j + \frac{\partial}{\partial x} i \cdot Az k
\]

\[
+ \frac{\partial}{\partial y} j \cdot Ax i + \frac{\partial}{\partial y} j \cdot Ay j + \frac{\partial}{\partial y} j \cdot Az k
\]

\[
+ \frac{\partial}{\partial z} k \cdot Ax i + \frac{\partial}{\partial z} k \cdot Ay j + \frac{\partial}{\partial z} k \cdot Az k
\]

(A.35)

Taking in account that

\[i \cdot i = j \cdot j = k \cdot k = 1\]

\[i \cdot j = j \cdot k = k \cdot i = 0\]
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\[
\nabla \cdot \nabla W = \frac{\partial}{\partial x} (Ax) + \frac{\partial}{\partial y} (Ay) + \frac{\partial}{\partial z} (Az)
\]

\[
= \frac{\partial A}{\partial x} x + \frac{\partial A}{\partial y} y + \frac{\partial A}{\partial z} z + 3A
\]  

(Equation A.36)

Derivatives are given by

\[
\frac{\partial A}{\partial x} = \frac{\left(-945(h^2-r^2)^2\right)}{32\pi h^9}
\]

\[
= \frac{945(h^2-r^2)x}{8\pi h^9}
\]  

(Equation A.37)

\[
\frac{\partial A}{\partial y} = \frac{\left(-945(h^2-r^2)^2\right)}{32\pi h^9}
\]

\[
= \frac{945(h^2-r^2)y}{8\pi h^9}
\]  

(Equation A.38)

\[
\frac{\partial A}{\partial z} = \frac{\left(-945(h^2-r^2)^2\right)}{32\pi h^9}
\]

\[
= \frac{945(h^2-r^2)z}{8\pi h^9}
\]  

(Equation A.39)

By substituting derivatives into Equation (A.36) we obtain

\[
\nabla \cdot \nabla W = \frac{945}{32\pi h^9}(h^2-r^2)(7r^2-3h^2)
\]  

(Equation A.40)
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Derivation of the force balance at the contact line zone

The static equilibrium of a drop edge is shown in Figure B.1 below. Using the same ideas as Schwartz [135], it is convenient to analyse the fundamental force balance in relation to the equivalent line tension with the disjoining pressure model previously

![Figure B.1: Contact zone of the drop edge at the static equilibrium.](image-url)
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described. Due to the fact that the description is limited to the drop edge, only the two-dimensional case will be considered. The point labelled A in Figure B.1 is estimated to be far away from the substrate such that its height $H$ is a multiple of $H^*$, is at infinite and its $\Pi(H)$ is zero at that point. At equilibrium contact angle $\theta_0$, the inclination at A remain unchanged, thus making pressure jump created by the curvature of the surface to be zero also, thereby making the total pressure at A to be zero. Similarly, at point B near the precursor film, the inclination $\theta$ and its rate of change both are zero with $\Pi(H)$ also zero at this point.

Carry out an integral force balance in the X direction on the region covered by the dashed line in Figure B.1, and knowing that the total pressure at the vertical faces A and B is zero, we came out with the following

\[
0 = \int_{H^*}^{\infty} P(H)dH = \sigma \int_{H^*}^{\infty} \frac{d\theta}{dS}dH - \int_{H^*}^{\infty} \Pi(H)dH, \quad (B.1)
\]

where $S$ is the arc length measured along the free surface. Since $\frac{dH}{dS} = \sin \theta$, the above equation gives

\[
0 = \sigma \cos \theta \bigg|_{\theta_0} - \int_{H^*}^{\infty} \Pi(H)dH, \quad (B.2)
\]

or

\[
\sigma \cos \theta_0 = \sigma - E_d(\infty), \quad (B.3)
\]

where $E_d(H)$ is the local disjoining energy density and $E_d(\infty)$ is equivalent to the so-called spreading coefficient. Equation (B.3) is the disjoining model identical to Young’s Equation (2.6).

Using the two-term disjoining model, the constant B from Equation (6.9) will take the place of $\theta_0$ in Equation (B.2) and will yield

\[
B = \frac{(n - 1)(m - 1)}{H^*(m - n)} \sigma (1 - \cos \theta_0), \quad (B.4)
\]
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List of the C++ source files

```c
#ifndef sphx_common_h
#define sphx_common_h

#include "vector.h"

// Specify dimensions of the problem
typedef c_vector_2d< double > c_vector_xd;

// These constants do not usually require any tweaking
// Do so with care!
#define TOL_NEWTON 1.0e-3
#define VARIABLE_H_ETA 1.3
#define TAITTS_GAMMA 7.0
#define TAITTS_ETA 0.01
#define GRAVITY 9.81
#define IO_PRECISION 12
#define DT_MAX 100.0
#define rho_ref 1000.0

#define InitialSep (0.003/60.0)
#define m_u 0.001
#define LidSpeed 1.0
#define speedsound 6.0
#define f_cfl 0.04
#define f_a 0.04
#define f_mu 0.04
#define d_x 1.2
#endif
```
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```cpp
#include "parameter.h"
#include "common.h"

c_parameter::c_parameter():kernel(""), generator_case("")
{
}

void c_parameter::init()
{
    // Read from file
    kernel = "quintic";          // cubic, quintic, quintic
    generator_case = "test5_3d";
    density = rho_ref;
    density1 = 1.0;
    x_lb = 0.0;
    X_lb = 1.2;
    y_lb = 0.0;
    y_ub = 1.2;
    z_lb = 0.0;
    z_ub = 1.2;
    z_max = z_ub;                // Maximum height of the fluid will travel to define local
                                  // sound_speed
    t_begin = 0.0;
    t_end = 0.06;
    dt = 1.0e-6;
    output_filename = "out";
    output_filename_precision = 6;
    write_interval = 0.001;
}
```
#include "generator.h"

void generator( std::vector< c_particle_properties > &array, const c_parameter &parameter )
{
    bool status = false;
    if ( parameter.generator_case == "test5_3d" )
    {
        generator_test5_3d( array, parameter );
        status = true;
    }

    if ( status == false )
    {
        std::cout << "generator: test not found!\n";
        exit(EXIT_FAILURE);
    }
}

void generator_test5_3d( std::vector< c_particle_properties > &array, const c_parameter &parameter )
{
    // Fluid particle generator
    int p_num_x = 60; // number of particles per dimension
    int p_num_y = 60; // number of particles per dimension
    array.reserve( p_num_x * p_num_y ); // reserve memory to avoid reallocation
    double x_lb = parameter.x_lb;
    double y_lb = parameter.y_lb;
    double x_ub = parameter.x_ub;
    double y_ub = parameter.y_ub;
    double l_x = x_ub - x_lb;
    double l_y = y_ub - y_lb;
    double dx = InitialSep;
    double dy = InitialSep;
    std::size_t counter = 0;
    for ( int i = 0; i < p_num_x; ++i )
    {
        for ( int j = 0; j < p_num_y; ++j )
        {
            double pos_x = x_lb + i * dx;
            double pos_y = y_lb + j * dy;
            c_vector_xd pos( pos_x, pos_y );
            c_vector_xd vel( 0.0, 0.0 );
            c_vector_xd acc( 0.0, 0.0 );
            c_vector_xd vel_old( 0.0, 0.0 );
            double rho = parameter.density;
            double rho_prime = 0.0;
            double rho_old = rho;
            double p = 0.0;
            double mu = m_u;
            double sigma = 0.0726;
            double etas = VARIABLE_R_ETA;
            double m = rho_ref * dx * dy;
            double h = etas * dx;
            int type = 0;

            c_particle_properties prop;
            prop.pos = pos;
            prop.vel = vel;
            prop.vel_old = vel_old;
            prop.vel_prime = acc;
            prop.m = mu;
            prop.p = p;
            prop.rho = rho;
            prop.rho_old = rho;
            prop.rho_prime = rho_prime;
            prop.mu = m;
            prop.sigma = sigma;
            prop.h = h;

            length
            prop.type = type;
            prop.idx = counter;
        }
    }
}
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```cpp
array.push_back( prop );
counter++;
}

// Solid particle generator

int p_num_x_flr = 52; // number of particles per dimension
int p_num_y_flr = 1; // number of particles per dimension
array.reserve( p_num_x_flr * p_num_y_flr ); // reserve memory to avoid reallocation

double x_lb_flr = x_lb;
double y_lb_flr = y_lb;
for ( int i = 0; i < p_num_x_flr; ++i )
{
  for ( int j = 0; j < p_num_y_flr; ++j )
  {
    double pos_x = x_lb_flr - 0.0 * dx + i * dx;
    double pos_y = y_lb_flr - 2.0 * dy + j * dy;
    c_vectorXd pos( pos_x, pos_y );
    c_vectorXd vel( 0.0, 0.0 );
    c_vectorXd acc( 0.0, 0.0 );
    c_vectorXd vel_old( 0.0, 0.0 );
    double rho = parameter.density;
    double rho_prime = 0.0;
    double rho_old = rho;
    double p = 0.0;
    double mu = m_u;
    double sigma = 0.0728;
    double eta = VARIABLE_H_ETA;
    double m = rho_ref * dx * dy;
    double h = eta * dx;
    int type = 1;
    c_particle_properties prop;
    prop.pos = pos;
    prop.vel = vel;
    prop.vel_old = vel_old;
    prop.vel_prime = acc;
    prop.m = m;
    prop.p = p;
    prop.rho = rho;
    prop.rho_old = rho_old;
    prop.rho_prime = rho_prime;
    prop.mu = mu;
    prop.sigma = sigma;
    prop.h = h;
    array.push_back( prop );
    counter++;
  }
}
```
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```cpp
#ifndef sphx_c_kdtree_h
#define sphx_c_kdtree_h

#include <iostream>
#include <vector>
#include <cmath>
#include <algorithm>

// k-d tree template for a single node
// T1: data class (any type)
// T2: template class (any type)
// T2: vector<double>, float, ...

template <typename T1, typename T2>
struct c_knode
{
    T1 data;
    T2 point;

    c_knode< T1, T2 > *left;
    c_knode< T1, T2 > *right;

c_knode()
    : left(0), right(0), data(), point()
{};

    template <typename T1, typename T2>
    c_knode< T1, T2 >
    c_knode< T1, T2 > const &leaf_data, const T2 &leaf_point)
    {
        data = leaf_data;
        point = leaf_point;
        left = 0;
        right = 0;
    }

};

// k-d tree template class
// T1: data class (any type)

template <typename T1, typename T2>
class c_kdmtree
{
private:
    c_knode< T1, T2 > *root;

public:
    c_kdmtree();
    ~c_kdmtree();

    void insert(T1 &data, T2 &point, c_knode< T1, T2 > *leaf, int depth);
    void insert(T1 &data, T2 &point);
    void search_node(T1 &data, T2 &point);
    void search_range(vector<T1, T2> &vec_point, T2 &point,
                      cc_knode< T1, T2 > *leaf, double range, int depth);
    void search_range(vector<T1, T2> &set_data, T2 &point, double range);
    void destroy(c_knode< T1, T2 > *leaf);
};
```
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```cpp
void reset();

template < typename T1, typename T2 >
c_kdTreeNode< T1, T2 >::c_kdTreeNode() : root( 0 )
{
}

template < typename T1, typename T2 >
c_kdTreeNode< T1, T2 >::c_kdTreeNode()
{
    destroy( root );
}

template < typename T1, typename T2 >
c_kdTreeNode< T1, T2 >::c_kdTreeNode()
{
    destroy( root );
}

template < typename T1, typename T2 >
void c_kdTreeNode< T1, T2 >::insert( const T1 &data, const T2 &point, c_kdTreeNode< T1, T2 > *leaf, int depth )
{
    std::size_t axis = depth % { point.size() };
    if ( point[axis] < leaf->point[axis] ) // if point[leaf]=
    { // if leaf exist,
        find insertion point
        if ( leaf->left )
            insert( data, point, leaf->left, depth + 1 );
        else
            populate();
            leaf->left = new c_kdTreeNode< T1, T2 >( data, point );
    }
    else
    { // if point[leaf] >
        if ( leaf->right )
            insert( data, point, leaf->right, depth + 1 );
        else
            leaf->right = new c_kdTreeNode< T1, T2 >( data, point );
    }
}

template < typename T1, typename T2 >
void c_kdTreeNode< T1, T2 >::insert( const T1 &data, const T2 &point )
{
    if ( root ) // if tree root
        insert on leaf branch
        { // set root of tree
            int depth = 0;
            insert( data, point, root, depth );
        }
    else
        root = new c_kdTreeNode< T1, T2 >( data, point );
}

template < typename T1, typename T2 >
const c_kdTreeNode< T1, T2 > *c_kdTreeNode< T1, T2 >::search_node( const T2 &point, const c_kdTreeNode< T1, T2 > *leaf, int depth )
{
    if ( leaf ) // if the c________ is
    { // search root:
        if ( point == leaf->point ) // search (leaf);
    }
```
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```cpp
// return search leaf

node pointer

std::size_t axis = depth % (point.size); // takes the modulus
if (point[axis] < leaf->point[axis]) // finds the direction of the point in tree
    return search_node(point, leaf->left, depth + 1);
else
    return search_node(point, leaf->right, depth + 1);

else // if no match found,
    return zero pointer (NULL);

{ return 0;
}


// start from depth 0 // initialize to NULL // search for leaf node // if found, copy

leaf data into ret_data

{ ret_data = ret_leaf->data;
}
else // if not found, or

// if not found!

std::cout << "k-d tree: Node not found!\n"
}


void c_kdTreeNode< T1, T2 >::search_range( std::vector< const c_kdnode< T1, T2 >* > &vec_point, const T2 &point, const c_kdnode< T1, T2 > *leaf, double range, int depth )

{ if (leaf)

    double norm = 0.0;
    for (std::size_t i = 0, i_end = point.size(); i < i_end; ++i)
    {
        // calculate norm displacement
        double disp = point[i] - leaf->point[i];
        norm = norm + disp * disp;
    }
    if (norm <= range * range)
    {
        // using squared of norm to avoid sqrt operation
        if (vec_point.size() != 0 && leaf->node != NULL)
            for (std::size_t i = 0; i < vec_point.size(); ++i)
            {
                vec_point[i].push_back(leaf); // don't know how many NN, therefore use push_back
            } // take the whole list within range, store leaf
    }
    search_range( vec_point, point, leaf->left, range, depth + 1);
    if (point[axis] + range >= leaf->point[axis])
        search_range( vec_point, point, leaf->right, range, depth + 1);
} // end search_range
```
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```cpp
template < typename T1, typename T2 >
void c_kdtree< T1, T2 >::search_range( std::vector< T1 > &ret_data, const T2 &point, double range )
{
    int depth = 0;
    std::vector< const c_knode< T1, T2 >* > vec_point;
    vec_point.reserve( 100 );
    search_range( vec_point, point, root, range, depth );
    if ( vec_point.size() )
    {
        ret_data.reserve( vec_point.size() );
        for ( std::size_t i = 0, i_end = vec_point.size(); i < i_end; ++i )
        {
            ret_data.push_back( vec_point[i]->data );
        }
    }
    else
    {
        std::cout << "k-d tree: No nodes in search range found!\n";
        std::cout << "point: (", point[0], ",", point[1], ",", point[2], ")\n";
        std::cout << "range: (", range, ")\n";
    }
}

template < typename T1, typename T2 >
void c_kdtree< T1, T2 >::destroy( c_knode< T1, T2 > *leaf )
{
    if ( leaf )
    {
        its children!!!
        destroy( leaf->left );
        destroy( leaf->right );
        delete leaf;
    }
}

template < typename T1, typename T2 >
void c_kdtree< T1, T2 >::reset()
{
    destroy( root );
    root = 0;
}
```
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#include "particle.h"

// -------------

c_particle_neighbour::c_particle_neighbour():idx(0),W(0),grad_W(),lap_W(0)
{
}

// Particle properties

c_particle_properties::c_particle_properties():pos(),pos_prime(),vel(),vel_prime(),vel_old()
,m(0),p(0),rho(0),rho_prime(0),rho_old(0),mu(0),sigma(0),h(0),type(0),idx(0),nx(0),
VELOCITY(),W_sum(0),vel_prime_surface(),vel_prime_vis(),vel_prime_pres(),
vel_prime_grav(),vel_prime_rep_for()
{
}

// Particle kernel

c_particle_kernel::c_particle_kernel():func_W(0),func_deriv_W(0)
    // set status to raise and pointers to NULL
{
}

void c_particle_kernel::init( const c_parameter &parameter )
{
    if ( parameter.kernel == "quartic" )
    {
        func_W = W_quartic;
        func_deriv_W = deriv_W_quartic;
        func_lap_W = lap_W_quartic;
    }
    if ( parameter.kernel == "cubic" )
    {
        func_W = W_cubic;
        func_deriv_W = deriv_W_cubic;
        func_lap_W = lap_W_cubic;
        func_deriv_W_spiky = deriv_W_spiky;
    }
    if ( parameter.kernel == "quintic" )
    {
        func_W = W_quintic;
        func_deriv_W = deriv_W_quintic;
        func_lap_W = lap_W_quintic;
        func_deriv_W_spiky = deriv_W_spiky;
    }
    else
    {
        std::cout << "particle kernel not valid.\n";
        exit( EXIT_FAILURE );
    }
}

double c_particle_kernel::W( const c_vector_xd &vec, double h )
{
    return func_W( vec, h );
}

c_vector_xd c_particle_kernel::grad_W( const c_vector_xd &vec, double h )
{
    return grad( func_deriv_W, vec, h );
}

double c_particle_kernel::lap_W( const c_vector_xd &vec, double h )
{
    return func_lap_W( vec, h );
}
```
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double c_particle_kernel::dWdr(const c_vector_xd &vec, double h)
{
    return func_deriv_W(vec, h);
}

c_vector_xd c_particle_kernel::grad_WP(const c_vector_xd &vec, double h)
{
    return grad(func_deriv_W_spiky, vec, h);
}

// ------------------------------------------------------------------------------------------------------------------

c_particle_write::c_particle_write():status(0),t_interval(0)
{
}

void c_particle_write::xyz(std::ostream &outs, std::vector<c_particle_properties> &array,
    double t)
{
    // Write output in XYZ format
    if (outs.good() )
    {
        outs.precision(IO_PRECISION);

        // File header
        outs << "$" << std::endl;
        outs << "$ x y z Particle output file" << std::endl;
        outs << "$ # format: x y z wx wy wz ax ay az nx ny nz nx ny nz p rho mu h idx" << std::endl;
        outs << "$ " << std::endl;

        // Particle write
        outs << "$ size: " << array.size() << std::endl;
        for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
        {
            outs << std::scientific;
            for (std::size_t ii = 0, ii_end = array[i].pos.array().size(); ii < ii_end; ++ii)
            {
                outs << array[i].pos.array()[ii] << " ";
            }
            for (std::size_t ii = 0, ii_end = array[i].vel.array().size(); ii < ii_end; ++ii)
            {
                outs << array[i].vel.array()[ii] << " ";
                outs << array[i].m << " " << array[i].nn.size() << " " << array[i].W_sum << " "
                    << t << " " << array[i].p << " " << array[i].rho << " " << array[i].mu << " " << array[i].h
                    << " " << array[i].idx << std::endl;
            }
            outs << "$ End of file" << std::endl;
        }
    } else
    {
        std::cout << "writer_xyz: stream state flags (badbit, eofbit or failbit) are set.\n";
        exit(EXIT_FAILURE);
    }

    // Write output in VTU format
    if (outs.good() )
    {
        // ...
    }
```
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// Set output precision
outs.precision(IO_PRECISION);

std::endl;
outs << "</xml version="1.0"?>" << std::endl;
outs << "<UnstructuredGrid" version="0.1"
byte_order="LittleEndian">" << std::endl;
outs << " <UnstructuredGrid" << std::endl;
outs << " <Piece NumberOfPoints="" << array.size() << " NumberOfCells="" <<
array.size() << "">" << std::endl;

Appendix C.
outs << " <PointData Scalars="" Pressure\" Vectors="" Velocity\">" << std::endl;

/outData/<<
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
  outs << " " << array[i].m << std::endl;
outs << " </Array>>" << std::endl;

// Write mass data
outs << " <DataArray type="" Float32\" Name="" Mass\" format="" ascii\"">" << std::endl;
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
  outs << " " << array[i].nn.size() << std::endl;
outs << " </DataArray>>" << std::endl;

// Write kernel sum
outs << " <DataArray type="" Float32\" Name="" Kernel Sum\" format="" ascii\"">" << std::endl;
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
  outs << " " << array[i].W_sum << std::endl;
outs << " </DataArray>>" << std::endl;

// Write pressure
outs << " <DataArray type="" Float32\" Name="" Time\" format="" ascii\"">" << std::endl;
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
  outs << " " << t << std::endl;
outs << " </DataArray>>" << std::endl;

// Write pressure
outs << " <DataArray type="" Float32\" Name="" Pressure\" format="" ascii\"">" << std::endl;
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
  outs << " " << array[i].p << std::endl;
outs << " </DataArray>>" << std::endl;

// Write density source
outs << " <DataArray type="" Float32\" Name="" Density\" format="" ascii\"">" << std::endl;
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
  outs << " " << array[i].rho << std::endl;
outs << " </DataArray>>" << std::endl;

// Write viscosity source
outs << " <DataArray type="" Float32\" Name="" Viscosity\" format="" ascii\"">" << std::endl;
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
  outs << " " << std::endl;
```
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outs << " " << array[i].mu << std::endl;
}
outs << " </DataArray>" << std::endl;
// Write Smoothing Length data
outs << " <DataArray type="Float32" Name="Smoothing Length" format="ascii">" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
{
    outs << " " << array[i].h << std::endl;
    outs << " </DataArray>" << std::endl;
}

// Write Kernel Summation
outs << " <DataArray type="Float32" Name="A_sum" format="ascii">" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
{
    outs << " " << array[i].W_sum << std::endl;
    outs << " </DataArray>" << std::endl;
}

// Write Index data
outs << " <DataArray type="Float32" Name="Index" format="ascii">" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
{
    outs << " " << array[i].idx << std::endl;
    outs << " </DataArray>" << std::endl;
}

// Write Velocity data

c_vectorXd temp;
int dim = temp.d();
outs << " <DataArray type="Float32" Name="Velocity" NumberOfComponents="3" format="ascii">" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
{
    outs << " " << array[i].vel.x() << " " << array[i].vel.y() << " " << 0.0 << std::endl;
    outs << " </DataArray>" << std::endl;
}

// Write Acc_Sur_Ten data
outs << " <DataArray type="Float32" Name="Acc_Sur_Ten" NumberOfComponents="33" format="ascii">" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
{
    outs << " " << array[i].vel_prime_surface.x() << " " << array[i].vel_prime_surface.y() << " " << 0.0 << std::endl;
    outs << " </DataArray>" << std::endl;
}

// Write Acc_Visc data
outs << " <DataArray type="Float32" Name="Acc_Visc" NumberOfComponents="33" format="ascii">" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
{
    outs << " " << array[i].vel_prime_vis.x() << " " << array[i].vel_prime_vis.y() << " " << 0.0 << std::endl;
    outs << " </DataArray>" << std::endl;
}
```
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// Write prime pressure data
outs <<< "<DataArray type="Float32" Name="Acc_Pres" NumberOfComponents="3" format="ascii" >" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
{
  outs << "  " << array[i].vel_prime_pres.x() << "  " << array[i].vel_prime_pres.y() << "  " << 0.0 << std::endl;
}
outs << "</DataArray>" << std::endl;

// Write prime gravity data
outs <<< "<DataArray type="Float32" Name="Acc_Grav" NumberOfComponents="3" format="ascii" >" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
{
  outs << "  " << array[i].vel_prime_grav.x() << "  " << array[i].vel_prime_grav.y() << "  " << 0.0 << std::endl;
}
outs << "</DataArray>" << std::endl;

// Write prime gravity data
outs <<< "<DataArray type="Float32" Name="Acc_Rep_For" NumberOfComponents="3" format="ascii" >" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
{
  outs << "  " << array[i].vel_prime_rep_for.x() << "  " << array[i].vel_prime_rep_for.y() << "  " << 0.0 << std::endl;
}
outs << "</DataArray>" << std::endl;

// Three point data
outs <<< "<Points>" << std::endl;
outs <<< "<DataArray type="Float32" Name="Position" NumberOfComponents="3" format="ascii" >" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
{
  outs << "  " << array[i].pos.x() << "  " << array[i].pos.y() << "  " << 0.0 << std::endl;
}
outs << "</DataArray>" << std::endl;
outs <<< "</Points>" << std::endl;

// Will determine if the given cell is a vertex
outs <<< "<Cells>" << std::endl;
outs <<< "<DataArray type="Int32" Name="connectivity" format="ascii" >" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
{
  outs << "  " << i << std::endl;
}
outs <<< "</DataArray>" << std::endl;
outs <<< "<DataArray type="Int32" Name="offsets" format="ascii" >" << std::endl;
for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
{
  outs << "  " << i + 1 << std::endl;
}
```
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} outs << " </DataArray>" << std::endl;
outs << " <DataArray type="int32" Name="types" format="ascii">" <<
std::endl;
for ( std::size_t i = 0, i_end = array.size(); i < i_end; ++i )
} outs << " " << 1 << std::endl;
} outs << " </DataArray>" << std::endl;
outs << " </Cells>" << std::endl;

else
} std::cout << "writer_vtu: stream state flags (badbit, eofbit or failbit) are set.\n";
exit(EXIT_FAILURE);
}

void c_particle::write::file( const c_parameter &parameter, std::vector<
c Particle_properties > &array, double t, long c )
{ if ( status )
{ if ( expand output filename with time tag).
std::string outfile( parameter.output_filename );
int time_decimal = parameter.output_filename_precision;
std::string vtu_extension( ".vtu" );
std::stringstream filename_vtu;
filename_vtu << outfile << "-time=" << std::fixed << c << vtu_extension;
std::ofstream f_vtu( filename_vtu.str(), c_str() );
vtu( f_vtu, array, t );
}

void c_particle::write::interval( const c_parameter &parameter, double t, double dt )
{ // Adjust time to produce output at specified interval.
status = false;
if ( ( t + dt ) >= t_interval )
{ dt = t_interval - t;
t_interval = t_interval + parameter.write_interval;
status = true;
}
}

// --------------------------------------------------------------------------
// Particle array

c Particle::c Particle() : array(), kdtree(), kernel(), write()  
{
}
void c_particle::init( const c_parameter &parameter )
{ // Initialize particle parameters:
kernel.init( parameter );
}

void c_particle::populate( const c_parameter &parameter )
{ // For each particle:
generator( array, parameter );
```
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void c_particle::build()
{
  // Create and build k-d tree
  kdtree.reset();
  for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    // only insert the array index data - no need to insert the whole particle data
to determine the value.
    kdtree.insert(array[i].idx, array[i].pos.array());
}

void c_particle::nn_find(std::size_t i, double h)
{
  // Determine particle nearest neighbour
  double range = 3.0 * h;
  std::vector<std::size_t> nn_idx_arr; // define NN index array
  kdtree.search_range(nn_idx_arr, array[i].pos.array(), range);
  array[i].nn.resize(nn_idx_arr.size());
  for (std::size_t ii = 0, ii_end = nn_idx_arr.size(); ii < ii_end; ++ii)
    array[i].nn[ii].idx = nn_idx_arr[ii];
}

void c_particle::nn_kernel(std::size_t i, double h)
{
  c_vector_xd r;
  double sum = 0.0;
  for (std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii)
    if (array[i].nn[ii].W)
    {
      std::size_t j = array[i].nn[ii].idx;
      r = array[i].pos - array[j].pos;
      double r_xx = r.x * r.x;
      double r_yy = r.y * r.y;
      c_vector_xd r_x(r.xx, r.yy);
      array[i].nn[ii].W = kernel.W(r, h);
      array[i].nn[ii].W_x = kernel.W(r_x, h);
      array[i].nn[ii].grad_W = kernel.grad_W(r, h);
      array[i].nn[ii].grad_WP = kernel.grad_WP(r, h);
      array[i].nn[ii].lap_W = kernel.lap_W(r, h);
      sum = sum + array[j].m / array[j].rho * array[i].nn[ii].W;
    }
    array[i].W_sum = sum;
}

void c_particle::eval_h()
{
  // fixed h, non variable smoothing length
  for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    if (array[i].h
    {
      double h = array[i].h;
      nn_find(i, h);
      nn_kernel(i, h);
    }
}

void c_particle::eval_rho_prime()
{
  for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    {

```
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if(array[i].type == 0)
{
    double sum = 0.0;
    for (std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii)
    {
        std::size_t j = array[i].nn[ii].idx;
        sum = sum + (array[i].nn[ii].W * array[j].m); // page116
    }
    if (sum < rho_ref)
    {
        sum = rho_ref;
    }
    array[i].rho = sum;
}

void c_particle::eval_pos_prime()
{
    // Evaluate pos prime using XSPH, see page116
    for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    {
        if (array[i].type == 0)
        {
            c_vectorXd vec_sum;
            vec_sum.zero();
            for (std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii)
            {
                std::size_t j = array[i].nn[ii].idx;
                c_vectorXd v_i_j = array[j].vel - array[i].vel; // see Gipson's thesis
                double rho_ave = 0.5 * (array[i].rho + array[j].rho);
                vec_sum = vec_sum + v_i_j * (array[i].nn[ii].W * array[j].m / rho_ave);
            }
            double epsilon = 0.5;
            array[i].pos_prime = array[i].vel + vec_sum * epsilon;
        }
    }
}

void c_particle::eval_pos_prime_1()
{
}

void c_particle::eval_p(const c_parameter &parameter)
{
    // Evaluate particle pressure using Tait's equation
    for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    {
        double rho = array[i].rho;
        double rho_0 = parameter.density;
        double gamma = TAITTS_GAMMA;
        double c_0 = speedsound; // sqrt(g * s_c); TAITTS_HTA; // local speed of sound
        double b = c_0 * c_0 * rho_0 / gamma;
        array[i].p = b * (pow(rho / rho_0, gamma) - 1.0);
    }
}

void c_particle::vel_prime_pressure(std::size_t i)
{
    // Evaluate velocity prime pressure
    c_vectorXd vec_sum;
    vec_sum.zero();
    for (std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii)
    {
        std::size_t j = array[i].nn[ii].idx;
        vec_sum = vec_sum + array[i].nn[ii].grad_W * (array[j].m * (array[i].p / (array[i].rho + array[j].rho) + array[i].rho / array[j].rho) / array[j].rho));
    }
    array[i].vel_prime = array[i].vel_prime - vec_sum;
    array[i].vel_prime_pres = -vec_sum;
}
```
void c_particle::vel_prime_gravity( std::size_t i )
{
    // Evaluate particle acceleration due to gravity
    c_vector_xd g( 0.0, -GRAVITY );
    array[i].vel_prime = array[i].vel_prime + g;
    array[i].vel_prime_grav = g;
}

void c_particle::vel_prime_viscous( std::size_t i )
{
    // Evaluate particle acceleration due to viscous effects
    c_vector_xd vec_sum;
    vec_sum.zero();
    for ( std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii )
    {
        std::size_t j = array[i].nn[ii].idx;
        c_vector_xd r_ij = array[j].pos - array[j].pos;
        c_vector_xd v_ij = array[i].vel - array[j].vel;
        double h = array[j].h;
        double r_norm = r_ij.norm();
        if ( r_norm != 0.0 )
        {
            vec_sum = vec_sum + v_ij * ( array[j].m * ( array[j].mu + array[j].mu ) ) * kernel
                .dWdr( r_ij, h ) / ( array[j].rho * array[j].rho * r_norm );
        }
    }
    array[i].vel_prime = array[i].vel_prime + vec_sum;
}

void c_particle::vel_prime_surface_tension( std::size_t i )
{
    c_vector_xd vec_sum;
    vec_sum.zero();
    for ( std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii )
    {
        std::size_t j = array[i].nn[ii].idx;
        if( array[j].type == 0)
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{ // Evaluate particle acceleration due to pressure gradient:
  // c_vectorXd vec_sum; // c_vectorXd r_i
  for (std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii)
  { std::size_t j = array[i].nn[ii].idx;
      if (array[j].type == 0)
      { // calculate distance between NN:
        r_i = array[i].pos - array[j].pos;
        double r_norm = r_i.norm();
        if (r_norm != 0.0)
        { if (r_norm <= InitialSep)
            vec_sum += (r_i / r_norm) * r_i * cos(1.5 * M_PI * r_norm / (3.0 * h));
        else
            vec_sum = vec_sum;
      }
  }
  vec_sum = vec_sum + (r_i / r_norm) * r_i * cos(1.5 * M_PI * r_norm / (3.0 * h));
}
array[i].vel_prime = array[i].vel_prime + vec_sum / array[i].m;
array[i].vel_prime_surface = vec_sum / array[i].m;
}

void c_particle::vel_prime_repulsive_force( std::size_t i ) // Monaghan 1982
{ // Evaluate particle acceleration due to pressure gradient:
  // c_vectorXd vec_sum; // c_vectorXd r_i
  for (std::size_t ii = 0, ii_end = array[i].nn.size(); ii < ii_end; ++ii)
  { std::size_t j = array[i].nn[ii].idx;
      if (array[j].type == 0)
      { // calculate distance between NN:
        r_i = array[i].pos - array[j].pos;
        double r_norm = r_i.norm();
        if (r_norm != 0.0)
        { if (r_norm <= InitialSep)
            vec_sum += (r_i / r_norm) * r_i * cos(1.5 * M_PI * r_norm / (3.0 * h));
        else
            vec_sum = vec_sum;
      }
  }
  vec_sum = vec_sum + (r_i / r_norm) * r_i * cos(1.5 * M_PI * r_norm / (3.0 * h));
}
array[i].vel_prime = array[i].vel_prime + vec_sum / array[i].m;
```
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// Appendix C: List of the C++ source files

void c_particle::eval_vel_prime()
{
    for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    {
        if (array[i].type == 0)
        {
            array[i].vel_prime.zero();
            // Evaluate particle acceleration due to pressure gradient
            vel_prime_pressure[i];
            // Evaluate particle acceleration due to gravity
            vel_prime_gravity[i];
            // Evaluate particle acceleration due to viscous effects
            vel_prime_visous[i];
            // Evaluate particle acceleration due to surface tension
            vel_prime_surface_tension[i];
            // Evaluate particle acceleration due to repulsive forces
            vel_prime_repulsive_force[i];
        }
    }
}

void c_particle::update_pre(double dt)
{
}

void c_particle::update_post(const c_parameter &parameter, double dt, long c, double t)
{
    for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    {
        // Using the Vanka algorithm
        double rho_old;
        c_vector_xd vel_old;
        c_vector_xd vel_old = array[i].vel;
        if (c % 50 != 0)
        {
            if (array[i].type == 0)
            {
                rho_old = 0.0;
                array[i].pos = array[i].pos + array[i].vel * dt + array[i].vel_prime * { 0.5 * dt * dt );
                array[i].vel = array[i].vel_old + array[i].vel_prime * ( 2.0 * dt );
            }
            else
            {
                if (array[i].type == 1 || array[i].type == 2)
                {
                    rho_old = 0.0;
                    array[i].pos = array[i].pos + array[i].vel * dt;
                    array[i].vel = array[i].vel_old;
                }
                else
                {
                    if (array[i].type == 0)
                    {
                        rho = array[i].rho + array[i].rhole * ( dt );
                        array[i].pos = array[i].pos + array[i].vel * dt + array[i].vel_prime * { 0.5 * dt * dt );
                    }
                }
            }
        }
    }
}
```
Appendix C. List of the C++ source files

```cpp
array[i].vel = array[i].vel + array[i].vel_prime * (dt);
}
if (array[i].type == 1 || array[i].type == 2)
{
  //array[i].tho = array[i].tho;
  array[i].pos = array[i].pos + array[i].vel * dt;
  array[i].vel = array[i].vel;
}
}
//array[i].vel = array[i].vel;
array[i].vel_old = vel_old;

if (t > 0.01 && t < 0.010001)
{
  double theta = 0.55 * M_PI;
  double x = sqrt(2.0 / sin[theta]) * array[i].pos.x() * sin(0.5 * theta);
  double y = sqrt(2.0 / sin[theta]) * array[i].pos.y() * cos(0.5 * theta);
  c_vector_xd pos_zero(x, y);
  array[i].pos = pos_zero;
}
}
void c_particle::time_stepping( const c_parameter &parameter, double &dt )
{
  // Determine time step dt for each particle:
  dt = DT_MAX; // largest possible
  for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
  {
    double c_0 = speed_of_sound / sqrt(2.0 / sin[parameter.t]; // local speed of sound:
    double dt_cfl = f_cfl * array[i].h / c_0;
    double dt_a = f_a * sqrt(array[i].h / array[i].vel_prime.norm());
    if (std::isnan(dt_a))
      dt_a = DT_MAX;
    double dt_mu = f_mu * array[i].h * array[i].h * 1000.0 / array[i].mu;
    dt = min(dt, min(dt_mu, min(dt_cfl, dt_a)));
  }
  // 0.00001);
}
void c_particle::write_interval( const c_parameter &parameter, double t, double &dt )
{
  // Write data to output
  write.interval( parameter, t, dt );
}
void c_particle::write_output( const c_parameter &parameter, double t, long c )
{
  // Write data to output
  write.file( parameter, array, t, c );
}
void c_particle::density_reinit( const c_parameter &parameter, long c )
{
  if (c % 30 == 0)
  {
    for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    {
    }
  }
}
```
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```cpp
// [array][1].type = B
//
double sum1 = 0.0;
for (std::size_t ii = 0, ii_end = array[1].nn.size(); ii < ii_end; ++ii)
{
    std::size_t j = array[1].nn[ii].idx;
    sum1 = sum1 + array[j].m / array[j].rho * array[1].nn[ii].W;
}

double sum2 = 0.0;
for (std::size_t ii = 0, ii_end = array[1].nn.size(); ii < ii_end; ++ii)
{
    std::size_t j = array[1].nn[ii].idx;
    double W_tilda = array[1].nn[ii].W / sum1;
    sum2 = sum2 + array[j].m * W_tilda;
}

if (sum2 < rho_ref)
{
    sum2 = rho_ref;
}
array[1].rho = sum2;
//
}

void c_particle::dataWipe()
{
    c_vector_xd clear_grad(0.0, 0.0);
    for (std::size_t i = 0, i_end = array.size(); i < i_end; ++i)
    {
        array[i].rho_prime = 0.0;
        array[i].vel_prime = clear_grad;
        array[i].pos_prime = clear_grad;
        array[i].nn.clear();
    }
}
```
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