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Abstract

The problem of quantifying pressure and saturation changes from 4D seismic data is an area of active research faced with many challenges concerning the non-uniqueness of seismic data inversion, non-repeatability noise in the data, the formulation of the inverse problem, and the use of appropriate constraints. The majority of the inversion methods rely on empirical rock-physics model calibrations linking elastic properties to expected pressure and saturation changes. Model-driven techniques indeed provide a theoretical framework for the practical interpretation of the 4D seismic response but pressure and saturation separation based on this approach are inconsistent with the observed 4D seismic response and insights from reservoir engineering. The outcome is a bias in estimated pressure and saturation changes and for some a leakage between the two. Others have addressed some of this bias using the causality between the induced-production and the observed 4D seismic response to formulate a direct, quick and less compute-intensive inversion - characterised by data-driven techniques. But challenges still remain as to the accuracy of the causality link- as defined by the reservoir’s sensitivity to production effects, and in defining appropriate constraints to tackle non-uniqueness of the seismic inversion and uncertainties in the 4D seismic data.

The main contributions of this thesis are the enhancement of data-driven inversion approach by using multiple monitor 4D seismic data to quantify the reservoir’s sensitivity to pressure and saturation changes, together with the introduction of engineering-consistent constraints provided by multiple history-matched fluid-flow simulation models. A study using observed 4D seismic data (amplitudes and time-shifts) acquired at different monitor times on four producing North Sea clastic fields demonstrates the reliability of the seismic-based method to decouple the reservoir’s sensitivity specific to each field’s geological characteristics. A natural extension is to combine multiple monitor 4D seismic data in an inversion scheme that solves for the reservoir sensitivity to pressure and saturation changes, the pressure and saturation changes themselves and the uncertainties in the inversion solution. At least two monitor 4D seismic datasets are required to solve for the reservoir’s sensitivity, and offset stacks (near, mid, and far) are required to decouple pressure, water and gas saturation changes. The generation and use of geologically-constrained and production-
constrained multiple simulation models provided spatial constraints to the solution space, making the inversion scheme robust. Within the inversion, the fitness to spatial historical data, i.e. 4D seismic data acquired at different monitor times is analysed. The added benefit of using multiple monitor data is that it allows for a soft “close-the-loop” between the engineering and the 4D seismic domain. One step in the inversion scheme is repeated for as many history-matched simulation models as generated. Each model provides pressure and saturation input to the inversion to obtain maps of the reservoir’s sensitivity. By computing the norm of residuals for each inversion based on each model input, the best model (having the lowest norm of residuals) can be identified, besides the use of a history-matching objective. The inversion scheme thus marks the first step for a seismic-assisted history matching procedure, suggesting that pressure and saturation inversion is best done within the history-matching process.

In addition, analysis of uncertainties in quantitative 4D seismic data interpretation is performed by developing a seismic modelling method that links the shot timings of a real field towed streamer and a permanent reservoir monitoring (PRM) acquisition to the reservoir under production. It is found that pressure and saturation fluctuations that occur during the shooting of monitor acquisitions creates a complicated spatio-temporal imprint on the pre-stack data, and errors if 4D seismic data is analysed in the post-stack domain. Pressure and saturation changes as imaged across the offset stacks (near, mid and far offset) are not the same, adding to the problems in separating pressure and saturation changes using offset stacks of 4D seismic data. The approximate modelling relay that the NRMS errors between offset stacks (up to 7.5%) caused by the intra-survey effects are likely at the limit of 4D seismic measurements using towed streamer technology, but are potentially observable, particularly for PRM technology. Intra-survey effects should thus be considered during 4D survey planning as well as during data processing and analysis. It is recommended that the shot timestamps of the acquisition is used to sort the seismic data immediately after pre-stack migration and before any stacking. The seismic data should also be shot quickly in a consistent pattern to optimise time and fold coverage. It is common to relate the simulation model output to a specific time within the acquisition (start, middle or end of survey), but this study reveals that it is best to take an average of simulation model predictions output at fine time intervals over the entire length of the acquisition, as this is a better temporal comparison to the acquired post-stack 4D seismic data.
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Chapter 1

Introduction

“A little difference goes a long way.”
-- unknown --

This chapter provides an overview of 4D seismic technology as a reservoir monitoring tool and summarises various advancements to maximise its value, leading to the necessary integration between the 4D seismic domain and reservoir engineering domain. The integration prompts the need for translating 4D seismic data into reservoir dynamic properties for quantitative use. Subsequent sections give an insight into past works of literature concerning the estimation of dynamic properties (such as pressure and saturation changes) by 4D seismic data inversion. The different techniques are discussed, which highlight the progress made and acknowledges the numerous challenges. The work of this thesis is then proposed as a way of expanding the current knowledge base, adding that little different, much needed solution to the current techniques. This chapter concludes with an outline of the subsequent chapters of this thesis.
1.1 A little difference goes a long way

... Somebody once asked me, what do you think is the major advance in the seismic industry in the last 50 years? I answered, “The digital revolution”, and the following question was why? And I said, well, it paved the way for ‘3D seismic imaging’ and then the idea of ‘4D’ became conceivable!

The propagation of sound energy in the subsurface depends on the physical properties of all the rocks through which it travels. These properties include mineralogy, fabric (lithology), porosity, fluid content, pressure etc. Some of these can change if production or injection occurs causing as a result a change in the seismic response. The concept of ‘4D’ is a simple one, if one acquires a seismic survey at a specific time, and after a while repeat the same seismic survey, then, a comparative difference between the two seismic data will reveal the changes in the reservoir that have occurred within that production time. Hence, ‘4D’ (or time-lapse) is the fourth dimension, calendar time, to repeated 3D seismic data. ‘4D’ is that little difference (Figure 1-1).

![Figure 1-1 The power of ‘4D’. The difference between mapped data from a seismic survey acquired before production, and a repeat seismic survey acquired another time after production reveals changes in the reservoir resulting from production that are readily visible around wells and far away from wells. It can be expected that subsequent repeat surveys will reveal further changes caused by the production activity up to that time.](image-url)
Indeed, after the switch from analogue to digital seismic recording in 1953 (Cox and Hibbard 1957; Sharma 2002), the first 3D seismic survey was shot by Exxon over the Friendswood field near Houston in 1957. As early as the 1980s, discussions on the tremendous potential of seismic monitoring techniques to provide lateral information of production-induced changes between wells began (Nur, 1982, Nur et al. 1984, Nur and Wang, 1987). However, it was not until a clear link between seismic observables and reservoir dynamic changes such as fluids, pressure and temperature was established (onshore on the Holt field in north-central Texas in 1987 (Greaves and Fulp, 1987); offshore on the Oseberg field in the North Sea in 1991 (Johnstad et al., 1993).), that ‘4D’ began its upward rise (Jack, 1997). 4D seismic technology has since been widely recognised as an effective tool for reservoir monitoring, evaluation and management (Watts et al., 2011), with many successful field case studies from the relatively shallow water depths in the North Sea to more challenging deep water environments in West Africa, Brazil and the Gulf of Mexico (Johnston, 2013). Although a very simple concept, ‘4D’ is not straight forward to implement; the volume of published papers concerned with it alone suggests the active involvement in tackling the challenges brought on by this innovative concept since its pilot in 1987 and the interest in developing the technology

![Figure 1-2 Annual scientific research papers whose title included “4D Seismic” or “time-lapse seismic” from 1987 to 2016. Pre-1997 publications were carefully accounted for based on the title “seismic monitoring”. Data collected from Google Scholar database. Modified after Floricich (2006) and Yin (2016).](image-url)
Further to maximise practical success (Figure 1-2). In fact the recognition of the usefulness of the ‘4D’ input has motivated advancements in acquisition, processing and interpretation of seismic data, on the back bone of high performance computing capabilities and technology innovation. From the birth of the idea of common-midpoint (CMP) stacking in the 1950’s to improve the signal-to-noise ratio of seismic data (Sheriff and Geldart, 1995), complex prestack and poststack seismic processing algorithms for high-resolution 3D imaging (Haugvaldstad et al., 2011) are now a common theme. There are also specialised fast-track (‘less than three weeks processing time’) and co-processing strategies dedicated to the delivery of high quality 4D seismic data (Campbell et al., 2011; Helgerud et al., 2011; Knapp et al., 2014). Recent reports on 4D full-waveform inversion (Hicks et al., 2016) and illumination concepts beyond the novel idea of CMP stacking (Svay et al., 2013) show just how much the industry has aligned to the demands of ‘4D’ - maximise repeatability between the seismic datasets, preserve and resolve the production-induced changes we so clearly want, and, preserve true amplitudes and arrival times (Johnston, 2013). Campbell et al. (2015) (and also Kvalheim, et al., 2007) show an example of how improvements in processing enhanced the quality of the 4D seismic data (Figure 1-3).

But of course, the magic from processing begins in the field; improvements in seismic data processing can only go so far, if the acquisitions themselves are not optimally designed for 4D imaging. The best chance of success demands highly repeatable
acquisition geometries, better subsurface imaging (i.e. choice of equipment, source-receiver configuration etc.) and optimal timing of surveys.

Offshore, there has been significant growth in dedicated 4D acquisition methods with the majority of the surveys acquired with towed streamers which are practically difficult to repeat due to currents, streamer feathering, sea state and platform obstructions. Strategies have since been implemented to maximise geometric repeatability (Widmaier et al., 2003; Widmaier et al., 2005), for example, steerable streamers, undershooting using dual-vessel configurations, self-overlapping-systems (Naess, 2005). Figure (1-4) shows the impact of improved geometric repeatability (after Kragh and Christie, 2002) on 4D seismic data acquired on the Forties field in the North Sea due to the use of steerable streamers which facilitated highly repeatable acquisition geometries in 2010 and 2013 compared to 2000 (Singer et al., 2017). Towed streamer surveys, however, are still found lacking with respect to the repeatability of the acquisition geometry; the desire is to repeat the acquisition source and receiver positions exactly.

More advanced technologies such as ocean-bottom-nodes (OBN) or ocean-bottom-cables (OBC) have since been introduced (Ronen et al., 1999). This paved the way for permanent seabed installations for “life of field seismic” (LoFS) monitoring (otherwise known as permanent reservoir monitoring (PRM)) which offer significant improvements in the sensitivity of monitoring, ease and frequency of acquiring repeat surveys (3 to 6 months, compared to towed streamer’s 1 to 4 years), but at a cost 3-6 times higher than towed streamer (Watts and Marsh, 2011). Success with the first test on the Foinaven field in 1995 (Cooper et al., 1999) led to the first PRM system installation on the Valhall field in 2003 (Barkved, 2004), and in recent times, over eight fields across the North Sea, Caspian Sea, Offshore Brazil and the Norwegian Sea operate PRMs (WGP, 2010; Eriksrud, 2014; Caldwell et al., 2015). Such surveys provide 4D seismic data of excellent normalised root-mean-square (NRMS) error of around 2 to 15%, in comparison to towed streamers, 15 to 45%.

On land, repeatability of source and receiver locations are generally easier to achieve but the main contribution to data non-repeatability are 4D variations caused by changes in near-surface conditions which can be orders of magnitude higher. The move from explosives (e.g. dynamite sources) to safer, more repeatable vibroseis sources, and the emergence of wireless recording systems allowed single-source single-receiver
Figure 1-4 (a) 4D data repeatability (NRMS) chart, illustrating the various levels of data quality, 0 is perfect and 50 is bad. For more information see Appendix A. (b) An example of the impact of increasingly repeatable acquisition geometry, showing the NRMS histograms for various 4D seismic data acquired over the Forties field in the North Sea. Due to the use of steerable streamers in 2010 and 2013, the 4D data repeatability has improved drastically compared to the year 2000 and prior. (c) The value of highly repeatable acquisition geometry is evident. There are strong noise variations above and below the reservoir area which are not related to production effects, whereas, in 2013 (right) even very weak changes due to production (water sweep) are obvious around the reservoir, areas above and below are less noisy in comparison to the left image. Figure 1-3(b) and 1-3 (c) modified after Singer et al. (2017).
configurations from conventional grouped-receiver arrays. High-density and wide-azimuth land acquisition geometries could thus be achieved which has strong benefits for land 4D (Bagaini et al., 2010) with focused applications in Enhanced Oil Recovery (EOR) such as thermal or CO₂ floods (Byerley et al., 2009; O’Brien et al., 2010)). Advanced automated onshore PRM systems (i.e. buried vibrator sources and receiver arrays), “SeisMovie™”, the only of its kind, offers unparalleled high quality 4D seismic data with near-perfect data repeatability (< 1%) and continuous daily monitoring of subtle reservoir changes, beyond the limits of offshore PRM systems. The Peace River field in Canada benefits from this system for pro-active thermal EOR production of its heavy oil (Follett et al., 2015).

1.1.1 4D seismic timing and reservoir operations

4D seismic technology therefore has a time-consciousness to it (as Figure 1-1 illustrates), its value is determined by the timely impact it can make on field operations. Different field activities operate over different timescales which can all be impacted by 4D technology (Figure 1-5). In Chapters 4 and 5 we will see how the timescales of the reservoir processes impact the 4D seismic data from the acquisition.

![Figure 1-5 Different time cycles of Reservoir Activities, after Watts and Marsh (2011). 4D seismic technology can impact all operational decisions if repeated data is acquired at a similar time scale.](image-url)
Watts and Marsh (2011) point out that 4D seismic data acquired every 2-3 years (e.g. towed streamers) may be adequate for most infill drilling but may be of little value in managing the wellstock (e.g. decisions to recomplete, frac, reperforate, acidise, workover etc.). More frequent data acquired every 6-12 months (e.g. offshore PRM) and processed within weeks can have a strong impact on well management decisions and even begin to influence daily-weekly production management (for example, decisions to change production chokes, increase/decrease injection rates, change injection pressures and operate smart completions). Indeed, the progression into permanent installations and high frequency of monitoring of the changes in the reservoir (i.e. multiple, repeated seismic monitor surveys), as well as the capabilities of delivering the final processed 4D seismic data quickly (e.g. van Gestel et al., 2007; Grandi et al., 2013, report 3-4 weeks processing time for the Valhall and Ekofisk field PRM data, respectively), is well founded. However, this also depends on how large the reservoir’s 4D seismic response to the production changes might be.

1.2 4D seismic data interpretation

In common with many other remote sensing techniques, we cannot measure the properties we are most interested in directly, e.g. pressure and saturation. We have to infer them by measuring other properties which they affect, for example seismic velocity or amplitude. Since the reservoir changes in pressure, saturation etc. are induced by production, the effects captured in 4D seismic data, therefore cannot be interpreted without reservoir engineering knowledge. The industry has since evolved from the isolated ‘single-disciplinary’ attitude to the practice of ‘multi-disciplinary integration’ of both reservoir engineering and geophysical data to optimise field production for good return (Lumley and Behrens 1997; Waal and Calvert, 2003). The interpretation across both domains can be done at three main levels depending on the seismically-derived 4D attribute used (Figure 1-6). Comparisons can be performed using mapped (i.e. 4D signals computed along the reservoir interface) or volumetric changes of (1) the direct pre- or post-stack amplitude-variation-with-offset (AVO) / reflectivity data, or (2) elastic properties (such as changes in P- and S-wave impedances, P- and S- wave velocities, time-shifts), or (3) dynamic properties (such as pressure and saturation changes). Inversion is required from the observed seismic amplitudes to the reservoir’s dynamic changes. To obtain seismic amplitudes from the reservoir
Figure 1-6 Different levels of 4D seismic data interpretation using various 4D attributes. The horizontal arrows (solid line) are concerned with quantitative integration between both domains, where each level has its associated uncertainties. The tilted dashed arrows show possible cross-level comparisons, typical with qualitative interpretation, in this case the comparison is usually done using measured well production and pressure data and predictions from a simulation model, if available.
engineering domain, petro-elastic (or rock-physics) modelling and seismic modelling via the fluid-flow simulation model is required. Uncertainties increase in both directions and each level has its associated issues.

The integration between geophysical and reservoir engineering domains began by qualitative interpretation i.e. using polarity to interpret the predominate effect on the mapped differences aided by well activity. Regions of change in the 4D seismic data are identified and related to changes in saturation, pressure, or temperature guided by well production data and/or predictions from a fluid flow simulation model. Greaves and Fulp (1987) show the first example on the Holtsand fireflood, and early 4D case studies have been reported on the Magnus field (Watts et al., 1995), Foinaven field (Cooper et al., 1999), Meren field in Nigeria (Lumley et al., 1999), Gullfaks field (Landrø et al. 1999; Landrø et al. 2001), Draugen field (Koster et al., 2000), and at Bay Marchand (Behrens et al., 2002). These achieved a variety of goals: identifying pathways of injected water, sealing faults/compartments, bypassed oil, and monitoring water influx.

Qualitative inferences such as these, work on the basis that one production-related effect completely dominates the others, for example, saturation effects may be more visible than pressure or temperature effects. The need for quantitative interpretation is obvious, as two or more production-related effects can impact the reservoir seismic properties which will lead to ambiguities in the interpretation. Fluid saturation, pressure, temperature, compaction effects often overlap to different extents in the reservoir and are likely to compete against each other. In the field example shown in Figure 1-7, pressure increase effects (softening) compete against water saturation increase effects (hardening) in the compartment and beyond it. The presence or dominance of one effect does not mean that others are absent. Numerical estimation of these reservoir changes is therefore necessary to separate the various effects.

To date, the qualitative approach is still widely used with success, but advances in 4D seismic data acquisition and processing has provided incentive for more quantitative integration between both geophysical and reservoir engineering domains, due to improved data quality and deeper knowledge. In such quantitative integration, we try to match the corresponding 4D seismic attribute obtained by modelling from the reservoir engineering domain to that obtained from the observed 4D seismic data (Figure 1-6).
Chapter 1: Introduction

The long-term value of 4D seismic data is fully established if reservoir changes in pressure, saturation, temperature etc. can be directly quantified from 4D seismic data, as

![Diagram](image)

Figure 1-7 The need for pressure and saturation inversion. (a) 4D seismic amplitude map of a reservoir compartment (confined by the black solid line) from a North Sea field (b) and (c) show the corresponding depth-averaged maps of pressure and water saturation changes, respectively, from the history matched simulation model (modified after Huang, 2011). The blue wells are active water injectors during the 4D monitor time. The 4D seismic response in (a) is a combination of pressure and water saturation changes. The waterflood around the injector in the compartment is weakened by the pressure increase, the extent of the water flood is unknown in (a).
this will facilitate commonality with production data. The estimates of pressure and saturation changes from 4D seismic data are closer to the reservoir simulator output, and thus can be directly used to improve/update reservoir models for better forecasting abilities, avoiding any need for petro-elastic or seismic modelling. Johnston (2013) provides an extensive list of seismic measures of reservoir changes versus reservoir property changes that the reservoir engineers would prefer (Figure 1-8). Indeed, the challenge that does present itself is estimating these properties from 4D seismic data. This is a complex, non-unique and scale dependent inverse problem, and it is the quantification of pressure and saturation changes that this thesis is concerned with.  

**Figure 1-8 The holy grail of quantitative interpretation.** Multiple 4D seismic attributes are analysed to estimate engineering measures of reservoir change. The seismic attribute changes are listed in increasing order of the technical difficulty involved in their determination. The engineering measures are listed in increasing order of the difficulty in their quantification from 4D seismic data (after Johnston, 2013). The challenge in this study is the estimation of $\Delta P$ and $\Delta S$ quantities.

**1.3 Developments in $\Delta P$ and $\Delta S$ inversion in elastic reservoirs**

Current techniques for estimating reservoir pressure and saturation changes from 4D seismic data fall into two end members, model-driven and data-driven, and the inversion could be either deterministic or stochastic. A summary of the general progression is shown in Figure 1-9 and a review of the various techniques from 1998 to 2015 follows afterwards.

**1.3.1 Model-Driven approach**

The majority of published literature focuses on the model-driven approach which constitutes a variety of rock-physics based methods. It involves a two-step process; (1) 3D/4D seismic data are first inverted for elastic property changes and (2) the reservoir
Towards quantitative integration with the reservoir simulation model domain. Some key milestones in the developments of model-driven and data-driven techniques in 4D seismic data inversion for pressure and saturation changes. Insights from synthetic studies are in italic.
changes in pressure and saturation are estimated from the elastic properties (time-lapse P- and S-wave) by petro-elastic inversion or from AVO analysis. Such methods rely on a calibrated rock-physics model’s ability to predict the changes in the elastic properties that result from reservoir pressure and saturation change. The calibration must be done using well-log data and if available, core analysis to justify its suitability to be used in the inversion for pressure and saturation. In general, such approaches are computationally intensive and can exhibit different levels of complexity.

Tura and Lumley (1998) pioneered efforts through a cross-plot analysis to infer pressure and saturation changes. The workflow involved 3D AVO inversion of monitor and baseline seismic data to obtain P- and S- wave impedances, and subtracting monitor and baseline to obtain 4D changes in impedances. Well-based information is then used in rock-physics modelling of fluid saturation effects (using Gassmann, 1951) together with pressure effects (using empirical equations such as Mavko, 1998) to construct interpretation templates for discriminating pressure and water saturation changes. This was later demonstrated on a realistic synthetic study (Tura and Lumley, 1999). An extension of this approach is presented in Cole et al. (2002) on the Schiehallion field. Gas saturation changes were incorporated in their extensive non-linear rock-physics scheme using a wide variety of pressure and saturation scenarios. Maps of pressure and saturation changes were then obtained semi-quantitatively from a database of 4D seismic impedance cross-plots. It can also be quite attractive to interpret both static and dynamic reservoir properties, for example, Anderson et al. (2009) jointly interpret 3D and 4D AVO inversions through a similar approach of using rock-physics templates to identify areas of potential bypassed oil.

A problem with the cross-plot approach is that the interpretation template must account for all possible effects, as it will be quite easy to incorrectly associate a particular 4D change in the observed data to something else. Moreover, the approach implicitly assumes that honouring distributions observed/modelled at the well locations, would honour the entire data. It is also dependent on the choice of rock-physics model and can be quite sensitive to changes in the parameterisation, as this will lead to different interpretations.
Landrø (1999, 2001) was the first to formulate a mathematical link to pressure and saturation changes, using a reflection coefficient equation for isotropic elastic P-waves. Assuming a single reservoir interface and by combining Smith and Gidlow’s (1987) and Shuey’s (1985) approximations to the Zoeppritz equation, Landrø (1999) derived the following expressions for the changes in AVO intercept, \( R_0 \) and gradient \( G \):

\[
\Delta R_0 \approx \frac{1}{2} (k_\alpha \Delta S + k_\rho \Delta S + I_\alpha \Delta P + m_\alpha \Delta P^2)
\]

and

\[
\Delta G \approx \frac{1}{2} (k_\alpha \Delta S + I_\beta \Delta P + m_\alpha \Delta P^2) - \frac{4\beta^2}{\alpha^2} (I_\beta \Delta P + m_\beta \Delta P^2)
\]

where, \( \alpha \) is the P-wave velocity, \( \beta \) is the S-wave velocity, \( \Delta S \) is the change in water saturation and \( \Delta P \) is the change in pore pressure. The parameters, \( k_\alpha, k_\rho, I_\alpha, m_\alpha, I_\beta, \) and \( m_\beta \), weight each pressure and saturation term and define the rock-physics model by linking relative changes in \( \alpha, \beta, \) and density, \( \rho \) to pressure and saturation changes as follows:

\[
\frac{\Delta \alpha}{\alpha} \approx k_\alpha \Delta S + I_\alpha \Delta P + m_\alpha \Delta P^2
\]

\[
\frac{\Delta \beta}{\beta} \approx k_\beta \Delta S + I_\beta \Delta P + m_\beta \Delta P^2
\]

\[
\frac{\Delta \rho}{\rho} \approx k_\rho \Delta S
\]

They are the regression coefficients of the empirical curve of relative changes in P-wave and S-wave velocity (well-log and/or core data calibrated) versus water saturation and effective stress changes respectively.

By assuming a ratio of 2 between P- and S-wave velocity and small changes in \( R_0 \), Landrø (2001) obtained a simplified linear equation to solve for \( \Delta S \) and \( \Delta P \) based on empirical measurements on the Gullfaks field as follows:
\[ \Delta S \approx 8(\Delta R_0 + \Delta G) \]  
(1-6)

and

\[ \Delta P \approx 23\Delta R_0 - 35\Delta G \]  
(1-7)

where water saturation is measured as a fraction and pressure is in megapascals (MPa).

Application of the technique to Gullfaks field (Figure 1-10) gave pressure and saturation which are generally consistent with the pressure measurements at wells and the saturation estimates. However, some unphysical values exist, which may be due to either incorrect rock physics model calibration, spatial variability of this model (which was not accounted for in any way), or lack of repeatability between the seismic surveys. The results proved useful to identify compartments and the extent of saturation patterns, but there are challenges to practical application:

- AVO attributes are noisy
- The rock-physics weighting coefficients are likely to vary spatially, so the assumption of a single set may not be adequate for an entire field
- Leakage from one parameter to the other introduces significant uncertainties in the result
- In theory, gas saturation terms could be included in the equations but it will require an additional AVO term which is difficult to estimate from typical seismic gathers.

\( (a) \) \hspace{1cm} \( (b) \)

*Figure 1-10 Results from Landrø’s (2001) application on the Gullfaks field (a) inverted water saturation changes (b) inverted pressure changes. Modified after Landrø (2001). Faults are in black and the biggest changes are in yellow. In (b) pressure is confined within the fault segments indicating a compartment.*
To improve on Landrø’s approximations, Meadows (2001) makes two modifications, the first uses relative P-wave impedance, \( \frac{\Delta I_p}{I_p} \), and S-wave impedance, \( \frac{\Delta I_S}{I_S} \), reflectivity changes instead of AVO gradient and intercepts (which can be quite unstable):

\[
\frac{\Delta I_p}{I_p} \approx k_p \Delta S + k_a \Delta S + l_a \Delta P + m_a \Delta P^2
\]  
(1-8)

and

\[
\frac{\Delta I_S}{I_S} \approx k_p \Delta S + k_p \Delta S + l_p \Delta P + m_p \Delta P^2
\]  
(1-9)

The second modification suggests including in the original expression, higher order terms (with a new coefficient, \( j_a \) also added) in order to obtain better empirical fits of the velocity versus pressure, and velocity versus water saturation curves, as follows:

\[
\Delta R_0 \approx \frac{1}{2} \left( k_p \Delta S + k_a \Delta S + j_a \Delta S^2 + l_a \Delta P + m_a \Delta P^2 \right)
\]  
(1-10)

and

\[
\Delta G \approx \frac{1}{2} \left( k_a \Delta S + j_a \Delta S^2 + l_a \Delta P + m_a \Delta P^2 \right) - \frac{4 \beta^2}{\alpha^2} \left( l_p \Delta P + m_p \Delta P^2 \right)
\]  
(1-11)

In theory, Meadows’s (2001) modifications better approximate the empirical pressure and saturation curves, and still give a similar result to Landrø’s (1999). For real field applications, however, this adds complexity and non-uniqueness to the solutions, and the question remains whether the uncertainty in the rock-physics framework can be justified using high-order approximations. To reduce the uncertainty, Landrø et al. (2003) extend the 4D AVO inversion method to multi-component 4D seismic data in a synthetic study. In addition, Landrø (2002) expresses pressure and water saturation changes using time-shifts and suggests that the problem can be further constrained by combining the same parameter (e.g. water saturation changes) estimated independently from AVO attributes and also from P- and S-wave time-shifts, using weight factors.

In a Bayesian formulation, Veire et al. (2006) study the uncertainty in pressure and saturation inversion on the Gullfaks field using Landrø’s (2001) method.
Buland and El Ouair (2006) also implement a stochastic framework on the Norne field, which estimates water saturation changes along with uncertainties. Trani et al. (2011) extend Landrø’s (2001) method by introducing two additional equations that link P- and S-wave time-shifts to pressure and saturation changes in the following formulation:

\[
\Delta T_{pp} \approx \frac{2D}{\alpha_0^r} (k_u \Delta S + j_u \Delta S^2 + I_u \Delta P + m_u \Delta P^2)
\]  (1-12)

where, \(\Delta T_{pp}\) is the P-wave 4D time-shift, \(D\) is the reservoir thickness, \(\alpha_0^r\) is the baseline reservoir interval velocity, \(\delta \alpha_0^r\) is the absolute change in the reservoir velocity between the baseline and monitor, the rest of the parameters have been previously defined as above. The S-wave 4D time-shift, \(\Delta T_{ss}\) uses the same expression by replacing \(\alpha\) with \(\beta\).

Together with Landrø’s (2001) equations, the resulting non-linear system solves for pressure and saturation changes using the Gauss-Newton algorithm, which was applied to a synthetic dataset. They note that the inversion improves, if the lateral variations in porosity are known or can be estimated seismically. This is yet to be applied on real field seismic data.

Whilst the inclusion of time-shifts and preservation of non-linearity can improve the quality of the inversion in theory, Blanchard (2012) point out that uncertainties in the inversion for elastic properties from observed 4D AVO data is an intrinsic part of the process, and this could lead to an inability to predict pressure and saturation changes. In a non-linear inversion scheme that combines both observed 4D time-shifts and 4D AVO data, Blanchard and Thore (2013) introduced dynamic constraints to the rock-physics model based on prior information from the reservoir engineer. In their synthetic application, they suggest that by introducing constraints, estimates of pressure and saturation changes are more reliable (Figure 1-11).

Recognising the need for engineering constraints, He et al. (2004) use P-wave impedances within a Bayesian scheme that is constrained by production data and flow principles to tackle non-uniqueness of seismic data in their application to the Draugen Field. Chu and Gist (2010) use a model-based inversion that first inverts for elastic properties and then pressure and saturation at the well locations before propagating the inversion away from the wells using statistical methods such as multivariate regression.
or neural networks. Their initial model is based on pressure and saturation changes from a history-matched fluid flow simulation model.

![Figure 1-11 Blanchard and Thore’s (2013) application of a rock-physics dynamic constraint to synthetic data. A comparison of the changes in Pressure (left, in bars) and Water saturation (right, in fraction of pore space) for the unconstrained (top) and constrained (bottom) inversion results. Dynamically constrained results are quantitatively more realistic, modified after Blanchard and Thore (2013).](image)

In an application to the Schiehallion Field, Floricich et al. (2012) use a Bayesian approach to perform a simultaneous model-based 3D AVO (near, mid and far) inversion of a baseline and seven monitor seismic data which derives estimates of reservoir pressure, oil and gas saturations at the time of each monitor survey and their uncertainties via statistical measures. They achieve this based on a high confidence in the rock-physics model, and in the geologic and simulation model away from wells.

Multiple simulation models have also been used as spatial constraints, for example, on a synthetic study Davolio et al. (2013) generate multiple realisations of reservoir models to account for uncertainties, and uses limits of pressure and saturation values extracted from these realisations at each spatial location to guide their model-driven deterministic
inversion. They note that there are additional difficulties in implementing this on real field data, and suggest using a Bayesian framework to account for known uncertainties.

Perhaps, the reservoir should be used as a laboratory, as an alternative to the biased rock physics models. This is the idea developed within the Edinburgh Time-Lapse Project (ETLP) research consortium where the inversion is driven by what is learnt in the field, making the procedure engineering consistent (Floricich et al., 2005). The basis for this is that the 4D seismic signatures must respond directly to changes in well production and injection during the time periods over which the 4D surveys are shot (Huang and MacBeth, 2009). Thus, by measuring production volumes around wells and measuring the changes in the 4D seismic signals simultaneously, the data-driven method derives its name.

1.3.2 Data-Driven approach

Data-driven approaches are founded on the causality between well production and the 4D seismic responses (Huang et al., 2012). In this technique, known information (i.e. pressure and saturation values) at well locations is calibrated to magnitudes of the 4D seismic signals around the wells, to build training samples. Correlations established with the training set are then used to estimate pressure and saturations at the well locations and also away from well locations which have not been sampled. This circumvents the need for a rock-physics model or detailed core analysis as the estimation procedure is driven by field observations. Thus, the computation is unbiased with respect to the many assumptions implicit in model-driven methods. One shortcoming of the data-driven process when compared to model-driven methods that generate 3D volumetric changes in pressure and saturation, is that it has so far been applied using 2D maps. However, the quick computation time, ease and accuracy (as it is determined by measured data) with which the inversion process can be implemented, the 2D maps from the data-driven method are rather useful for timely integration and reservoir management decisions.

MacBeth et al. (2006) define the following engineering-consistent normalised linear approximation for any 4D seismic attribute ∆A,
\[
\frac{\Delta A(x,y)}{\bar{A}_b} \approx C_S \frac{\Delta S_o(x,y)}{S_{oi}} + C_P \frac{\Delta P(x,y)}{\bar{P}_i}
\]  

(1-13)

where \((x, y)\) is the seismic bin location; \(\bar{S}_{oi}\) and \(\bar{P}_i\) are the field’s average initial oil saturation and average initial pore pressure, respectively; and \(\bar{A}_b\) is the average baseline seismic map. The weighting coefficients \(C_S\) and \(C_P\) are assumed constant (i.e. spatially invariant), to be determined by calibration to production data. For any two or more attributes that are observed to act independently and with a different relation to pressure and saturation effects, the coefficients \(C_S\) and \(C_P\) obtained from these attributes will also be different, thus, the method can be used to invert for pressure and saturation changes across the field. For a single 4D seismic attribute, Equation 1-13 is organised into matrix form to determine \(C_S\) and \(C_P\) in a least squares inversion which uses oil saturation, \(\Delta S_o\) and pressure, \(\Delta P\) changes measured (or estimated) at chosen wells:

\[
\begin{bmatrix}
\Delta A(x,y)_1 \\
\Delta A(x,y)_2 \\
\vdots \\
\Delta A(x,y)_n \\
\end{bmatrix} \frac{\bar{A}_b}{\bar{A}_b} = \begin{bmatrix}
\Delta S_o(x,y)_1 \\
\Delta S_o(x,y)_2 \\
\vdots \\
\Delta S_o(x,y)_n \\
\end{bmatrix} \frac{S_{oi}}{S_{oi}} + \begin{bmatrix}
\Delta P(x,y)_1 \\
\Delta P(x,y)_2 \\
\vdots \\
\Delta P(x,y)_n \\
\end{bmatrix} \frac{\bar{P}_i}{\bar{P}_i} \begin{bmatrix} C_S \\ C_P \end{bmatrix}
\]  

(1-14)

where, 1..\(n\) denote the well locations; the rest of the parameters are the same as above.

In an application to the Cormorant field (Figure 1-12), Florichich (2006) enhances this approach by performing a multiattribute analysis which determines the most suitable subset from a number of 4D seismic attributes. These include but are not limited to: far amplitude, near amplitude, full amplitude, intra-reservoir time-shift (time-shifts computed in a window below the reservoir minus the time-shifts computed in a window above the reservoir) and instantaneous frequency. To do this, Equation 1-14 is applied simultaneously to different combinations of multiple attributes and the combination with the lowest cross-validation error is selected for the inversion. Principal component analysis is applied to filter out redundancy and interdependencies among the attributes, the results from which are used to determine the most representative \(C_S\) and \(C_P\). It was
found that AVO seismic attributes (near, mid and far) and 4D time-shifts yielded the best combination.

Because the calibration or training data set from the wells are unlikely to cover the entire range of variations in rock properties and production of the reservoir, Floricich et al. (2005) tries to compensate for this by formulating the problem in a Bayesian scheme to account for uncertainties. This outputs probabilities for $\Delta S_0$ and $\Delta P$ at each seismic bin location.

Based on a case study from the Schiehallion field, Floricich et al. (2006) proved that the methodology is not restricted to a two-fluid phase system and the approximation is not required to be linear. Incorporating gas saturation changes leads to the non-linear equation for the change in seismic attribute, $\Delta A$

\[
\Delta A \approx a(e^{b\Delta S_g} - 1) + c\Delta S_w + d\Delta P^2 + f\Delta P, \quad (1-15)
\]
where $\Delta S_g$, $\Delta S_w$ and $\Delta P$ are the changes in gas saturation, water saturation and pore pressure, respectively. Similarly, the weighting coefficients $a$, $b$, $c$, $d$, and $f$ are assumed constant, and are again obtained by calibration at the wells.

Like Landrø’s (2001) approach and subsequent model-driven cases, Floricich’s (2006) data-driven method assumes that the weighting coefficients are invariant across the reservoir. However, they also note that this assumption is invalid, as reservoirs are not homogenous. Although, accounting for uncertainties by utilising a Bayesian scheme is appropriate, weighting coefficients are assumed constant with no physical meaning of their significance. However, Floricich’s (2006) approach demonstrated that they are specific to the 4D seismic attribute used in calibrating them.

For thin reservoirs, Falahat et al., (2012) reports that the principal parameters controlling mapped 4D seismic signatures are not the pressure and saturation changes \textit{per se}, but these changes scaled by the corresponding thickness (or pore volume) of the reservoir volume that these effects occupy. By pore-volume scaling and based on the principle of superposition, they derive a three-fluid phase approximation in the form,

$$
\Delta A(\Delta P, \Delta S_g, \Delta S_w) \\
\approx a h_p [\phi NTG] \Delta P + b h_g [\phi NTG] \Delta S_g \\
+ c h_w [\phi NTG] \Delta S_w,
$$

(1-16)

where the square bracketed terms refer to the effective porosity, $\phi NTG$, averaged over the depth range affected by the particular change at each seismic bin location. Thus, the mapped seismic response is dependent on the changes averaged over the total pore volume. The thicknesses occupied by pressure, water saturation and gas saturation changes, within the reservoir interval are given by $h_p$, $h_w$ and $h_g$, respectively. The coefficients $a$, $b$, and $c$ are constants obtained around well locations by calibration using pore-volume scaled maps of pressure, $h_p [\phi NTG] \Delta P$, gas, $h_g [\phi NTG] \Delta S_g$ and water saturation changes $h_w [\phi NTG] \Delta S_w$ from a history-matched simulation model. This is similar to Equation 1-13 where the $C_S - C_P$ coefficients now represent the combined terms in Equation 1-16 which weight the pressure, water and gas saturation changes.
individually by accounting for the pore volumes. On the Schiehallion field, Falahat et al. (2012) perform a least squares inversion using a number of observed 4D seismic attribute maps (full angle stacks, gradient stacks, envelope weighted frequency and
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**Figure 1-13** Application of the pore-volume scaled least-squares deterministic inversion using the linear approximation in Equation 1-16, on the Schiehallion field. (a) the observed 4D seismic amplitude response (b) the inverted pore-volume scaled pressure change (c) the inverted pore-volume scaled gas saturation change (d) the inverted pore-volume scaled water saturation change. Highlighted areas are for comparison, modified after Falahat et al. (2012).
reservoir thickness in time). Since the reservoir’s pore-volume is not known exactly, the results do not yield absolute values of pressure and saturation but a scaled alternative (Figure 1-13), which they show can be semi-quantitatively compared with corresponding pore-volume scaled maps from the simulation model, assuming the simulation model is correct. Landa et al. (2015) also apply Falahat et al.’s (2012) approach in a Bayesian inversion scheme on an offshore turbidite field undergoing water-flood production.

To provide further insights into how pore pressure and saturation changes may combine to affect the 4D seismic signatures, Alvarez and MacBeth (2014) investigated the physical reservoir properties that may control the weighing coefficients presented in MacBeth et al. (2006). By performing extensive sensitivity tests using rock-physics forward modelling, a slight modification to Equation 1-13 expressed as absolute differences, gives

$$\Delta A(x,y,\theta) = C_s(x,y,\theta)\Delta S_w(x,y) - C_p(x,y,\theta)\Delta P(x,y)$$  \hspace{1cm} (1-17)$$

and,

$$\Delta t(x,y,\theta) = t_i( C_s(x,y,\theta)\Delta S_w(x,y) - C_p(x,y,\theta)\Delta P(x,y))$$  \hspace{1cm} (1-18)$$

where $(x,y)$ is the seismic bin location; $\Delta A$ and $\Delta t$ are the 4D seismic amplitude and 4D seismic time-shift at a given incidence angle, $\theta$, respectively; and $t_i$ is the initial two-way-time of the reservoir surface. The 4D seismic data could be angle/offset stacks (i.e. AVO stacks) or CMP gathers (i.e. AVO gathers). Note that the sensitivity coefficients/parameters, $C_s$ and $C_p$ are different for amplitudes and time-shifts, and are also dependent on the AVO data from which they are derived.

Alvarez and MacBeth (2014) confirm what is suspected, that the weighting coefficients, $C_s$ and $C_p$ are indeed related to the in-situ reservoir rock and fluid properties, with effective porosity being a major controlling factor on the magnitudes of the spatially varying $C_s$ and $C_p$ (Figure 1-14). Other reservoir parameters (initial reservoir pressure and saturation, top reservoir contrast, etc.) were found to have minimal influence and acted as groups of parameters rather than as individual contributors to form the 4D seismic signal. In a synthetic application using the
Schiehallion field model, Alvarez (2014) first determines a single $C_s$ and $C_p$ for each AVO amplitude stack (near, mid and far) by calibration to production data, and then accounts for their lateral variability by weighting using maps of porosity and overburden stress computed from the field’s fluid-flow simulation model.

Figure 1-14 Rock-physics modelling insights for an oil-water sandstone reservoir. Effects of pressure increase and water saturation increase compete against each other. For a range of porosity, $\phi$, cross-plots are given for (a) amplitude change, $\Delta A$ for the near offset stack (angle, $\Theta = 0^\circ - 10^\circ$) versus pressure change, $\Delta P$ (at a fixed water saturation value of 0.6) (b) the same as in (a) but for the far offset stack (angle, $\Theta = 25^\circ - 35^\circ$). The weighting coefficients $C_s$ and $C_p$ depend on the reservoir’s geology, indicated here by porosity, which are intrinsic to the sensitivity of the offset dependent amplitude changes to pressure and water saturation effects. Pressure increase effects are stronger in the near offset and weaker in the far offset which is the opposite for water saturation effects, and the $C_s/C_p$ ratio, also change according to offset and porosity. As the effects of pressure and water saturation increases compete, the horizontal black indicates the magnitudes of pressure changes that will need to occur, to override water saturation changes and how porosity affects this margin at the near and far offset. Modified after Alvarez and MacBeth (2014).
1.4 Main challenges of the thesis

The progress described above (and as summarised in Figure 1-9) for the estimation of $\Delta P$ and $\Delta S$ quantities from 4D seismic data are noteworthy as they pave the way for further improvements in this area of active research. Pressure changes in particular are still difficult to estimate with certainty as opposed to water saturation changes. Issues remain regarding uncertainty in the rock physics models and in the degree to which 4D seismic data alone can determine saturation and pressure. It also noted that the fluid flow simulation model can provide additional information (both static and dynamic properties) to aid the inversion process, but that it in itself adds more uncertainty. The various methods appreciate the limitations of their approach, and often utilise a stochastic framework to somehow account for this, but this does not address the issue beyond the well-founded data non-repeatability noise argument and non-uniqueness in the inversion. I seek a more data-driven engineering approach that is concerned with the interpretation of 4D seismic data and its associated uncertainties. The purpose of which is to provide more reliable estimates of pressure and saturation changes from 4D seismic data. The value in this is that such estimates are closest to engineering measures of the dynamic reservoir and are ideal for use in fast and direct model updating through seismic-assisted history matching.

- The first area to address is the quantification of the weighting coefficients (we will call them ‘sensitivity parameters (or coefficients)’) - these are key for the discrimination between pressure and saturation changes. They represent the reservoir’s in-situ sensitivity to pore pressure only and saturation only effects and their meaning is far from empirical. It is also known that the magnitudes of the sensitivity parameters and their spatial variation are determined by the characteristics of the particular reservoir rock – mostly by effective porosity. Rock-physics based methods (together with core data analysis) are far too biased, particularly, in defining the reservoir’s rock pressure sensitivity, though such methods provide a good theoretical background. Calibration of the in-situ reservoir response as measured by 4D seismic data is the approach that would be further explored in this thesis.
• There is no clear understanding yet from the observed 4D seismic domain as to how the magnitude of the sensitivity parameters/coefficients differ for pressure and saturation effects, and how they differ with respect to different fields. This is also an area that this thesis aims to clarify using the observed 4D seismic data and reservoir engineering measurements.

• The developments so far are yet to use the information from multiple monitor datasets. The majority of the methods use a single monitor 4D seismic data and where multiple monitor data are inverted, they are treated independently. It is a challenge then to unlock the potential of combining multiple repeated 4D seismic data, not just for the quantification of the sensitivity parameters but for the separation of pressure and saturation changes at one specific monitor time. Utilizing monitor data acquired at different times can help address linearity or non-linearity in the relation between the 4D seismic response and the pressure and saturation changes for a particular field. This can thus determine whether a linear or non-linear equation should be used in data-driven inversion techniques.

• The inversion is non-unique and 4D seismic data is limited mostly by non-repeatability noise and resolution. It is also known that 4D seismic data alone cannot give reliable estimates of the reservoir dynamic properties we seek. The use of sparse well production and pressure data, and material balance engineering laws as constraints has been tried to a great extent. The challenge is to develop a robust inversion scheme that better incorporates reservoir engineering data to guide the inversion of the observed 4D seismic data.

• By investigating the temporal (also termed dynamic) behaviour of reservoirs, we can determine whether any reservoir changes occur during seismic acquisition.
1.5 The work of this thesis

1.5.1 Thesis outline

The remainder of this thesis is divided into seven chapters as follows:

Chapter 2 uses rock-physics modelling to understand the sensitivity of outcrop sandstones and a recovered reservoir sandstone to reservoir changes in pressure and fluid saturation. Zero-offset 4D amplitude and time-shifts are modelled for independent effects of pore pressure increase, pore pressure decrease, gas saturation and water saturation changes.

Chapter 3 implements an interpretation based method that calibrates maps of 4D amplitudes from multiple monitor 4D seismic data (full-offset post stack) and engineering data to quantify the in-situ pressure, water and gas saturation sensitivity of the reservoir, along with its uncertainties. The pressure or saturation sensitivity is expressed in relative amplitude terms as a function of the change in pressure (in MPa) or the change in saturation (in fraction). The method is applied to four producing North Sea clastic fields with different geological environment, production mechanisms, rock properties and simple to complex 4D seismic responses. A different more volumetric 4D seismic attribute, time-shifts is also used. The analysis is done using intra-reservoir time-shifts extracted from the computed 4D time-shift volumes of multiple monitors (full-offset post stack seismic data). Time-shift sensitivity is quantified as the change in two-way-time relative to the reservoir thickness as a function of the change in pressure (in MPa) or the change in saturation (in fraction). This is applied to a geomechanically active high-pressure-high-temperature (HPHT) clastic field and a normally-pressured clastic field.

Chapter 4 addresses the issue of time scales when relating the acquired 4D seismic data to the reservoir engineering data. It examines the spatiotemporal relationship between physical processes in the reservoir such as pressure, water and gas saturation as controlled by field/well operations and the time sequence of shooting of real field North Sea acquisitions from a PRM and towed streamer survey. It suggests that intra-survey reservoir fluctuations (that is, production fluctuations that occur during the shooting of
monitor surveys) might prevent accurate quantitative measurement of the reservoir change using post-stack 4D seismic data.

**Chapter 5** assesses the impact of the above intra-survey reservoir fluctuations in the quantification of pressure and saturation changes from 4D seismic data. It reveals that the intra-survey reservoir fluctuations create a complicated spatio-temporal imprint on the post-stack data, and adds to the lack of accuracy in the measurement of reservoir changes using offset stacks from the 4D seismic data, especially pressure changes. It is then recommended that the shot timestamps of the acquisition is used to sort the seismic data immediately after pre-stack migration and before any stacking. The seismic data should also be shot quickly in a consistent pattern to optimise time and fold coverage.

**Chapter 6** presents an engineering-constrained, data-driven, map-based inversion scheme to estimate pressure and water saturation changes from 4D seismic data in clastic reservoirs. It is a deterministic least squares inversion that quantifies and uses the uncertainty in the 4D seismic data, as well as the engineering data. Multiple monitor 4D seismic data are combined to estimate the spatially-varying reservoir sensitivity for each sub-offset stack (near, mid and far), which are then used to invert for pressure and water saturation changes at a specific monitor time. The fluid flow simulation model is included to provide soft dynamic constraints. To account for uncertainties with using a single model and lessons learnt from Chapter 4 and 5, multiple realisations of geologically-consistent and history-matched reservoir simulation models are generated, and embedded within the inversion. The added benefit is that the scheme automatically presents the reservoir model that best honours the 4D seismic signals.

**Chapter 7** applies the inversion scheme discussed in Chapter 6 on the Heidrun field which has five repeated 4D seismic monitor data. Realistic synthetic data is modelled based on the Heidrun field’s reservoir properties, and by extracting the observed 4D seismic noise and adding it to the synthetic data obtained by simulator-to-seismic modelling.

**Chapter 8** summarizes the conclusions of the work from previous chapters, and in addition, recommendations are put forward for further future research.
1.5.2 Publications

Parts of this thesis have been independently presented in the following publications:

  --- Chapter 4

  --- Chapter 3

  --- Chapter 5
Chapter 2

A rock-physics understanding for the quantification of pressure and saturation sensitivity in sandstones using zero-offset 4D amplitudes and time-shifts

Key to quantitative interpretation of 4D seismic data for the separation of pressure and saturation effects is accurate knowledge of their individual contributions to the 4D seismic signatures. In this chapter I use known rock-physics equations to model zero-offset 4D amplitudes and intra-reservoir time-shift responses in a producing black-oil reservoir. Of particular concern is the sensitivity of normally-pressured sandstones to independent changes caused by pore pressure increase, pore pressure decrease, and water and gas saturation increase. The sensitivity to the reservoir dynamic changes are quantified using the modelled 4D amplitudes and time-shifts, which are found to be complementary attributes. A generalised understanding of the dependence of the time-shift and amplitude sensitivity to lithology variations is also provided by analysing three sandstone samples which ranged from high porosity (18-27%) unconsolidated sandstones to low porosity (5%) cemented sandstones. The modelling also provides insights into the specific nature of sensitivity at various magnitudes of dynamic changes, and the imbalance of sensitivity between pressure and saturation effects.
2.1 Introduction to sensitivity

To separate and quantify reservoir changes in pressure and saturation from 4D seismic data (Figure 1-7), a good understanding of the impact of reservoir dynamic changes on the elastic properties of the reservoir is a prerequisite. This must involve a quantification of the individual contributions of pressure and saturation effects to the overall 4D seismic response (Figure 2-1). In this context, the quantitative metric is given the name ‘sensitivity’. Sensitivity is specific to the particular dynamic change e.g. pressure sensitivity, water saturation sensitivity, in addition to the particular elastic or seismic attribute derived from the observed 4D seismic data or modelled. For example, moduli, velocities, impedances, time-shifts, amplitudes, AVO gradient, AVO intercept, etc. Sensitivity is a measure of the change in 4D seismic attribute to a unit change of pressure or saturation. In many works concerned with the separation of pressure and saturation changes in 4D seismic data, the sensitivity is often presented as model-driven regression fits, $k_\alpha$, $k_\rho$, $l_\alpha$, $m_\alpha$, $l_\beta$, and $m_\beta$, (Equations 1-1 and 1-2) or data-driven weighting coefficients $C_S$ and $C_P$ (Equation 1-13). These weighting or regression terms define the balance between pressure and saturation effects for the inversion, and could be viewed as measures of sensitivity to the independent effects.

![Figure 2-1 Sensitivity is a metric for defining the balance between reservoir dynamic changes such as pore pressure and saturations. Colour-filled arrows indicate the 4D impedance response to any of the changes, softening (red/dark red) and hardening (blue/dark blue). Softening implies a decrease in impedance and hardening implies an increase in impedance. Arrows facing the same direction illustrate the polarity of pressure and saturation changes that are likely to compete against each other during typical production scenarios. For example, in waterflooding, an increase in water saturation, $S_w$, is accompanied by an increase in pore pressure, and both effects compete against each other. An increase in gas saturation, $S_g$, (i.e. gas breakout) could also occur, if pressure drops below the bubble point pressure (Falahat et al., 2014), which both compete. Gas injection could also raise pressure as the gas saturation increases, both effects in this case, will reinforce.](image-url)
2.1.1 Methods for calibrating sensitivity

The techniques for estimating sensitivity are model-driven or data-driven as it is by these two approaches, pressure and saturation changes are separated from 4D seismic data (Figure 2-2) (see also section 1.3). Part of the model-driven approach as popularised by Landrø (2001), involves (1) estimating pressure sensitivity by laboratory analysis on cores where elastic moduli of the rock are measured under different confining pressures, combined with (2) fluid saturation sensitivity using empirical fluid equations, such as Gassmann’s (1951) theory (see section 2.2.1). Although, much of our current knowledge of pressure sensitivity is shaped by laboratory measurements on cores, it is generally acknowledged that such measurements have limited applicability to the in-situ field-scale reservoir response (e.g. Nes, 2000; Eiken and Tøndel, 2005; Alvarez and MacBeth, 2014); contrary to fluid saturation sensitivity which is believed to be adequately explained by Gassmann’s model. Alvarez and MacBeth (2014) discuss the issues associated with laboratory experiments which include: statistical sampling of the cores, time-scale of the production relative to the cycle that pore pressure is cycled in the laboratory, core plug damage, frequency dispersion, evaluation of the effective stress coefficient, geomechanical effects, measuring dry-rock response using the Gassmann model, the role of clays and shales, imperfect stress recovery and stress...
asymmetry. Laboratory-based measurements can also be boycotted by using repeat logs- where repeat formation tester (RFT) and elastic logs acquired from the reservoir intervals that have undergone production are used to calibrate the pressure sensitivity. The calibration uses rock-physics equations to model and fit the repeat elastic logs. Repeat logs are however not widely available across fields and such analyses are very limited. An excellent example is given in Fürre et al. (2009) which reports weaker pressure sensitivity than those measured in the laboratory, and found that the log-derived calibration compared favourably with the observed 4D seismic response. Of particular concern with rock physics models are that they are grossly uncertain, time consuming and difficult to calibrate sufficiently (Amini, 2014; Briceno et al., 2016).

Many studies point to 4D seismic data as the measure of “truth” to validate log-derived rock-physics models or laboratory measurements (e.g. Eiken and Tøndel, 2005; Fürre et al. 2009; Amini and MacBeth, 2015; Avseth et al., 2016). The 4D seismic data are a direct and spatially-dense measure of the reservoir’s response over production time. This allows for the investigation of spatial variations in sensitivity, and across monitor times. The data-driven method thus addresses the gaps in rock-physics models using 4D seismic data as an alternative to calibrate the relationship between observed magnitudes of the 4D seismic response and measured magnitudes of pressure and saturation changes induced by production (for example, MacBeth et al., 2006; Landa et al., 2015). Although 4D seismic data measurements better represent the in-situ behaviour of the reservoir rock and associated fluids, it can be argued that the 4D seismic method can be of higher uncertainty than model-driven methods on the basis of non-repeatability noise. This however, depends on individual field acquisition and processing of the 4D seismic data, but the success so far with the data-driven method is promising as they are more reservoir-consistent. The insights gained from rock-physics models are however essential for the quantification and interpretation of 4D seismic signatures.

In this chapter, 4D rock-physics modelling is used to provide background understanding of the variation of sensitivity in sandstones as well as the sensitivity to pressure and fluid saturation changes. Zero-offset 4D amplitudes and time-shifts are modelled to define and quantify the reservoir sensitivity in sandstones. The aim is to guide the interpretation achieved from quantifying the in-situ reservoir’s sensitivity using measured 4D seismic data, to be explored in Chapter 3. Noted earlier in Equations 1-17 and 1-18, the sensitivity depends on the angle of incidence of the 4D seismic data used
for calibration. In Chapter 7 (for example, Figure 7-7) this dependency is shown for the Heidrun field using AVO stacks of the near-offset, mid-offset, far-offset and full-offset to quantify the sensitivity to reservoir changes. It is shown that both the sensitivity to pressure and fluid saturation changes vary with angle of incidence. Also note that full-offset stacks are used to quantify the sensitivity of the various field reservoirs in Chapter 3, and zero-offsets are used in the rock-physics study in this chapter. Ideally, full-offset stack and zero-offset 4D seismic data should be the same after processing, but this is not always true. Seismic acquisitions are strategically designed to image at different offsets, but the propagation effects due to this offset variation are not completely removed in the final processed and stacked (full-offset) 4D seismic data. This means that AVO effects will still interfere and complicate the response observed in the full-offset stack. So, it is to be expected that the sensitivity obtained using zero-offset 4D seismic data will differ from those obtained using full-offset stacks.

2.2 Rock-physics model

Whilst rock physics modelling combined with laboratory measurements on dry cores may not adequately represent the in-situ reservoir response as observed in 4D seismic data (Alvarez and MacBeth, 2014; Amini and MacBeth, 2015; Saul and Lumley, 2015; Fürre et al., 2009), models however provide a theoretical framework by which seismically-derived sensitivity can be better understood. The aim in this section is to develop an understanding of rock and fluid physics and some selected equations that relate seismic changes to changes in reservoir rock properties due to production. The procedure involves performing fluid substitutions and pressure dependence calibration for isolated production-related scenarios, and computing the sensitivity. It is important to mention that this analysis focuses only in sandstones, assuming no change in macro-porosity. This is a reasonable assumption as most sandstones exhibit negligible or no physical thickness changes due to production. The reservoirs are thus non-compacting and there are no geomechanical effects occur in the overburden, hence, only elastic changes are considered. In the following sections I review the relevant equations that form the basis for the 4D rock physics analysis in section 2.3.
2.2.1 Fluid substitution model

The objective in fluid replacement modelling is to replace the initial properties of the reservoir rock with alternate post-production values from which seismic properties such as P-wave velocity, S-wave velocity, and density, and by extension P-wave and S-wave impedances can be computed. The formulas for these basic seismic properties are (Mavko et al., 1998):

\[ V_{P_{sat}} = \sqrt{\frac{k_{sat} + \frac{4}{3} \mu_{sat}}{\rho_{sat}}}, \]  
\[ V_{S_{sat}} = \sqrt{\frac{\mu_{sat}}{\rho_{sat}}}, \]  
\[ I_{P_{sat}} = V_{P_{sat}} \rho_{sat}, \]

where the subscript \( sat \) indicates the fluid-saturated case, \( V_P \) is the P-wave velocity, \( V_S \) is the S-wave velocity, \( I_P \) is the P-wave impedance, \( \rho \) is the density, \( \mu \) is the shear modulus and \( k \) is the bulk modulus. The saturated bulk density, \( \rho_{sat} \) is governed by porosity, mineralogy and fluid saturations:

\[ \rho_{sat} = \rho_{dry} + \phi (\rho_w S_w + \rho_o S_o + \rho_g S_g) \]  

where \( \rho_{dry} = \rho_m (1 - \phi) \) is density of the dry rock frame, \( \phi \) is porosity, \( \rho_m \) is the mineral bulk density; \( \rho_w, \rho_o, \rho_g \), are the water, oil and gas density respectively and \( S \) is the fraction of saturation for each fluid component. The saturated density at pre-production state can either be measured in-situ or computed using Equation 2-4.

Assuming values from the initial state are known, the goal is then to calculate alternate values representing different fluid saturation scenarios. For this, Gassmann equations (Gassmann, 1951) are used to compute the change in bulk modulus associated with a change in the pore fluid phases or a change in the acoustic properties of the existing fluids. These equations assume that the shear modulus is independent of fluid content (but not porosity), written as:
\[
\kappa_{\text{sat}} = \kappa_{\text{dry}} + \frac{(1 - \kappa_{\text{dry}}/\kappa_m)^2}{\phi/\kappa_{\text{fl}} + (1 - \phi)/\kappa_m - \kappa_{\text{dry}}/\kappa_m^2} \tag{2-5}
\]
\[
\mu_{\text{sat}} = \mu_{\text{dry}} \tag{2-6}
\]

where \(\kappa_{\text{sat}}\) and \(\mu_{\text{sat}}\) are the saturated bulk and shear modulus, \(\kappa_m\) and \(\mu_m\) are the bulk and shear modulus of the mineral forming the rock, \(\kappa_{\text{dry}}\) and \(\mu_{\text{dry}}\) are the bulk and shear modulus of the dry rock (minerals and pores), \(\kappa_{\text{fl}}\) is the fluid bulk modulus, and \(\phi\) is the porosity.

For calculating several production scenarios, a practical form of the Gassmann equations is adopted (Equations 2-7 and 2-8) which shows which parameters will change should pore pressure and fluid saturation change:

\[
\kappa_{\text{sat}}(P, S_{w,o,g}) = \kappa_{\text{dry}}(\sigma_{\text{eff}}) + \frac{(1 - \kappa_{\text{dry}}(\sigma_{\text{eff}})/\kappa_m)^2}{\phi/\kappa_{\text{fl}}(P, S_{w,o,g}) + (1 - \phi)/\kappa_m - \kappa_{\text{dry}}(\sigma_{\text{eff}})/\kappa_m^2}, \tag{2-7}
\]
\[
\mu_{\text{dry}}(\sigma_{\text{eff}}, i) \neq \mu_{\text{dry}}(\sigma_{\text{eff}}, p), \tag{2-8}
\]

The dry rock bulk and shear modulus (\(\kappa_{\text{dry}}\) and \(\mu_{\text{dry}}\)) are a function of the effective stress, \(\sigma_{\text{eff}}\) (which is linearly dependent on the pore pressure, \(P\), see also Equation 2-18), \(i\) and \(p\) denote two different pressure states; \(S\) is the fraction of saturation for each fluid component and the subscripts \(w, o, g\), indicate water, oil and gas, respectively. As pore pressure changes, the resulting increase or decrease of grain to grain contact of the dry rock frame is measured by the moduli. The bulk modulus of the fluid, \(\kappa_{\text{fl}}\), measures the effect of pore pressure changes on the fluids, as well as the change in the fluid phase, for example, hydrocarbon has been replaced by water or gas break out has occurred due to pressure drop below bubble point. The saturated bulk density (Equation 2-4) is sensitive to fluid saturation changes, and in non-compacting reservoirs (porosity remains constant with production), pressure-related changes in density are only related to the fluids. This is because pore pressure changes only result in a small reduction in the effective pore volume. MacBeth (2004) shows that changes in the dry
rock density due to pore pressure changes (in other words, effective pressure changes) contribute less than 4%. The remaining 96% are controlled by the elastic moduli changes of the dry rock. Therefore, the assumption of constant density for the dry rock frame in response to pressure changes is practically applicable.

Gassmann’s theory assumes that the pore space is occupied by only a single fluid phase, but in reservoir rocks different fluid phases are present together in the pore space. To use Gassmann’s equations in such practical settings, I use Domenico’s (1974) formula to calculate an effective bulk modulus that represents the fluid mixtures based on harmonic averaging assuming a uniform distribution of fluids:

$$
\frac{1}{k_{fi}} = \left( \frac{S_w}{\kappa_w} + \frac{S_o}{\kappa_o} + \frac{S_g}{\kappa_g} \right),
$$

where $S_w$, $S_o$, and $S_g$ are water, oil and gas saturations respectively, and $\kappa_w$, $\kappa_o$, $\kappa_g$ are the water, oil and gas bulk modulus respectively. Figure 2-3 shows a schematic of fluids in the pore space of the rock (in this case, just oil and water). Fluids in the pore space are of two distinct characters: (1) free fluids (free water and oil, in this case) which are expected to alter the overall seismic properties of the rock during production.
(e.g. a normal water flooding scenario), and (2) capillary bound water and oil, which does not change, except in Enhanced Oil Recovery (EOR) with chemicals etc. The presence of these two distinct characters of fluids, limits the maximum expected saturation change in the rock. For instance, for a water flooding scenario, this yields a practical maximum of \(1 - S_{wc} - S_{or}\), where \(S_{wc}\) is the connate water and \(S_{or}\) is the irreducible (or residual) oil saturation.

The acoustic properties (i.e. velocity and density, which make up the bulk moduli) of the reservoir fluids (gas, oil and water) are calculated in-situ using Batzle and Wang (1992) equations, which are the state of the art. These describe the empirical dependence of gas, oil and brine properties on temperature, pressure and composition – (changes in temperature and composition are not modelled in this study). This requires knowledge of oil properties (oil API, solution gas-oil ratio and oil-formation volume factor), gas properties, and gas gravity to characterise the hydrocarbon properties, for a gas-oil-water system. Water properties depend on the sodium chloride (NaCl) salinity content. For other fluid systems, for example, modelling the effect of gas saturation of brine (and how much the presence of gas affects brine properties or how much gas can be dissolved in brine), the applicability is questionable (Avseth et al., 2010). In addition, it is not shown how the empirical formulas can be used to model gas condensate reservoirs, but it is expected that the formulas should extend adequately to both gaseous and liquid phases in a condensate situation.

<table>
<thead>
<tr>
<th>Reservoir temperature</th>
<th>Initial Pore pressure</th>
<th>Water salinity</th>
<th>Oil gravity</th>
<th>Gas gravity</th>
<th>Initial Gas Oil ratio</th>
<th>Bubble point pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>57.8°C</td>
<td>25 MPa</td>
<td>18000 ppm</td>
<td>25° API</td>
<td>0.5985</td>
<td>62.33 ((\text{cm}^3/\text{cm}^3))</td>
<td>15 MPa</td>
</tr>
</tbody>
</table>

*Table 2-1 Reservoir fluid properties and initial conditions based on a North Sea field to be used in Batzle and Wang (1992) equations for modelling changes in fluid properties for several production scenarios.*

These information can be sourced from published empirical relations (Batzle and Wang, 1992), equations of state (fluid flow simulation model), or from pressure-volume and temperature (PVT) measurements taken in the field, which is most common. Table 2-1 details the reservoir properties of the fluids used for the 4D rock physics modelling in this Chapter. Apart from pore pressure, temperature of the reservoir fluids and water
salinity can also change, but for this exercise, I only focus on pore pressure changes. The effects of pore pressure on fluid properties are very subtle, in comparison to fluid saturation-related changes (Figure 2-4).

\[ \Delta l_{P_{\text{sat}}} = \alpha \Delta S_w \]

\[ \Delta l_{P_{\text{fluid}}} = \beta \Delta P \]

\( S_w = 0.2 \quad S_d = 0.8 \)

\( S_w = 0.8 \quad S_d = 0.2 \)

Figure 2-4 (a) Gassmann’s fluid substitution prediction for a water flood scenario in a 27.1% porosity North Sea sandstone, showing an approximate linear dependence of the P-wave impedance change, \( \Delta l_{P_{\text{sat}}} \), (an increase i.e. hardening response), as the rock becomes more water saturated. (b) Linear change of P-wave impedance of fluids, \( \Delta l_{P_{\text{fluid}}} \), (at different water saturation levels) with pore pressure changes, calculated using Batzle and Wang (1992) equations for a North Sea oil above bubble point (properties in Table 2-1).
Figure 2-4 (a) is calculated for a water flood scenario (with no pressure change) for a 27.1% porosity North Sea sandstone containing only oil and water, and assumed to be above bubble point pressure (Table 2-1). Other properties in Equation 2-4 such as dry rock and mineral moduli remain unchanged and are given later in Table 2-2. An approximate linear response of the P-wave impedance to water replacing oil is predicted by Gassmann’s Equations (Figure 2-4 (a)). In Figure 2-4 (b) Batzle and Wang calculations show the linear dependence of the P-wave impedance of the fluids to pore pressure changes at different water saturation levels. As oil is more compressible than water, it is also more sensitive to pore pressure changes than water. Fluids containing more water than hydrocarbons are less sensitive to pore pressure changes. An increase in pressure causes an increase in the impedance of the fluids (hardening), whilst a decrease in pressure yields a softening effect. The magnitude of change in impedance in Figure 2-4 (b) occupies only a small fraction (less than 25%) when compared to Figure 2-4 (a).

2.2.2 Mineral moduli and density model

As with fluids in the pore space, the reservoir rock can contain different minerals (quartz, feldspars, clays, calcite, etc.). An effective mineral bulk modulus which represents the mineral mixtures is found by computing the Voigt–Reuss–Hill average (Hill, 1952). This is simply the arithmetic average of the Voigt upper bound and the Reuss lower bound. This average is expressed as:

\[ M_{VRH} = \frac{M_V + M_R}{2}, \]

(2-10)

where

\[ M_V = \sum_{i=1}^{N} f_i M_i, \]

(2-11)

\[ \frac{1}{M_R} = \sum_{i=1}^{N} \frac{1}{f_i M_i}, \]

(2-12)
The terms $f_i$ and $M_i$ are the volume fraction and the modulus of the $i$th mineral component, respectively. The modulus $M$ represents the shear modulus, $\mu_m$ or the bulk modulus, $\kappa_m$, as seen in Equation 2-7.

Similarly, the mineral bulk density, $\rho_m$ (as seen in Equation 2-4) is dependent on the volume fraction of each mineral constituent, and is calculated as:

$$\rho_m = \sum_{i=1}^{N} \rho_i V_i,$$

where $\rho_i$ and $V_i$ are the bulk density and volume fraction of the $i$th mineral component, respectively.

### 2.2.3 Pressure dependence semi-empirical model

As Gassmann’s relations show (Equation 2-7), the effect of pore pressure changes on the dry rock frame need also be calculated. I use MacBeth’s (2004) equations which describe the pressure dependence of the dry rock bulk modulus $\kappa_{dry}$ and shear modulus, $\mu_{dry}$ in sandstones. The equations are written in the form:

$$k_{dry}(\sigma_{eff}) = \frac{k_m}{1 + E_k e^{-\frac{\sigma_{eff}}{P_k}}},$$

$$\mu_{dry}(\sigma_{eff}) = \frac{\mu_m}{1 + E_\mu e^{-\frac{\sigma_{eff}}{P_\mu}}},$$

In each equation, three parameters govern how responsive the rock is to applied pressure: $k_\infty$ and $\mu_\infty$ are the maximum values to which the curves asymptote; $P_k$ and $P_\mu$ are the characteristic pressure constants that determine the rollover point beyond which the rock frame attains its state of relative insensitivity; $E_k$ and $E_\mu$ are constants calibrated from isotropic loading on dry cores and determine how sensitive the rock is to changes in the effective stress, $\sigma_{eff}$, and can be considered as summaries of the total rock weaknesses, independently of its origin (MacBeth, 2004). The constants $E_k$ and $E_\mu$ are unit-less, $P_k$, $P_\mu$ and $\sigma_{eff}$ have units of MPa. By testing these equations on 179 sets
of laboratory measurements on different dry core samples from reservoirs as well as outcrop sandstones, MacBeth (2004) justified the fits and also presented evidence of the strong dependence of the dry rock moduli on not only the effective stress, but also on porosity. Equations (2-14) and (2-15) can be adapted to include porosity dependence of \( k_\infty \) and \( \mu_\infty \), based on the constant critical porosity model (Nur et al., 1995; Mavko and Mukerji, 1995):

\[
k_\infty = k_m \left( 1 - \frac{\phi}{\phi_c} \right), \tag{2-16}
\]

\[
\mu_\infty = \mu_m \left( 1 - \frac{\phi}{\phi_c} \right), \tag{2-17}
\]

Where \( k_m \) and \( \mu_m \) are the mineral bulk and shear modulus, \( \phi \) is the porosity and \( \phi_c \) is the critical porosity, which is the porosity that separates the mechanical and acoustic behaviour into two distinct states. For porosities lower than \( \phi_c \), the rock is load bearing, whereas for porosities greater than \( \phi_c \), the rock simply “falls apart” and becomes a suspension (Nur et al., 1998). Under load bearing state, critical porosity in sandstones is between 0.36 and 0.4, and must be greater than the porosity. Equations (2-14) to (2-17) imply that as \( \sigma_{\text{eff}} \) increases (i.e. \( \sigma_{\text{eff}} \to \infty \)), the pores and micro-cracks close and the rock becomes tighter (\( \phi \to 0 \)), making both \( k_{\text{dry}} \) and \( \mu_{\text{dry}} \) approach the values of the pure mineral moduli (\( k_m \) and \( \mu_m \)). Whereas, as the rock approaches surface pressure conditions (\( \sigma_{\text{eff}} \to 0 \)), porosity tends towards its critical value \( \phi_c \) (since the rock becomes a suspension), thereby making both \( k_{\text{dry}} \) and \( \mu_{\text{dry}} \) approach zero. Assuming isotropic loading, the effective stress is estimated using Terzaghi’s principle:

\[
\sigma_{\text{eff}} = \sigma_{\text{ob}} - nP, \tag{2-18}
\]

\[
\Delta \sigma_{\text{eff}} = -n\Delta P, \tag{2-19}
\]

where \( \sigma_{\text{eff}} \) is the effective stress, \( \sigma_{\text{ob}} = \alpha H \) is the overburden stress (where \( H \) is the depth and \( \alpha \) is a constant overburden stress gradient), \( P \) is the pore pressure, \( \Delta \) indicates change and \( n \) is the effective stress coefficient. Although this is a subject of many debates (Hoffmann, et al., 2005; Gurevich, 2004), a rule of thumb is that \( \phi \leq n \leq 1 \).
with \( n \to 1 \) for high porosity poorly consolidated rocks. The constant, \( \alpha \) is usually within the range 0.8 – 1 psi/ft at depths of interest down to 4000 m (Fjaer et al., 1992). For the analysis, it is assumed that \( \alpha = 1 \text{ psi/ft} \) (equivalent to 0.0226 MPa/m) and \( n = 1 \). The coefficient \( n \) can instead be estimated using the theoretical relation, \( n = 1 - \frac{k_{dry}}{k_m} \) (for \( k_{dry} \) at an arbitrarily high effective pressure, i.e. \( k_{dry} \to k_\infty \)) which is equivalent to the empirical formula, \( n = \frac{\phi}{\phi_c} \) (Simm, 2007). The negative sign in Equations (2-18) and (2-19) implies that pore pressure effects on fluids counteract the effects on the rock frame due to overburden stress (Figure 2.5).

For instance, an increase in pore pressure decreases the density of the fluids, and increases the fluid velocity, which leads to an impedance increase (hardening). Whereas, the same increase in pore pressure (equivalent to a decrease in effective pressure) leads to a decrease in grain to grain contact in the rock frame, hence, a decrease in impedance (softening). In general, the fluid response to pore pressure changes is small in comparison to the impact of the equivalent effective pressure on the dry rock frame. This may also depend on the value of \( n \) (Alvarez and MacBeth, 2014).

Figure 2-6 plots the change in the P-wave impedance of a dry rock in response to changes in the effective pressure calculated using MacBeth (2004) equations, for a
North sea unconsolidated sandstone (SST. A) with porosity of 27.1% and at an initial effective pressure of 31.5 MPa. Properties for the dry rock are given in Table 2-2.

<table>
<thead>
<tr>
<th>SST.</th>
<th>Geology (field)</th>
<th>Porosity φ (%)</th>
<th>Dry rock seismic properties</th>
<th>Mineral rock properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$V_p$(km/s)</td>
<td>$V_s$(km/s)</td>
</tr>
<tr>
<td>A</td>
<td>Unconsolidated Paleocene (WoS)</td>
<td>27.1</td>
<td>2.24</td>
<td>1.35</td>
</tr>
<tr>
<td>B</td>
<td>Unconsolidated Cretaceous (Lochaline, outcrop)</td>
<td>18.0</td>
<td>3.67</td>
<td>2.22</td>
</tr>
<tr>
<td>C</td>
<td>Cemented Cretaceous (Lochaline, outcrop)</td>
<td>5.0</td>
<td>4.88</td>
<td>2.77</td>
</tr>
</tbody>
</table>

- **Table 2-2** Sandstone (SST.) dry rock properties (at zero-pressure) of a recovered reservoir rock from the West of Shetland (WoS) and a Lochaline outcrop of two samples (unconsolidated and well-cemented), taken from MacBeth (2004). (a) P-wave, S-wave velocity and density seismic properties (b) Bulk and shear moduli and density of the mineral forming the rock, estimated using Equations (2-4), (2-16) and (2-17), with critical porosity, $\phi_c = 0.38$. (c) Pressure-dependence parameters for the sandstones (MacBeth, 2004).

The typical non-linearity of the pressure dependence curve is observed, with a decrease in effective pressure yielding a bigger magnitude of change (softening) than the opposing increase in effective pressure response (hardening). Compared to fluid pressure response (in Figure 2-4 (b)), the dry rock pressure response is the over-riding effect, but a more balanced competition is expected as effective pressure reduces significantly. The composite effect of pore pressure changes on the saturated reservoir
rock (rock frame and fluids) is what is being considered for the analysis, as this is what is measured in 4D seismic data.

![Figure 2-6](image)

*Figure 2-6 Dry rock P-wave impedance pressure dependence calculated using MacBeth’s (2004) equations for a recovered reservoir sandstone in the North Sea, with a porosity of 27.1%. Decrease in effective pressure causes a decrease in velocity (impedance softening) which yields a stronger change than an opposing increase in effective pressure response (impedance hardening), revealing the asymmetry with pressure effects on the rock frame. Compare with fluid pressure sensitivity (Figure 2-4(b)).*  

2.3 Rock-physics modelling of zero-offset 4D amplitude and time-shift sensitivity in sandstones

In section 2.2 I reviewed the rock-physics models and equations for fluid saturation and pressure dependency in normally –pressured sandstone reservoirs. The aim now is to use the rock-physics models to quantify the reservoir sensitivity in relation to various production effects. To provide a generic understanding of the zero-offset 4D seismic responses, two standard attributes necessary for 4D seismic data interpretation, 4D time-shifts and amplitudes will be modelled and used to measure the sensitivity (Figure 2-7). The effect of AVO on the sensitivity is not considered, but it is considered in Chapter 7 (see Figure 7-7). Only zero-offset 4D amplitudes and time-shifts are modelled which limits the generalisation of the results to AVO effects. However, As post-stack (full offset) 4D seismic data is used for calibrating the field observations in Chapter 3, the
zero-offset sensitivity response is used as an approximation to aid the interpretation of the full-offset post-stack sensitivity responses in Chapter 3. Two scenarios are considered, the first relates to the lithology, and the second to various production effects. Using sandstones of different porosity, geological age and environment helps to provide some insights as to how the rock fabric affects the sensitivity. The different production scenarios (pressure changes, and water and gas saturation changes) gives insight as to which production effects the reservoir rock is most and least sensitive to.

The range of pressure changes to be modelled (up to +/- 20 MPa) actually do not cover the wide range observed in the field responses in Chapter 3 (see Figure 3-1), particularly, for the high-pressure-high-temperature (HPHT) sandstone fields which experience pressure changes of up to -60 MPa. This is because the modelling here is done for normally-pressured sandstones only, and as such, there is a limit to the
magnitude of pressure changes that the rocks can experience under load bearing state (Avseth et al., 2010). This suitably describes the sandstones of the Heidrun, Norne and Schiehallion fields studied in Chapter 3. However, in the applicability to HPHT fields, the modelling results to follow (Section 2.3.4) show that the modelled time-shift sensitivity range (Figure 2-13 (b)) still covers the quantified sensitivity obtained in Chapter 3 for the HPHT Shearwater field, which experiences pressure changes of up to -59 MPa (see Figure 3-22(b), Section 3.4).

2.3.1 4D amplitude sensitivity equations

The pressure dependence model (section 2.2.3) together with Gassmann theory (section 2.21), can be applied to calculate the P-wave impedance changes for a reservoir rock as a function of pore pressure and fluid saturation changes. From this, amplitude changes (i.e. reflectivity changes) at top reservoir can be estimated, assuming a single sand-shale interface (Figure 2-7). Stammeijer and Hatchell (2014) detail the conversion between the change in impedance and the change in reflectivity; this is repeated here for clarity.

At zero-offset, the 3D reflectivity of a sand-shale interface at baseline time, $R_{base}$, can be approximated using the P-wave impedance, $I_p$, as:

$$R_{base} = \frac{I_{p}^{sand} - I_{p}^{shale}}{I_{p}^{sand} + I_{p}^{shale}} \approx \frac{1}{2} \frac{dI_p}{I_p},$$  \hspace{1cm} (2-20)

where $I_p$ represents the average P-wave impedance for sand and overlying shale. Since 4D impedance changes, $\Delta I_p$, primarily affect the reservoir (sand), the contribution of $\Delta I_p$ to $I_p$, can be neglected. The change in reflectivity, $\Delta R$, (at zero-offset) between the monitor and baseline values can be expressed as:

$$\Delta R = R_{monitor} - R_{base} = \frac{dI_p + \Delta I_p}{2I_p} - \frac{dI_p}{2I_p} = \frac{1}{2} \frac{\Delta I_p}{I_p},$$  \hspace{1cm} (2-21)

Equation 2-21 implies that the 4D change in reflection coefficient equals half the 4D relative impedance change. The 4D seismic signals are independent of the 3D reflectivity. Stammeijer and Hatchell (2014) note that this approximation is practically
applicable to a wide range of realistic shale impedances, as the shales are unlikely to change.

How strong the relative change in reflectivity is, compared to the 4D relative impedance change depends on the strength of the sand/shale interface, $R_{\text{base}}$. This is typically a larger number than the impedance change, as follows:

$$\frac{\Delta R}{R_{\text{base}}} = \frac{\Delta I_p / I_p}{2I_p} = \frac{dI_p / I_p}{dI_p / I_p},$$

(2-22)

The relative change in the 4D reflection coefficient equals the 4D relative impedance change scaled by the inverse of the sand-shale impedance contrast (Equation 2-22). If the sand-shale impedance contrast is zero (as can happen, e.g., North Sea Forties sands and similar, Singer et al. (2017)), the $\frac{\Delta R}{R_{\text{base}}}$ measure becomes instable, while the 4D signal itself, $\Delta R$, remains stable. The relative change in reflectivity, $\frac{\Delta R}{R_{\text{base}}}$, is equivalent to the relative change in amplitude, $\frac{\Delta A}{A_{\text{base}}}$. This measure can also be determined from 4D and 3D (baseline) seismic cubes using for example, root-mean-square (RMS) values extracted in gates inside the reservoir zone. Also note that Equation 2-22 has no offset dependency, thus, the amplitude changes computed are of zero-offset amplitudes.

In the schematic shown (Figure 2-7), an increase in impedance between baseline and monitor is a positive change, likewise for the reflectivity change at top reservoir, whereas, the amplitude change is negative. When using the rock-physics modelled $\frac{\Delta A}{A_{\text{base}}}$ (or in this case, $\frac{\Delta R}{R_{\text{base}}}$), I maintain this European reverse polarity as this is the convention in the North Sea 4D seismic datasets to be used in Chapter 3. Following this, the 4D amplitude sensitivity, $c_X \Delta A$, of the reservoir rock to various production effects can be quantified as the percentage change in amplitude per unit change of the specific dynamic property, $X$, causing the response:
\[ C_X^{DA} = \frac{100 \left( \frac{\Delta A}{A_{base}} \right)}{\Delta X}, \]  

(2-23)

where \( X \) indicates pore pressure, \( P \) (in MPa) or fluid saturation \( S_w, S_o \) or \( S_g \) measured as a percentage (%) and \( \Delta \) denotes change (i.e. monitor-baseline). Equation 2-23 applies if using zero-offset, partial-offset (near, mid, far) or full-offset 4D seismic amplitudes. \( C_X^{DA} \) varies with offset, since \( \Delta A \) (and \( A_{base} \)) is offset-dependent.

### 2.3.2 4D Time-shift sensitivity equations

4D time-shifts are the difference in two-way travel time between a monitor and baseline data (Figure 2-7). Though physical thickness changes can contribute to this, it is predominantly caused by velocity changes; a practically applicable assumption for non-compacting reservoirs i.e. sandstones. The time-shifts can be estimated from velocity changes as a function of pore pressure and fluid saturation changes. Considering a pre-production (base) and post-production (monitor) state, the 4D time-shift is given by (Asveth, 2013):

\[ \Delta t = t_{monitor} - t_{base} = 2Z \left[ \frac{1}{V_{P,monitor}} - \frac{1}{V_{P,base}} \right] \]  

(2-24)

where \( \Delta \) indicates change, \( t \) is the two-way travel time (in seconds), \( Z \) is the reservoir depth (in metres) and \( V_P \) is the P-wave velocity (in m/s) of the saturated rock at a given pore pressure and fluid saturation.

To honour depth trends and geological variability within a reservoir zone, Equation 2-24 can be modified as:

\[ \Delta t(z) = 2 \int_{z_{top}}^{z_{bottom}} \left[ \frac{1}{V_{P,monitor}(z)} - \frac{1}{V_{P,base}(z)} \right] dz, \]  

(2-25)

where the terms have been earlier defined as in Equation 2-24. This is particularly useful when estimating \( \Delta t \) from the top to bottom of the reservoir or sample-by-sample for a well.
Equations (2-24) and (2-25) imply that 4D time-shifts are a cumulative change with depth (Figure 2-8). Time-shifts taken at a particular depth, say at point A or B, is the sum of all travel-time differences above that point (Rickett et al., 2007). Thus, direct interpretation of time-shifts as shown, is problematic as it cannot be related to a specific interval. To obtain time-shifts within a particular interval of interest (e.g. inside the reservoir), the time-shift at the bottom of the interval, $\Delta t^B$ is subtracted from the time-shift at the top of the interval, $\Delta t^A$. The subtraction makes 4D time-shifts an interval property which can be directly related to the reservoir rock. This is so called “intra-reservoir” time-shift, $\Delta t^{\text{res}}$, which is particularly useful when interpreting the reservoir’s response in the observed 4D time-shift volumes.

In the schematic (Figure 2-8), the intra-reservoir time-shift, $\Delta t^{\text{res}}$ is a positive response which implies a velocity increase at monitor time (also known as a speed-up), meaning a shorter travel time. This corresponds to an increase in impedance of the rock

![Figure 2-8 A schematic diagram of the cumulative 4D time-shifts change with depth. The 4D time-shift, $\Delta t$, is the difference in two-way travel time between monitor and baseline seismic data. The intra-reservoir time-shift, $\Delta t^{\text{res}}$, is extracted as the difference in $\Delta t$ between point A and B.](image)

(hardening). A negative $\Delta t^{\text{res}}$, implies a velocity decrease at monitor time (i.e. slow-down) which can be interpreted as a decrease in impedance (softening). In the overburden i.e. above point A, the time-shift is very small in non-compacting normally-pressured sandstones (e.g. Snorre field and the Visund Field (Røste et al., 2015; Avseth et al., 2016)) and it is considered zero in the modelling, as only the reservoir interval is calculated. This, however, is significant in highly geomechanically active compacting
fields where both changes in velocity and physical thicknesses occur (e.g. chalk fields of Valhall and Ekofisk (Guilbot and Smith, 2002; Hatchell and Bourne, 2005) and for high-pressure, high-temperature (HTHP) fields, e.g., Elgin and Kristin (Dybvik et al., 2009; Grandi et al., 2010)). Also note that this time-shift attribute, $\Delta t^{\text{res}}$, has the same polarity convention as impedance changes (Figure 2-7).

Once the intra-reservoir time-shift is computed, the reservoir 4D time-shift sensitivity, $C_X \Delta t$, to different production effects can be quantified as the time-shift, $\Delta t^{\text{res}}$, (in microseconds) per unit thickness (in metres), $\frac{\text{ms}}{\text{m}}$ (or $\frac{\text{ms}}{\text{km}}$) per unit change of the dynamic property, $X$:  

$$C_X \Delta t = \frac{\Delta t^{\text{res}} (\mu\text{s})}{d (\text{m})}/\Delta X,$$  

(2-26)

where, $\Delta t^{\text{res}}$ is the intra-reservoir time-shift, $d$ (in metres) is the reservoir thickness. This implies that the time-shift is first normalised by the thickness of the reservoir, $d$, before computing the sensitivity, $C_X \Delta t$. The denominator $X$ indicates pore pressure, $P$ (in MPa) or fluid saturation $S_w, S_o$ or $S_g$ measured as a percentage (%) and $\Delta$ denotes change (i.e. monitor-baseline). The numerator can also be expressed as milliseconds per kilometre, (ms)/(km). Equation 2-26 applies if 4D seismic time-shifts are computed from zero-offset, partial-offset (near, mid, far) or full-offset 4D seismic data. $C_X \Delta t$ will also vary with offset, if $\Delta t^{\text{res}}$ is offset-dependent.

### 2.3.3 Rock-physics modelling for reservoir 4D sensitivity quantification

Here, I perform the 4D rock-physics analysis to quantify the sensitivity of the reservoir rock to pore pressure, water and gas saturation changes, using 4D time-shifts (Equation 2-26) and relative amplitude changes (Equation 2-23). Two categories are considered; the first relating to the lithology and the second, to the various production effects. For the lithology category, one recovered reservoir sandstone and two samples from a Lochaline outcrop taken from MacBeth (2004) are considered. Table 2-2 (Section 2.2.3) gives the initial elastic properties and pressure dependence relationships of the dry
sandstones as published in MacBeth (2004). The reservoir and outcrop sandstones were carefully selected to represent end members, as their pressure dependence curves suggest (Figure 2-9). The reservoir rock (A) is a Palaeocene-age deep water unconsolidated sandstone with a high porosity of 27.1% taken from the West of Shetland (WoS) area in the North Sea. The outcrop Lochaline sandstone is a Cretaceous-age shallow-marine sandstone with two samples, (B) clean unconsolidated with 18% porosity and (C) well-cemented, extracted from hard lenses of rock containing postdepositional silica cement, with 5% porosity. For the calculations, the overburden rock is a water saturated shale with initial elastic properties: \( V_p = 2602 \, \text{m/s} \), \( V_S = 1113 \, \text{m/s} \) and \( \rho = 2291 \, \text{kg/m}^3 \) based on a North Sea field. It is assumed that the overlying shale does not change during production, so, there are no 4D changes in the overburden. The reservoir is 30 m thick, and at a depth of 2400 m.

![Dry-rock bulk moduli pressure dependence curves for the recovered WoS reservoir sample (sandstone A, with 27.1% porosity) and the Lochaline outcrop samples (sandstone B and C) at two different physical states (18% and 5% porosity, respectively). Predictable trends can be observed as the unconsolidated sandstones (A and B) are more pressure sensitive than the cemented sandstone C. The green line represents the starting point (i.e. initial effective pressure, \( \sigma_{eff_i} = 31.5 \, \text{MPa} \) ) for the 4D calculations.](image)

The three different sandstones could be taken to represent lateral heterogeneity across a reservoir or the hypothetical case of three separate sandstone reservoirs that are homogenous with the same overlying shale properties and depth. Whilst three sandstone samples is insufficient to make a general conclusion about all sandstone
reservoirs, the sandstones A, B and C have been carefully chosen such that an end-member range of sensitivity responses is satisfied. The quantified sensitivity for these sandstones can help give a general understanding of the typical sensitivity levels one could expect for high porosity unconsolidated sandstones versus low porosity cemented sandstones.

The computations begin by populating the dry rock at zero-pressure (Table 2-2) with initial fluid saturations, assumed to be 80% oil saturated, and 20% water saturated ($S_{wc}$, or otherwise denoted, $S_{wi}$). The seismic properties of the initial fluid-saturated rock are then calculated for an initial pore pressure of 25 MPa. Following this, several production scenarios are calculated, these include (1) pressure decrease, (2) gas replacing oil, (3) pressure increase and (4) water replacing oil, which are modelled independently. For the fluid substitution scenarios, the rock is kept at the initial pressure, and for the pressure scenarios, the rock is kept at the maximum water saturation ($1 - S_{wc} - S_{or}$), and $S_{or} = 20\%$. Pressure changes are modelled in the range 5 to 20 MPa, at coarse increments of 5 MPa, to mimic the temporal coarseness with which pressure might be observed in multiple monitor 4D seismic data, which are typically acquired at 3 months to 3 years interval. Similarly, water saturation changes are modelled at 10%, 40% and 60% ($1 - S_{wc} - S_{or}$), and gas saturation changes at 5%, 10%, 20%, 50% and 80% (maximum, assuming all oil is replaced by gas and only water at $S_{wc} = 20\%$ remains). The 4D relative change in amplitude (Equation 2-22) and intra-reservoir time-shifts (Equation 2-25 and Figure 2-8) are then calculated for each modelled scenario and for the three sandstone samples, A, B and C (detailed in Table 2-2).

Figure 2-10 shows the modelled 4D changes in amplitude and intra-reservoir time-shifts to the different magnitudes of pore pressure increase and decrease, and water and gas saturation changes. Each scenario falls on a different quadrant, labelled 1 to 3, depending also on whether the effect is hardening (blue) or softening (red). The three different sandstones provide upper and lower range of expectations as indicated. In general, the unconsolidated reservoir sandstone, A, which has the highest porosity, responds with the biggest changes. The response of the outcrop unconsolidated sandstone B is also close to and sometimes bigger than that of sandstone A, due to the nature of their pressure-dependence curves (Figure 2-9). Effects due to gas saturation
Figure 2-10 Rock-physics 4D response for a typical range of production scenarios using the three sandstone samples, A, B and C (see Table 2-2) (a) 4D relative amplitude changes (in percentage) (b) Intra-reservoir 4D time-shifts. The horizontal axis shows pore pressure changes (in MPa), water saturation, $\Delta S_w$, and gas saturation changes, $\Delta S_g$ (in fraction, multiplied by 10). Each scenario has been modelled separately of others and falls on a different quadrant, labelled, 1, 2 and 3, predetermined by the production-induced change and the 4D polarity for a hardening (or speed-up) and a softening (or slow-down) response. Each magnitude of change on the horizontal axis could represent changes observed at different monitor times. Filled regions identify an approximately linear response if the production changes relative to baseline across monitor time are within the range highlighted.
and pressure increase are highly non-linear and for water saturation changes, approximately linear. Regions where both amplitude and time-shift responses are approximately linear have been highlighted on the plots. This is only satisfied when the magnitudes of pressure and fluid saturation changes relative to baseline (i.e. the zero axes) are within a limited range as shown. Pressure decrease induces very small changes compared to pressure increase. Such a small response could also be viewed as a linear effect even for a pressure decrease of -10 MPa or more.

In Figure 2-10 (a) fluid saturation changes impact bigger amplitude changes than pore pressure changes that occur in the 0 to 10 MPa range, with gas saturation changes inducing the biggest response. For the given range of changes modelled, the magnitude of amplitude response to pressure increase and gas saturation is comparative across the sandstones. As to be expected, pore pressure increase yields a stronger response (softening) than pore pressure decrease (hardening) due to the asymmetry of the pressure dependence relationship (Figure 2-9). Whilst a 10% water saturation change and a 5 MPa pressure increase may produce the same magnitude of amplitude change which counteract each other, a 15 MPa pressure increase will easily dominate over a 60% water saturation change, in sandstone A. Higher competitive advantage to pressure effects in sandstones B and C, also suggests that the response to pressure changes becomes more dominant than saturations in lower porosity sandstones. Notice for the high porosity sandstone A, fluid response to pore pressure decrease (at ΔP ≤ -20 MPa) over-rides the hardening response expected. This is because at such pore pressures, the dry rock is relatively insensitive (Figure 2-9) and the competing fluids in the pore space (Figure 2-4 (b)) dominate the pressure response.

For 4D time-shifts, (Figure 2-10 (b)), however, the dry rock prevails and the expected hardening response at ΔP = -20 MPa occurs, though the time-shift is almost zero. In addition, the impact of pressure increase on time-shifts are unrivalled by the next strongest effect, gas saturation changes. This suggests that time-shifts are a more sensitive metric for pressure changes than for saturation changes, contrary to amplitudes. The non-linearity with gas is however more complex for time-shifts than for amplitudes. Taking data points for sandstone A, a 10% increase in gas (which is a 16.8% relative change in amplitude) yields a time-shift of -0.82 ms, whereas, an 80%
increase in gas (which is a 32% change in amplitude) yields a mere -0.49 ms in time-shifts. Pressure increases are also non-linear but in the forward direction. As with amplitudes, an approximate linear time-shift response occurs for water saturation changes, and pressure decrease could also be assumed as having a linear effect.

### 2.3.4 Quantification of modelled 4D amplitude and time-shift sensitivity in sandstones

The modelled 4D responses agree with expectations of variation of changes in amplitude and time-shifts with lithology as evident across the three different sandstones (properties detailed in Table 2-2). In addition, the amplitude or time-shift sensitivity could also depend on the magnitude of the pressure or saturation change currently being observed. Transforming Figure 2-10 (a) into amplitude sensitivity using Equation 2-23, and also Figure 2-10(b) into time-shift sensitivity using Equation 2-26, gives, Figure 2-11 and Figure 2-12, respectively. The vertical axis is sensitivity, which measures how much amplitudes (in %) or time-shift (in ms/km) will change for the smallest unit of change in pressure (i.e. for every 1 MPa) and fluid saturation (i.e. for every 1%). The horizontal axis clarifies that the sensitivity has been calculated for a specific magnitude of change in pressure or saturation that was observed in Figure 2-10.

In Figure 2-11 gas saturation changes impact the highest amplitude sensitivity compared to water saturation changes, pressure decrease or increase. This is true for the higher porosity sandstones, A and B, but not for sandstone C which is more sensitive to pressure changes. Sensitivity varies with the magnitude of gas saturation increase, for example, for sandstone A, in the range $0 < \Delta S_g \leq 5\%$, the amplitude sensitivity is 2.53%, which implies that for every 1% increase in gas saturation, a 2.53% or more increase in relative amplitude change will occur (softening effect), whereas, in the range $\Delta S_g \geq 80\%$, the amplitude sensitivity is 0.40% or lower. So, when calibrating the 4D seismic response to gas saturation changes using several monitor data, the sensitivity could vary from one monitor time to the next depending on how far apart the magnitude of gas saturation changes are that have occurred at the monitor times. The magnitude of water saturation changes across monitor times could also impact the magnitude of amplitude sensitivity. This variation may be negligible and thus assumed constant for lower porosity sandstones, as observed in C and B, but for sandstone A, the sensitivity
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Figure 2-11 Rock-physics quantified amplitude sensitivity (Equation 2-23) to a specific magnitude and polarity of change in pressure, water and gas saturation observed in Figure 2-10(a). The amplitude sensitivity (vertical sensitivity) is the relative change in amplitude (monitor- baseline, in %) per unit change of pressure (in MPa) or fluid saturation (in %). Sensitivity is significantly controlled by the lithology of the three sandstones A, B, C (see Table 2-2). The arrows indicate the direction of decline in sensitivity, which suggests that sensitivity is specific to the magnitude of the production induced change relative to pre-production state (horizontal axis), especially for non-linear effects of pressure changes, and gas saturation increase.
decreases (from -0.14% to -0.12%) with decreasing magnitude of water saturation changes (from 60% to 10%), which is the reverse direction to gas.

For pressure up, the same is observed, the amplitude sensitivity decreases with decreasing pressure change. Sandstone B for example, has an amplitude sensitivity of 1.04% or greater for $\Delta P \geq +20$ MPa, whereas in the range $0 < \Delta P \leq +5$ MPa, the amplitude sensitivity is 0.24% or lower. Pressure down shows the reverse to pressure up, with smaller magnitudes of pressure decrease having higher amplitude sensitivity than bigger magnitudes. Taking sandstone B, the amplitude sensitivity is 0.12% or higher when pressure decrease is in the range $-5$ MPa $\leq \Delta P < 0$, but for $\Delta P \leq -20$ MPa the amplitude sensitivity is less than half at 0.05%; this disparity is wider for the higher porosity sandstone, A. This is because the pressure dependence curves (Figure 2-9) reach an asymptote as effective pressure increases (i.e. when pore pressure decreases). How big the pore pressure decrease must be before an asymptote is reached depends on the starting point along the curve, i.e. the initial effective pressure $(\sigma_{effi} = 31.5$ MPa), which has been modelled for a normally pressured reservoir at initial pore pressure of 25 MPa and at a depth of 2400 m. The curves also indicate that under load-bearing state, rocks can only experience a limited range of pressure changes (Avseth et al., 2010). At $-20$ MPa pressure decrease, the amplitude sensitivity for sandstone A is of opposite polarity (-0.014%), driven by the fluid pore pressure response and not the rock frame. At lower magnitudes of pore pressure decrease, however, the rock frame pressure response dominates.

In Figure 2-12 the resulting 4D time-shift sensitivity is shown (see also Equation 2-26). The horizontal axis relays that the sensitivity has been calculated for a specific magnitude and polarity of change in pressure or saturation currently being observed. Time-shift sensitivity echo the general trend observed for amplitude sensitivity (Figure 2-11). The main difference between the two attributes is that the time-shift sensitivity to pressure changes can be much higher than that to fluid saturation changes. For pressure decrease and gas saturation changes, the sensitivity decreases with increasing magnitude of change, whereas, for changes due to pressure increase and water saturation increase, the sensitivity decreases with decreasing magnitude of change. For example, sandstone A, has a sensitivity of -4.4 ms/km or greater when the gas saturation is in the range
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Figure 2-12 Rock-physics quantified time-shift sensitivity (Equation 2-26) to a specific magnitude and polarity of change in pressure, water and gas saturation observed in Figure 2-10(b). The time-shift sensitivity (vertical axis) is the 4D time-shift (monitor-baseline) per kilometre (in ms/km) per unit change of pressure or fluid saturation. Sensitivity is significantly controlled by the lithology of the three sandstones A, B, C (see Table 2-2). The arrows indicate the direction of decline in sensitivity, which suggests that sensitivity is specific to the magnitude of the production induced change relative to pre-production (horizontal axis), especially for non-linear effects of pressure changes, and gas saturation increase.

0 ≤ ΔS_g ≤ 5%, but only -0.20 ms/km or lower for ΔS_g ≥ 80%. For pressure up, the sensitivity is -0.61 ms/km when in the range 0 < ΔP ≤ +5 MPa, and is more than four times higher with a value of -2.5 ms/km when the pressure increase is equal to or greater than 20 MPa. A similar but subtle opposing trend can also be concluded when comparing the sensitivity due to changes in water saturation and pressure decrease. The overall minimum and maximum observations from the rock-physics modelling of time-
shift and amplitude sensitivity are summarised in Figure 2-13, and given in Table 2-3. In Figure 2-13, the vertical axis shows the absolute magnitude of sensitivity contributed by the three sandstones, which represent the upper and lower range of expectations. The sensitivity range has been determined using pore pressure changes of 0 to 20 MPa, water saturation changes of 0 to 60% and gas saturation changes of 0 to 80%.

For sensitivity to fluid saturation changes, the unconsolidated reservoir sandstone, A, with 27.1% porosity contributes to the upper limit. For sensitivity to pressure changes, the upper limit is contributed by both the reservoir sandstone and the unconsolidated sandstone, B, of 18% porosity from the Lochaline outcrop. The lower range for pressure and saturation sensitivity is occupied by the well-cemented sandstone of the Lochaline outcrop, which has a porosity of 5%. It is expected that most reservoir sandstones can be adequately explained within this end-member range. Relative amplitude changes, however, will rely on the reflection strength of the reservoir interface (Equation 2-20) which vary from field to field. In addition, initial PVT properties of the fluids also vary across fields and within reservoirs themselves, as well as reservoir thicknesses, all could result in sensitivity numbers far outside the end-member range modelled.

Sensitivity is therefore expected to vary across different reservoir sandstones, and also laterally within a reservoir due to inhomogeneities. MacBeth’s (2004) empirical study on the pressure sensitivity of dry cores of sandstones recovered from 12 reservoirs reported that sensitivity varied from 1% (the lower-porosity cemented sandstones) to 10% (the higher porosity unconsolidated sandstones). MacBeth (2004) also suggests that at realistic initial effective pressure, reservoir depth and for a fluid saturated rock (as is the case modelled), the sensitivity range disclosed will be much lower. “The laboratory-measured stress sensitivities rapidly diminish with increasing effective pressure, so that at 24 MPa (corresponding to a normally pressured reservoir at 2000-m depth), most of the rocks in the current database are predicted to have a sensitivity of less than 1% per MPa” (MacBeth, 2004). This agrees with observations in the current work. For example, for the 27.1% porosity West of Shetland sandstone, MacBeth (2004) reports a dry-rock bulk moduli sensitivity of 7.9% at zero-effective pressure, whereas, when subjected to in-situ pressure conditions as modelled in this rock-physics study, a maximum amplitude sensitivity of 1.04% per MPa change was calculated.
Figure 2-13 Summary of absolute values for (a) Amplitude sensitivity (Equation 2-23) and (b) time-shift sensitivity (Equation 2-26) based on rock-physics modelling of pressure and fluid saturation changes, separately. The lower and upper ranges are contributed by the low porosity (5%) cemented sandstone C, and the unconsolidated sandstones A (of 27% porosity) and B (of 18% porosity), respectively (see Table 2-2). Note that sensitivity to pressure has been calculated for a unit change in MPa, and sensitivity to fluid saturation for a unit change in saturation in percentage (%). Downward arrows indicate a decrease, and upward arrows, an increase in pressure or saturation.
Reservoirs under induced production can experience significant pressure or saturation changes that are far apart between monitor times. Relative to the pre-production state, the estimated sensitivity at each of these monitor times will differ, alluding to a non-time-constant sensitivity in sandstones. This does not mean that the fabric of the rock changes, since porosity and net-to-gross are unlikely to change in sandstones, but instead that the reservoir’s elastic properties are changed due to different magnitudes of production changes (see Figure 2-11 and Figure 2-12). For approximate linear effects due to water saturation changes, the sensitivity calculated at different monitor times should be very similar, but, for more non-linear effects associated with gas or pressure increase, it may be considerably different, particularly for higher porosity sandstones which are more sensitive. A change in sensitivity between monitor times indicates a non-linear response to that particular reservoir dynamic property. The reservoir could undergo different pressure and fluid saturation changes, causing it’s response across monitor times to lie outside the linear regions as indicated in Figure 2-10. However, the sensitivity can change as a result of a change in the rock fabric. During production, for example, mechanical weakening of cemented sandstones due to high pressure injection could induce fractures around the well bore, thus, altering the rock properties in a non-elastic manner (Saul and Lumley, 2015). Thus, if the sensitivity is quantified over the magnitudes of pressure and fluid saturation changes at different monitor times, this allows one to assess whether a data-driven linear or non-linear equation earlier discussed in Chapter 1 should be used to separate pressure and saturation changes for the specific reservoir.

Figure 2-13 and Table 2-3 suggest that 4D amplitudes and time-shifts are complementary attributes, although the former offers a more balanced sensitivity to fluid saturation changes, and the latter offers pressure changes some advantage over saturation changes. The results also indicates that at typical magnitudes of pressure and saturation changes, the 4D amplitude and time-shift response in well-cemented sandstones of low porosity will be very small (lying below the 2% amplitude detectability limit for the 4D seismic method, MacBeth (2004) compared to those of the unconsolidated sandstones. This offers a useful understanding for 4D feasibility predictions to address detectability of production-induced changes in sandstones considering non-repeatable 4D noise. Also note that in Figure 2-13 the relative scale
between pressure and fluid saturation sensitivity is not one-to-one. The sensitivity has been calculated with pressure change in MPa and saturation change in percentage (%). A fairer comparison can be achieved by expressing the denominator in Equation 2-23 and Equation 2-26 as a relative percentage change, \( \frac{\Delta S}{S_i} \) or \( \frac{\Delta P}{P_i} \), where \( P_i \) and \( S_i \) are the initial pressure and saturation, respectively. Whilst this is stable for pressure and water saturation (since for any reservoir \( S_{wi} \neq 0 \)), the suggested calculation will become instable if \( S_{gi} \) is equal to or near zero; the same condition applies to \( S_{wi} \). For better insights of the balance between pressure and saturation effects on 4D amplitudes and time-shifts, Figure 2-10 has been earlier discussed.

<table>
<thead>
<tr>
<th>Production Scenarios</th>
<th>Sandstones (( \phi ))</th>
<th>Rock-physics limits</th>
<th>Amplitude sensitivity (Equation 2-23)</th>
<th>Time-shift sensitivity (Equation 2-26)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pressure up +( \Delta P ) (MPa)</strong></td>
<td>Unconsolidated (18-27%)</td>
<td>Max. 1.04</td>
<td>-3.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. 0.24</td>
<td>-0.61</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cemented (5%)</td>
<td>Max. 0.154</td>
<td>-0.69</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. 0.042</td>
<td>-0.19</td>
<td></td>
</tr>
<tr>
<td><strong>Pressure down -( \Delta P ) (MPa)</strong></td>
<td>Unconsolidated</td>
<td>Max. -0.12</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. 0.014</td>
<td>0.05</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cemented</td>
<td>Max. -0.02</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. -0.0079</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td><strong>Water sat. ( \Delta S_{sw} ) (%)</strong></td>
<td>Unconsolidated</td>
<td>Max. -0.143</td>
<td>0.18</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. -0.028</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cemented</td>
<td>Max. -0.0026</td>
<td>0.0037</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. -0.0022</td>
<td>0.0020</td>
<td></td>
</tr>
<tr>
<td><strong>Gas sat. ( \Delta S_{sg} ) (%)</strong></td>
<td>Unconsolidated</td>
<td>Max. 2.53</td>
<td>-4.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. 0.08</td>
<td>-0.11</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Cemented</td>
<td>Max. 0.039</td>
<td>-0.114</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Min. 0.0096</td>
<td>-0.0020</td>
<td></td>
</tr>
</tbody>
</table>

Table 2-3 Summary of amplitude and time-shift sensitivity based on rock-physics calculations for pressure and fluid saturation scenarios modelled independently. Minimum and maximum values are provided based on the three sandstone samples of 27.1%, 18% (unconsolidated) and 5% porosity (cemented) (see also Table 2-2). The sensitivity values have been signed based on the modelled 4D polarity of the amplitude and time-shift response to an increase in impedance (hardening) or a decrease in impedance (softening). The table is obtained for pressure changes in the range 0 to 20 MPa, water saturation increases of 0 to 60% and gas saturation increases of 0 to 80%. Notice for pressure down, the row entry for minimum amplitude sensitivity provided by the unconsolidated sandstone (27.1% porosity) is of opposite polarity to the rest of the entries for pressure down. This is due to fluid pressure effect (softening) over-riding the rock frame effect (hardening) at a pore pressure decrease of -20 MPa or lower.
2.4 Summary

In this chapter, rock-physics modelling provided insights to the sensitivity of saturated sandstones to induced production effects such as changes due to pore pressure increase, and decrease, and water and gas saturation. An understanding of the dependence of the sensitivity to lithology variations was also achieved by analysing three sandstone samples which ranged from high porosity (18-27.1%) unconsolidated sandstones to a low porosity (5%) cemented sandstone. Properties for these sandstones were obtained from MacBeth (2004). The reservoir’s sensitivity was quantified using two standard attributes for 4D seismic data interpretation, amplitudes and time-shifts. The amplitude sensitivity measures the relative change in amplitude in percentage (i.e. relative to baseline) to a unit change of dynamic property. The time-shift sensitivity measures the intra-reservoir 4D time-shift (in microseconds normalised by the reservoir’s thickness, in metres) to a unit change of dynamic property, expressed as (ms/km) per dynamic change. The dynamic property is either pressure change (in MPa) or saturation change (in percentage), where change is simply monitor-baseline (i.e. pre-production state).

Both amplitude and time-shift sensitivities were of complementary trends. Amplitudes offer a more balanced sensitivity to pressure and fluid saturation changes, whereas, time-shifts show more dispersion between pressure changes and water saturation changes. This suggests the usefulness of combining both attributes for discriminating pressure from saturation effects in 4D seismic data. Sensitivity decreases significantly from the unconsolidated sandstones (highest) to the cemented sandstone (lowest). The cemented sandstones are more sensitive to pressure changes than to saturation changes, whilst the unconsolidated sandstones provide a balance. For the higher porosity sandstones, sensitivity to gas saturation changes can be up to 20 times greater than that for water saturation changes, but typically are around 2.5 to 3.5 times greater. An asymmetry in pressure sensitivity was also observed, where the sensitivity to pressure increase can be up to 14 times greater than the sensitivity to pressure decrease (in unconsolidated sandstones), but this disparity has a lower margin in cemented sandstones - only 2 times greater.
These findings offer a foundation for interpreting production-induced 4D effects and the balance between them. However, it is all based on a rock-physics model, properties of an outcrop sandstone sample and a recovered sample from a West of Shetland reservoir, and a narrow range of pressure changes of up to 20 MPa. The effective-medium model applied (i.e. Gassmann theory), has limitations with regards to its assumptions, namely: the rock is isotropic, pore spaces are well connected and completely saturated and low seismic frequency (< 100 Hz) of observation. The latter is practically applicable to the seismic experiment. The low frequency assumption implies that pore pressures are equilibrated throughout the pore space and the fluids can flow easily through the pore space, otherwise, at high frequencies (> 100 KHz), fluids do not have enough time to flow and this will increase the stiffness of the rock. The limitations of Gassmann’s (1953) assumptions mostly affect low porosity cemented sandstones. In any saturated rock, fluids are not homogenously distributed throughout the pore space, a patchy saturation model which spans the range of fine-scale (homogenous) to patchy mixing is recommended (for example, Brie et al., 1995). In addition, rocks are not isotropic, relations such as those detailed in Brown and Korringa (1975) must be used to account for anisotropy. In terms of the rock mineral moduli, the Voigt-Reuss-Hill average (Hill, 1952) was used, but Hashin-Shtrikman bounds (Hashin and Shtrikman, 1963) can also be applied, or a modified version by combining it with Dvorkin’s contact cement model (Dvorkin and Nur, 1996) and this may be widely applicable to a variety of unconsolidated and cemented sandstones. Asveth et al. (2010) details the various rock-physics models that could be applied, but it is expected that similar conclusions on the sensitivity for the sandstones used, as well as the relative magnitudes between pressure and saturation sensitivity will be reached. On a reservoir-constrained modelling on three different fields (two clastic fields and one carbonate field), Briceno (2017) shows that different rock-physics models give similar results, and it is the parameterisation of the various rock-physics models that affect the results. The purpose of the generalised rock-physics modelling performed in this chapter is to provide some guidelines, and it is not intended to try to match any observations on real field studies; this is beyond the scope of this thesis.

In the next chapter, the observed 4D seismic data will now be calibrated to quantify the reservoir’s sensitivity on four different clastic fields.
Chapter 3

Quantification of the sensitivity of sandstone reservoirs to pressure and saturation changes using full-stack 4D seismic amplitudes and time-shifts

In Chapter 2 rock-physics modelling provided basic understanding of the pressure and saturation sensitivity of different sandstones. In this chapter, the in-situ reservoir’s sensitivity is quantified directly from the observed 4D seismic data. The main motivation for this is to provide an alternative to laboratory measurements on core plugs or rock-physics models. This complementary technique for estimating pressure and saturation sensitivity compares 4D seismic and pressure/saturation measurements. This is possible in selected areas around and away from wells where pressure or saturation variations contribute predominantly to the 4D seismic signatures. Multiple monitor 4D seismic data are used to sample these areas as a function of field production time. The technique is applied to 4D seismic amplitudes and time-shifts across four producing North Sea clastic reservoirs (Shearwater, Norne, Heidrun and Schiehallion). The results indicate that pressure and saturation sensitivity varies according to the geology of each reservoir. This also indicates the reliability of the approach to better tackle the separation of pressure versus saturation for improved reservoir management.
3.1 Introduction

The pressure sensitivity of sandstone reservoirs (due to pore pressure change) though a mature subject lacks proper in-situ calibration. Contrary to fluid saturation sensitivity which is believed to be adequately explained using empirical fluid equations (such as Gassmann, 1951). In Chapter 2 I reviewed the typical techniques (model-driven and data-driven) by which the reservoir sensitivity can be estimated. The model-driven approach is concerned with rock physics modelling (which can be constrained using repeat logs (e.g. Fürre et al., 2009) and/or laboratory experiments on core plug samples (e.g. MacBeth, 2004). Many studies have since raised concern with laboratory measurements and their suitability for replicating the in-situ reservoir response (e.g. Nesi 2000; Eiken and Tøndel 2005; Alvarez and MacBeth 2014) as well as the field-scale accuracy of rock-physics models. As Saul and Lumley (2015) point out, “the magnitudes of observed time-lapse seismic anomalies associated with pore pressure changes are sometimes not explainable by velocity-pressure relationships determined by fitting elastic theory to core data. This can lead to difficulties in interpreting time-lapse seismic data in terms of physically realizable changes in reservoir properties”. Similar findings are also reported in Eiken and Tøndel (2005), Fürre et al. (2009), and Amini and MacBeth (2015).

The data-driven approach estimates sensitivity by an integrated interpretation of 4D seismic data and production data. One of the first examples is given by Eiken and Tøndel (2005) where interval time-shifts estimated from a single 4D seismic data (and measured pressure changes in the well), are used to quantify the reservoir’s pressure response which was found to be 2-3 times weaker than the sensitivity measured from dry core plugs. Concerned with the separation of pressure and saturation changes, Floricich (2006) maps 4D seismic signals (amplitudes and time-shifts) around wells to known pressure and saturation changes around the same wells, but combines all wells in a least-squares inversion to estimate a single value of sensitivity for the reservoir, each for pressure and saturation. Amini and MacBeth (2015) inferred the sensitivity by comparing observed 4D seismic amplitude data with synthetic data from a simulator-to-seismic study at water-flooded areas around water injectors where pressure changes dominate. It was found that after perturbations of laboratory-measured pressure
sensitivity on dry cores combined with forward rock-physics modelling, the observed 4D seismic response could not be adequately reproduced.

The purpose of this current study is to investigate the sensitivity of sandstone reservoirs to pore pressure and saturation (water and gas) changes observed in 4D seismic data. The data-driven concepts in Foricich (2006) and Amini and MacBeth (2015) is further developed and generalised beyond just wells. The investigation of sensitivity will involve:

- Using not just a single 4D seismic data but multiple monitor 4D seismic data to quantify the reservoirs sensitivity across its life time of production. This will of course depend on the availability of monitor seismic data and production measurements at these times. The use of multiple monitors is not a first. For example, Huang et al. (2011) and Yin et al. (2015) correlate pressure and water saturation induced amplitude signatures from multiple monitor surveys and well engineering data to directly update reservoir connectivity. To produce smooth transitions of the CO\textsubscript{2} front movement in-between surveys, Kiær et al. (2016) uses multiple monitor seismic data for calendar time interpolation of amplitude maps. Barkved et al. (2009) constructs seismic PLTs for horizontal wells by linking production data to multiple monitor 4D seismic changes acquired at frequent time intervals. The reservoir’s sensitivity can thus be calibrated both in areas further away from well control and for seismic data acquired at different times. Calibrating for sensitivity using several monitor data allows for a better understanding of the changes in sensitivity over time. This also helps to reveal the linearity or non-linearity in the 4D seismic response to induced production.

- Using multiple attributes such as 4D amplitudes (as an interface map) and time-shifts (as an interval map) estimated from stacked (full offset) pre-stack time migrated seismic data to measure the reservoir’s sensitivity. These two 4D seismic attributes are a standard for quantitative studies (Stammeijer and Hatchell, 2014).

- Applying to four North Sea clastic fields that differ in geology (structure, stratigraphy, rock fabric and environment), fluid properties and production
mechanism. A quantitative measure of sensitivity using 4D seismic data across real fields will bring realistic insights into sensitivity-dependency on various field characteristics.

3.1.1 A discussion of pressure responses observed in 4D seismic data

A collection of observations of clear 4D seismic amplitude responses to production-induced pressure changes published in the literature (some with estimated interval time-shifts indicated on the histograms) for various producing reservoirs motivates this study (Figure 3-1). The chart is generated for some clastics, chalk and carbonate fields in the North/Norwegian Sea, Gulf of Guinea, Gulf of Mexico, offshore Malaysia, offshore North Western Australia and onshore Canada (see Appendix B for table and references)

Figure 3-1 Reservoir pressure effects observed in 4D seismic amplitude data for various producing fields taken from published papers where the magnitude of the pressure change (MPa) and the data noise levels expressed as “normalised RMS” (root-mean-square) were reported. The observed reservoir interval time-shifts (ms) is also provided for some cases. Datasets from PRM surveys include Peace River (land), Ekofisk and Valhall. Others are from a variation of towed streamer acquisitions. Field names are written in black for normally-pressured “clastics”, and are color-coded for other field types, “HPHT clastic”, “Chalk”, and “Carbonate”.
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from which Figure 3-1 was derived). The legend “clastic” indicates normally-pressured sandstones, and “HPHT clastic” indicates high-pressure-high-temperature sandstones. The 4D seismic data quality as measured by the NRMS (low–very good quality, and high – bad quality) is a good indicator of the reported magnitudes of pressure changes causing the hardening or softening response which was observed across the various fields. Data for the North Sea chalk fields of Valhall and Ekofisk have been acquired using PRM technology. With the exception of the Peace River onshore field in Canada which boasts the “SeisMovie™” PRM system, data for the remaining offshore fields were acquired using towed streamer technology. Looking at the histograms for each field type (e.g. clastics), there is a general indication that the higher the data non-repeatability, the bigger the magnitude of pressure changes need to be so that the effect is interpretable in 4D seismic data. For example, for pressure down response, compare the unconsolidated gas sands of Troll Ost (at -1.5 MPa, and NRMS of 13%) versus the tight cemented gas sands of the South Gas basin (at -12.4 MPa, and NRMS of 41%). For pressure up response, also compare the clean unconsolidated sandstones of Enfield (at +11.7 MPa, and NRMS of 20%) with the turbidite sands of the Schiehallion field (at +17 MPa, and NRMS of 31%).

The fields shown exhibit different magnitudes of 4D time-shifts (the same for their amplitude responses) depending on their rock fabric, porosity, thickness, and the magnitude of induced pressure change. The intra-reservoir time-shifts reported for some of the fields range from as a low as 0.2 ms to as high as 6 ms. Although a small collection, it is noteworthy that 4D seismic time-shifts due to pore pressure increase causing a softening/slow-down (-0.3 to -6 ms) are observed to be generally bigger than those due to pore pressure decrease causing a hardening/speed-up (+0.2 to +3 ms). This asymmetry is expected as rocks are more sensitive to slow-down effects due to pore pressure increase than to speed-up effects due to pore pressure decrease (Hatchell and Bourne, 2005). This also agrees with insights from rock-physics modelling in sandstones (see Figure 2-10, Section 2.3.3).

Time-lapse reservoir time-shifts associated with gas saturation increase (i.e. gas/steam injection and gas breakout) are generally observed to be between -2 to -20 ms (see Bergmann and Chadwick, 2015; Falahat, 2012; Jenkins et al., 1997; Benguigui et al,
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2012; Alsos et al., 2009; Ivanova et al., 2012; Grude et al., 2013; Zadeh et al., 2010; Ng, 2005; La Follet et al., 2015).

For water saturation increases, this is reported to be between +0.2 to +3 ms (La Follet et al., 2015; Aarre, 2006; Floricich, 2006; Falahat, 2012; Folstad et al., 2013). These observations and many more across various fields show the capabilities of 4D seismic data as a direct in-situ measure of the reservoir’s response, considering the data non-repeatability and the magnitude of induced production. Estimating the reservoir’s sensitivity using 4D seismic data can thus fill the gaps in rock-physics derived or core plug measured pressure sensitivity and can help to better separate pressure from saturation changes in 4D seismic data. Knowledge of seismic pressure and saturation sensitivity could also improve planning of future surveys, as accuracy requirements and detectability limits can be assessed in a practical sense. Further, similar reservoirs could also benefit, as such knowledge may also be used to predict their 4D seismic response to pressure and fluid saturation changes.

3.1.2 Some considerations for quantifying sensitivity using 4D seismic data

Whilst the seismic–based approach appears promising for quantitative measures of the reservoir’s sensitivity, there are challenges with 4D seismic data that should be of note, both for amplitudes and time-shifts.

4D seismic amplitudes

Seismic amplitudes are affected by acquisition geometry/shot variation, equipment, propagation effects and processing algorithms/workflows, and, as such, are non-unique (Sheriff, 1975; Simm and Bacon, 2014) (see also Figures 1-3 and 1-4, in Section 1.1). For the interpretability of 4D seismic data, one criterion is data repeatability (Kragh and Christie, 2002) which is believed to be affected mainly by acquisition-geometry differences, near-surface conditions, environmental conditions, noise, geology etc. as discussed in Johnston, 2013. Whilst co-processing algorithms and parameters for 4D processing (Helgerud et al., 2011) aim to preserve the 4D signal (amplitude and phase) and improve repeatability, the 4D signal is not always preserved in processing. Migration, in particular, has a complex averaging effect on the 4D signature and may
also introduce additional noise (Canning 2010) that will impact quantitative 4D amplitude studies. More important is the use of appropriate velocity models for 4D imaging. Brain et al. (2009) reveals better 4D signal preservation and interpretation using a pre-stack depth migrated data (which requires more accurate velocity models) compared to that of a time migrated data. In addition, intra-survey reservoir fluctuations results in a lack of accuracy in the measured amplitude response (in post-stack 4D seismic data) to reservoir changes as they are found to be in error (Omofoma and MacBeth, 2015; see also Chapters 4 and 5). Such irreconcilable spatio-temporal discrepancies between the acquisition itself and the dynamic reservoir during shooting of the seismic surveys also makes small pressure or saturation induced signals difficult to detect in stacked data and may appear as noise, besides the usual factors affecting data non-repeatability. The analysis in this chapter is thus limited to areas of genuine production-induced signals caused by fluid saturation or pore pressure changes that are sufficiently large.

As is common with map-based techniques, this brings problems associated with interpreting the horizon, defining a target window, selecting a method for averaging etc. and each carries its own uncertainty.

- The root-mean-square, RMS, amplitude averaging method has been chosen for the map-based calibration. This is because the resulting RMS values are always positive irrespective of whether the reservoir reflectivity interface is represented by a trough or a peak. This will thus be appropriate for any field. The RMS amplitude is also a recognised standard for 4D seismic interpretation (Stammeijer and Hatchell, 2014). As the RMS uses windowed measurements, it is also robust with respect to noise and horizon mispicks, and is suitable for a wide range of field seismic datasets with different repeatability measures. Other methods for averaging such as Amplitude Envelop, Sum of Negative Amplitudes, and Sum of Positive Amplitudes etc. can also be used, but may not be as robust as the RMS. These other averaging methods must also be selected appropriately for a negative or positive or near-zero reflectivity interfaces.

- Appropriate time windows are required to compute the RMS amplitude maps along the top reservoir interface and this is done for both baseline and for each
monitor data individually. In this work the top reservoir picks are used because these are generally well defined and easier to pick than the bottom of the reservoir. This is most suited to seismically thin reservoirs (usually < 50 m thick) of half a wavelength. The window size for averaging the amplitude signals is straightforward as this is typically the same as half the wavelength (i.e. peak to trough). Thus, there is some tolerance allowed in the mispositioning of the window to produce a reliable RMS amplitude signal. In thick reservoirs (i.e. reservoirs represented by one or more wavelength cycles), considerations have to be given to the particular effect that can best be captured at top reservoir or at the bottom of the reservoir. Falahat et al. (2013) suggest that the effects of pressure and fluid saturation changes occupy different volumes in the reservoir. Pressure effects are likely to be laterally extensive, occupying the entire thickness of the reservoir until barriers are intercepted, whereas, water or gas saturation effects may concentrate in the deeper and shallower areas, respectively, depending on gravity, pressure gradients, mobility ratios and reservoir heterogeneity.

- It is also suggested to test different search windows and the final window choice should be selected based on improved focusing of the mapped 4D signatures and good window coverage over the reservoir interface. Larger windows will be found to be poorer focus and resolution due to too many destructive and constructive events being averaged out, but smaller windows will not capture adequately all the 4D changes. The choice of window for averaging will thus affect the magnitude of the 4D amplitude signals in the resulting maps, which adds to the non-uniqueness in amplitude sensitivity estimates.

As this study quantifies sensitivity across monitor times, it is best to use the same window size for the monitor and baseline seismic datasets belonging to a field. The RMS 4D amplitude maps are the difference between each monitor RMS map and the baseline RMS map. Differencing in the maps domain, rather than directly from volumes (from which 4D maps can then be computed) reduces the influence of residual time-shifts which are known to corrupt the amplitude information (Hughes, 2000; Alsos et al., 2009). This is common practise when the monitor and baseline seismic datasets have not been adequately time-shift corrected (Johnston, 2013). Processing of 4D
seismic data usually aims to reduce such time-shifts as much as possible. These time-shifts refer to the time misalignment between baseline and monitor traces which can be caused by production (genuine 4D signals) and noise (which is what should be removed). Time-shifts due to noise originate from non-repeatable acquisition geometries, variations in source and receiver coupling, and near-surface variations. Such near-surface variations are caused by weathering layer changes and water column changes (including those that affect the elevation of the sea surface (tides, weather and currents) and those that result in variations in water velocity (temperature and salinity changes)). Therefore, cross-equalisation and local as well as global (and trace by trace) matching filters are commonly applied to the baseline and monitor data (for example, Rickett and Lumley (2001); Kristiansen et al. (2000); Magesan et al. (2005)). Nevertheless, such time-shifts cannot be completely removed for several reasons - acquisition geometry, processing algorithms, velocity models, and parameterisation (Johnston, 2012), hence the name, residual time-shifts. For example, residual time-shifts in the range of ±1.0ms are observed above the reservoir of the Curlew D field, located in the Central North Sea and are suspected to be caused by the differences in source and receiver positioning between the surveys, but cannot be removed during processing (Fehmers et al., 2007). In such cases of poor time alignment (as is the case for the various seismic datasets in this study), the 4D amplitude signatures on maps computed separately for baseline and monitor seismic data (using the same window size), and then differenced, are better interpretable than on 4D seismic vertical sections. If the time misalignments are large between baseline and monitor times, then it is best to repick the reservoir’s horizon, or apply a bulk shift to the horizon from the baseline seismic data or adjust the window centre while keeping the same window size, before computing maps. However, within the window interval, residual time-shifts still affect the mapped RMS 4D amplitudes.

4D seismic time-shifts

Unlike 4D amplitudes which can be directly calculated from the processed seismic data simply by taking the difference between two 3D seismic amplitude volumes, or the difference between amplitude maps, time-shifts have to be estimated from the seismic volumes. The manual way of doing this is by picking the reservoir interface on baseline and monitor data, and taking the difference between the two horizons, which results in a
time-shift map. This however is affected by the consistency and accuracy of picks, which is not easy to manage even in noise-free data. Besides, it is not a very sensitive way of capturing travel-time differences, as 4D time-shifts within the reservoir interval are small (Figure 3-1) compared to seismic wave periods. Other non-manual, more sensitive, and volumetric methods for measuring time-shifts exists and are also susceptible to noise, thus, will trade spatial and temporal resolution against noise suppression. The most common way of measuring time-shifts is by cross-correlation methods (Rickett and Lumely 2001; Hatchell et al. 2003; Hall et al., 2005; Hale, 2009; Naeini, 2013). A key parameter for such methods is the size of the cross-correlation window which is not always straightforward to choose. For example, time-shift measurements over long windows may not be sufficiently accurate, whereas, estimates over short windows can be unstable as they are more affected by noise and non-repeatability. It is thus suggested to test for an appropriate window size (see for example, Williamson et al., 2007; Pazetti et al., 2016).

Other non-cross-correlation based methods include: non-rigid matching (Nickel and Sonneland, 1999) and time shift inversion based on formal Taylor expansions (Rickett et al., 2007; Williamson et al., 2007; Zabihi Naeini and Hoeber, 2008; Grandi et al., 2009; Zabihi Naeini et al., 2009; Whitcombe et al., 2010; Lie, 2011). These inversions work by minimizing an objective function obtained from the monitor-base difference seismic cubes and are non-linear ill-posed problems with non-unique solutions that require careful regularisation. Such inversions can be very effective if the time shifts are small, although the methods usually assume that the wave propagation is vertical, that the seismic traces are nearly zero offset and that changes in the reservoir are mainly influenced by velocity and not by density (Williamson et al., 2007). However, stability is to a greater extent a problem when large enough time shifts are encountered and such methods also require balanced amplitudes (Lie, 2011). In addition, in some thick reservoirs, time shifts may be large enough to cause cycle skipping (for example in Mitchell et al., 2009, where overburden time-shifts greater than 30 ms are observed), in which case, Rickett et al. (2007) emphasize that the inversion can become more non-linear. More expensive global optimisation techniques will thus be required as steepest-descent solutions will fail. Grandi et al. (2010) uses a priori information (production data, structural interpretation or other geological information) to carefully regularize the inverse problem in an iterative Gauss-Newton optimisation scheme. This they consider...
a more stable inversion with better resolution which addresses stress-sensitive reservoirs with time shifts that are induced both by 4D velocity change and compaction (see also Chu et al., 2012; Zabihi Naeini et al., 2009).

Using MATLAB codes developed within ETLP, a few of these methods (Rickett et al., 2007; Hale, 2009; Whitcombe et al., 2010) have been tested to compute 4D time-shifts between observed monitor and baseline seismic data. The tests suggest that the different methods will output estimates that are of varying degrees of resolution and magnitude, but the character of the time-shift responses related to strong production-induced signals are usually consistent across the methods. Kanu et al. (2016) evaluate the accuracy of a number of these time-shifts methods and document their strengths and weaknesses. Time-shifts estimated from seismic data are therefore non-unique as the different methods suggest, and are also influenced by amplitude/phase changes (Hoeber et al., 2008).

For this study, I use the fast cross-correlation technique detailed in Hale (2009) which uses a Gaussian window to quantify vertical time-shifts between the baseline and monitor seismic volumes. Although other methods for time-shift estimation may be more accurate, their use in determining time-shift sensitivity is beyond the scope of this thesis. The cross-correlation technique was preferred mainly because of its robustness to noise and its fast computation time. Longer windows can be used to achieve better stability in noisy data and big time-shifts will still be preserved but poorer resolution means that the magnitude of the time-shifts are of lower accuracy. However, this may not present any significant impact on the time-shift interpretation (Tigrek and Hatchell, 2006; Pazetti et al., 2016), but will influence the magnitude of the quantified time-shift sensitivity. Since the quality of the cross-correlation is determined by the window size, time-shift volumes from several Gaussian windows were first evaluated for meaningful information (particularly around known well locations), lateral consistency and vertical smoothness before suitable window parameters are chosen. For consistency, the same window sizes is used for cross-correlation of the baseline and each monitor seismic volume, and was also found to be appropriate for the various field seismic datasets in this study.
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Production induced 4D time-shifts are of two sources, 1) fluid saturation changes (with accompanying fluid contact movement in the reservoir) which causes seismic velocity changes and 2) changes in the stress-strain state due to pore pressure changes which cause both seismic velocity and physical thickness changes inside and outside the reservoir. For reservoir changes associated with fluid saturations, time-shifts associated with the velocity changes affects the reservoir as well as everything below it, whereas, the accompanying fluid contact movement impacts only the reservoir experiencing the fluid saturation changes. Attempts have also been made to quantify the two assuming that the effects of pore pressure changes are negligible (Aarre, 2006), and this is beyond the scope of this thesis.

For effects due to pore pressure changes, 4D seismic time-shifts capture the combined effects of velocity and thickness changes, within the reservoir interval; the former being the main contributor in sandstones. Separating the two effects remains practically challenging (Røste et al., 2006 and 2007). In this study, I make no attempt to separate time-shifts due to velocity changes from those due to thickness changes (i.e. physical compaction and dilation). The estimated time-shifts across the four offshore clastic fields in this study are thus assumed to be caused purely by velocity changes. So that a speed-up anomaly (i.e. positive time-shifts), may be caused purely by an increase in seismic velocity in the monitor time relative to baseline, and a slow-down anomaly (i.e. negative time-shifts) may be caused purely by a decrease in seismic velocity in the monitor time relative to baseline.

When interpreting the observed 4D seismic data, the time-shifts are not only caused by production but also by noise (i.e. residual time-shifts as discussed in the “4D seismic amplitudes” section above), such that the quantified time-shifts is a contribution from both sources. One ought to be cautious how processing algorithms affect the time-shifts in preserving the 4D seismic signals (Johnston, 2013).

3.2 Interpretation method for calibrating sensitivity in 4D seismic data

The method uses multiple repeated seismic monitor surveys shot across a field undergoing production and recovery. The interpretation is map-based and uses intra-reservoir time-shift maps extracted from pre-computed time-shift volumes and 4D amplitude maps calculated as the root-mean-square (RMS) average along the top
reservoir interface. The magnitude of the mapped 4D (monitor-baseline) seismic signals at different monitor times are collected at specific locations in the reservoir where any of the dynamic effects (pressure increase/decrease, water saturation or gas saturation changes) are verified to be the over-riding influence and considered to be large enough 4D signals. This is then cross-plotted against known pressure or saturation changes at these locations. Following this, the amplitude and time-shift sensitivity is quantified as described in Equations 2-23 and 2-26, respectively (see section 2.3). In the numerator of Equation 2-23, the 4D amplitude response is expressed as a fractional change weighted by the baseline seismic amplitude. This allows for a direct comparison of sensitivity across different fields where amplitudes are of different scales. This could also be the case for a particular field where monitor and a matched baseline seismic data have been processed with different amplitude scales, compared to other baseline/monitor datasets for the same field. Likewise, in Equation 2-26, the intra-reservoir time-shift is normalised by the average thickness of the reservoir formation. As this study is concerned with the response of the reservoir rock, the normalisation removes the influence of thicknesses in the time-shifts (since thick reservoirs will appear to have bigger time-shifts than thin reservoirs). This therefore allows for a balanced comparison across different fields which have different reservoir thicknesses.

The 4D interpretation workflow is given in Figure 3-2. Well production data (co-located in space and time with the seismic response) together with reservoir model depth-averaged maps of simulated pressure and saturation changes at the same dates are used to validate the 4D seismic signatures for a causal effect. Simulator-to-seismic modelling can also be performed as a data QC/validation step to further assess the 4D seismic response (Amini, 2014). For consistency and clarity, it is best to maintain the same polarity for the 4D seismic response across monitor times i.e. a consistent polarity for amplitudes and a consistent polarity for time-shifts. For each monitor time and for each selected area, both attribute maps are compared to ensure that their 4D responses are in agreement. The mapped 4D amplitude signals are used to guide the interpretation of the intra-reservoir time-shift maps.

Sensitivity calibration requires that strong saturation or pressure-induced signals across monitor surveys are interpretable and that the magnitude of the saturation or pressure changes at the selected locations are known. Pore pressure changes can be obtained
from three sources: bottom-hole-pressure (BHP) build-up tests for wells (injectors and producers) perforated in the reservoir formation, repeat-formation-tester (RFT) logs, Drill-stem test (DST) shut-in pressures and/or depth-averaged maps from a history-matched fluid-flow simulation model. These pressure data sources carry their own uncertainties, with the measured (historical) BHP, RFT or DST pressure generally preferred to simulated data (Beaumont et al., 1999). Saturation changes are usually obtained as depth-averaged maps from the simulation model or can be inferred from historic gas-oil-ratios (for gas saturation changes) and water-cut (for water saturation changes) in producing wells in the reservoir formation (for example, Floricich, 2006).

Figure 3-2 Conceptual 4D seismic interpretation workflow (modified after Johnston, 2013) for the map-based calibration of the reservoir’s sensitivity in 4D seismic data. The workflow is repeated for each 4D seismic data across the monitor times, with 4D amplitudes and intra-reservoir time-shifts maps interpreted side-by-side. For selecting areas for calibration, the map-based signal-to-noise (SNR or S/N) ratio in 4D seismic data is the inverse of the noise-to-signal ratio (N/S) which is calculated as shown in Appendix A.2.
The uncertainty in the quantification of sensitivity comes from the 4D seismic data and the measured/simulated dynamic production data. The uncertainty in 4D seismic data is simply given by a measure of the data non-repeatability, and the signal-to-noise ratio, SNR, (or noise-to-signal ratio, N/S) can also be computed based on non-repeatability noise, NRMS (see Appendix A.2). For a confident interpretation, only pressure or saturation dominant areas with 4D signal-to-noise ratios greater than the value of 3 are used for sensitivity estimation; a quantitative criterion suggested in Behrens et al. (2002). For the dynamic pressure or saturation data, if simulated data are used (due to a lack of data i.e. historical well BHPs or repeat logs), the uncertainty is estimated using the percentage error between historical measurements of key field production data and their simulated alternative. Key field production data are water-cut and gas-oil-ratio, which are considered as first order parameters for material balance (Dake 1997). If measured data such as historical BHPs for wells are used, the uncertainty is simply the standard deviation of the measurement error. This is regarded as unbiased observation error and the magnitude will vary from field to field depending on well operators and practices. Yin et al. (2015) provides a number of 5% based on reservoir engineering information on a specific North Sea field. This number is assumed here, as it is not available for the North Sea fields in this study.

### 3.2.1 Some suggestions on where best to calibrate the various effects

Although areas where pressure and saturation changes dominate are likely to be strongly field dependent, some generalisations are possible to guide this study:

(i) **Inside water-flooded areas or regions of undisturbed fluid saturations** - areas water-flooded at a previous monitor time are likely to show pure pressure-induced signals in subsequent monitor surveys. This result may however be biased by fractures existing around the borehole. I start by calibrating signals around water-flooded wells and expand outwards to larger water-flooded regions. Areas in the natural water or gas leg are useful as initial saturation levels are likely to remain fixed over time.

(ii) **Outside areas undergoing significant saturation changes** - whilst theoretically small, pressure-induced signals should still exist away from injectors
and outside the influence of a growing water-flood front. Likewise, in areas away from producers undergoing depletion but no associated gas breakout (in an oil-water system reservoir) or negligible gas condensation effect (in gas condensate reservoirs). These areas could be significant if the injection or depletion response is inside a compartment (For example, see Figure 1-7 in section 1.2). One assumption is that other changes such as temperature or salinity changes are negligible; checked from knowledge of field production mechanisms and modelling.

Saturation-induced 4D signals can be found anywhere outside the water leg. Water saturation induced signals can easily be observed around water injectors perforated in the hydrocarbon leg, sometimes around producers and also in between injectors or producers. Gas saturation induced signals are likely to concentrate around producers and/or in shallower parts of the reservoir if a new gas cap is formed or the existing gas cap expands, all dependent on pressure gradients, gravity, mobility ratios and reservoir heterogeneity. Likewise, other effects caused by temperature or salinity changes are assumed negligible. This is also validated from knowledge of field production mechanisms and modelling.

3.3 Application to four North Sea/ Norwegian Sea Clastic fields

Four North Sea clastic fields where 4D seismic technology is the main surveillance tool for reservoir management are interpreted for their sensitivity to pressure and saturation changes, using amplitudes and time-shifts. The fields include the Shearwater field (a highly geomechanically active HPHT gas condensate) and three normally-pressured oil-water-gas fields (Norne, Schiehallion and Heidrun field) (Figure 3-3). The monitor and baseline seismic data for all fields have been acquired using towed streamer technology. All seismic data in this chapter are post-stack (full offset) data. Specifically, these are stacked pre-stack time migrated seismic data. For pressure sensitivity using amplitudes, I consider all four fields and for time-shifts, this could only be resolved for two fields, the Shearwater and Norne fields. Time-shifts for Heidrun and Schiehallion fields could not be reliably resolved (believed to be mainly due to poor data quality and too small a time-shift response). The ETLP Reservoir Geophysics MATLAB code based on the fast
cross-correlation technique (Hale, 2009) is used for computing the vertical time-shifts between the baseline and monitor seismic volumes. The technique requires the Gaussian window parameters: vertical window length in two-way time, number of traces in the x-direction and number of traces in the y-direction. These parameters have been tested and appropriately defined as 8 ms by 10 traces by 10 traces for the calculations on both the Shearwater and Norne field seismic datasets.

Figure 3-3 Location of the four offshore clastic fields considered for 4D seismic sensitivity calibration. Shearwater, an HPHT gas condensate above dew point pressure, Schiehallion a normally-pressured black-oil reservoir very close to bubble point pressure, and Heidrun and Norne are also normally-pressured oil-water-gas reservoirs but are below bubble point pressure.

The fields have more than one reservoir formation, and for the sensitivity analysis I focus only in the main producing formation, which is usually the top reservoir. I briefly introduce and interpret each field separately. A table of the seismically-quantified sensitivity is provided at the end of each field case, with a summary across the four fields provided in section 3.4. The available datasets for this study are given in Table 3-1. The amplitude attribute map, $\Delta A$, is the root-mean-square (RMS), which requires appropriate time windows above and below the top reservoir horizon for averaging the amplitude signals. This is given in Table 3-2 for the four reservoir formations studied in this Chapter. For the time-shift attribute, $\Delta t$, time-shift maps are obtained by extracting
from the 4D seismic time-shift volume, time-shift values along the top and bottom of the reservoir formation. The intra-reservoir time-shift map is then computed from the two maps (Figure 2-8 illustrates this).

<table>
<thead>
<tr>
<th>Fields</th>
<th>4D seismic vintages (Full stack)</th>
<th>Reservoir engineering data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Number of monitors</td>
<td>Data repeatability (NRMS)</td>
<td>4D attribute maps</td>
</tr>
<tr>
<td>Shearwater</td>
<td>2</td>
<td>5 - 15%</td>
<td>Δt and ΔA</td>
</tr>
<tr>
<td>Norne</td>
<td>3</td>
<td>25 - 45%</td>
<td>Δt and ΔA</td>
</tr>
<tr>
<td>Schiehallion</td>
<td>3</td>
<td>30 - 60%</td>
<td>ΔA</td>
</tr>
<tr>
<td>Heidrun</td>
<td>5</td>
<td>20 - 40%</td>
<td>ΔA</td>
</tr>
</tbody>
</table>

Table 3-1 Summary of field 4D seismic data and reservoir engineering data available for this study. Some fields have more monitor surveys than others, and NRMS repeatability varies across the datasets. Both 4D amplitudes, ΔA and time-shifts, Δt, attributes are computed and used for sensitivity quantification on two fields, and only amplitudes are used on the other two fields. Apart from pressure, other production profiles refers to field/well liquid production rates, gas-oil-ratio, water-cut, etc. History-matched fluid flow simulation models are available for all the fields.

<table>
<thead>
<tr>
<th>Clastic fields</th>
<th>Reservoir</th>
<th>RMS averaging window length</th>
<th>Horizon window partitioning above (+) / below (-)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heidrun</td>
<td>Garn Formation</td>
<td>12 ms</td>
<td>6 ms (+) / 6 ms (-)</td>
</tr>
<tr>
<td>Schiehallion</td>
<td>T31A sands</td>
<td>20 ms</td>
<td>0 ms (+) / -20 ms</td>
</tr>
<tr>
<td>Norne</td>
<td>Garn Formation</td>
<td>21 ms</td>
<td>5 ms (+) / 16 ms (-)</td>
</tr>
<tr>
<td>Shearwater</td>
<td>Upper Fulmar</td>
<td>70 ms</td>
<td>20 ms (+) / 50 ms (-)</td>
</tr>
</tbody>
</table>

Table 3-2 Time window parameters for computing the 4D amplitude attribute map, ΔA. The root-mean-square (RMS) is the averaging method used. RMS maps are computed using a defined window above and below the top reservoir horizon. The RMS maps are computed separately for the baseline and monitor seismic data. The maps are then differenced to produce, ΔA.
3.3.1 Sensitivity calibration on the Shearwater field

The Shearwater Field is located 250 km east of Aberdeen in the central graben area (Block 22/30b) of the Central North Sea in water depths of 90 m (Figure 3-3). The graben structure partitions the field into a fragmented western block, a central downthrown block, and an un-faulted eastern block (Figure 3-4). This makes a rotated fault block with the reservoir stratigraphy divided between two major intervals (Figure 3-4 (a)). The Pentland formation makes up the basal unit which is up to 550 m thick and comprises of variably stacked fluvial sand channels, crevasse splay and overbank shales and coals of Middle Jurassic age. The overlying unit is the Fulmar formation which consists of clean stacked shoreface and shallow marine sandstones of Upper Jurassic age, with a thickness of around 219 m. Buried in deep water (with top reservoir at 4700-5000 m), the Fulmar sands are poorly consolidated for their burial depth due to premature diagenetic and consolidation processes. A laterally extensive marine shale (21 to 30 m thick), the Lower Heather Shale, separates the Pentland and Fulmar formations.

The Fulmar itself represents the main reservoir unit in Shearwater and can be broken down into the Upper Fulmar which is of very high porosity (20 to 30%) and permeability from which major production is attained from it 92 m thick sands, and the Lower Fulmar of low to moderate porosity with some dispersed shale and calcite cemented intervals. The Fulmar reservoir sandstone accumulations are a condensate and gas with a ratio of 170 barrels of condensate per million cubic feet of gas. The burial depth, coupled with challenging reservoir conditions of high pore pressures of 106.8 MPa, temperatures of around 180 °C (HPHT) and a high salinity aquifer, the Fulmar reservoir only began producing in October 2000 after a comprehensive reservoir appraisal process, since its discovery in 1991 (Gilham et al., 2005). The gas condensate is initially above dew point pressure of 46.9 MPa and production mechanism is by pressure depletion.

The substantial pressure decline roughly after 4 years of depletion results in the compaction of the producing Fulmar sands due to both layer thickness and seismic velocity changes, which leads to overburden stress and strain reduction (stress arching) (Staples et al., 2007). The reduction in the overburden stress is evident as big slow-
Figure 3-4 (a) Stratigraphic column for the Shearwater Field (after Lasocki et al., 1999)  (b) Vertical seismic section through inline L-L’ showing main structural components  (c) 4D seismic time-shifts after approximately 4 years of production by pressure depletion, revealing the high geomechanical response of this HPHT gas condensate field bounded by the major faults. Inset map highlights the east, central and west (largest) blocks. The production itself is from the Upper Fulmar which is the focus for sensitivity calibration. The rocks surrounding the reservoir do not deplete but as they are connected to the reservoir, these rocks undergo stress and strain changes and deform as well. The Fulmar formation compacts, though this is unclear here as the time-shifts in the vertical section are effectively an integral function of depth (see Figure 3-7 for interval maps). The overburden and underburden undergo extension (i.e. slow-down) which are expected to diminish farther away from the Fulmar reservoir.
down effects with negative time-shifts of up to -6 ms at top reservoir (Upper Fulmar) with the time-shift signals degrading as seabed is approached (Figure 3-4 (c)). As the field is within a highly stressed region, large time-shifts are observed in the immediate overburden due to the highly sensitive and compacting nature of the thick chalk units, the Hod and Tor Formation which lie above the reservoir (Figure 3-4 (a)). The immediate underburden (i.e. just below the Fulmar formation), also shows the expected slow-down with similar time-shift magnitudes which appear to diminish, but the expected decline towards the Pentland formation and below is not observed. Figure 2-8, showed a typical time-shift response for highly geomechanically active fields, the likes of HPHT clastic and chalk fields. The larger negative time-shifts in the Pentland Formation are unexpected (Figure 3-4 (c)), as the lithostatic weight of the entire rock column should not allow either considerable compaction or expansion in the underburden; thus, the expected time-shift signals should diminish and not grow, which is the opposite of what is observed here, and has been reported in Staples et al. (2007). As the 4D seismic time-shifts accumulate along the ray path, it is difficult to highlight the intervals of the most dramatic change which is within the producing Fulmar sands. The speed-up (positive time-shifts) inside the Fulmar sands are masked in the vertical sections, but the intra-reservoir time-shift calculated between the top Upper Fulmar and the top Lower Fulmar (later given in Figure 3-7 (d)) reveals the reservoir’s compaction with positive time-shifts of up to 3 ms, caused by pressure depletion.

![Figure 3-5 Shearwater pressure decline measured from wells with 4D seismic survey timings in 2002 and 2004, apart from the baseline, highlighting also the various well failures reported (Brain, 2011).](image-url)
Four wells (P5, P3, P6 and P2) were drilled in the Upper Fulmar formation and a fifth to appraise the Pentland Formation (not shown), before production start-up. A sidetrack, P1 and also a new well, P4 were drilled in 2002, both are also perforated in the Upper Fulmar. As a result of the significant pressure decline (Figure 3-5), many of the wells have since failed almost simultaneously due to massive shale influx in the Kimmeridge Clay. It is believed that overburden fault reactivation or interface slip caused the shearing of the boreholes, which allowed passage of debris of up to 1 cm scale (J. Brain, personal communication, 11 November, 2015).

Three seismic monitor surveys acquired in 2001 (treated as baseline), 2002 and 2004 of very good data quality (with data non-repeatability 5 to 15%) have been acquired. A fourth seismic survey was acquired in 2013 but it is not used in this study as all wells in the study area had been shut-in by 2008. Albeit the significant well pressure changes recorded at the gas-water contact (5151 m TVDSS) of between -13 to -25 MPa in 2002, and -49 to -59 MPa in 2004, the induced pressure gradients were just above the reservoir’s dew point pressure (46.9 MPa). The only changes of saturation involved in the reservoir are thus related to the upward movement of the gas (condensate)-water contact as predicted by the history-matched fluid flow simulation model (Figure 3-6) and possible water breakthrough towards the producing wells, though the latter is

Figure 3-6 Depth-averaged maps of simulated pressure changes in the Upper Fulmar sands (Top reservoir). The significant pressure decline is also accompanied by a gas-water contact movement in the later 2004 monitor time, as predicted by the model. Producers are in black.
suspected to have occurred far beyond the 2004 monitor time. The calibration of 4D seismic data for the sensitivity of the Upper Fulmar sands to pressure depletion is thus restricted to the remaining gas leg, and just around the producing wells. Figure 3-7 shows the top reservoir 4D seismic amplitude changes and the intra-reservoir time-shift maps for the 2002 and 2004 monitor times. Both attributes (Figure 3-7) convey similar 4D response, the amplitudes, a hardening response and the time-shifts a speed-up,

![Figure 3-7](image)

Figure 3-7 (a)-(b) Mapped 4D seismic amplitudes around the top Upper Fulmar showing a hardening response to pressure depletion (c)-(d) The extracted intra-reservoir 4D time-shifts calculated between top Upper Fulmar and top Lower Fulmar showing a speed-up response, both shown here for the 2002 and 2004 monitors. Both attributes are complementary. Producers are in black.
due to pressure decline, with the magnitude of the 4D signals increasing from 2002 to 2004 monitor time, in line with bigger magnitudes of pressure depletion that occur (Figure 3-5 and Figure 3-6). The mapped 4D seismic signatures are not uniform, and are imprinted by the character of the stacked shoreface sands. Areas of no significant changes are due in part to the difficulty in picking the specific reflection event of the top Upper Fulmar which pinches-out and is partially or totally eroded.

Figure 3-8 Cross-plot of (a) 4D seismic intra-reservoir time-shifts and (b) 4D relative amplitude changes versus measured ΔP decrease (top x-axis) for the 2002 (circles) and 2004 (squares) 4D times taken around the six production wells perforated in the Upper Fulmar. Colour bar is the effective porosity at these well locations which highlights the influence of porosity on the magnitudes of 4D amplitudes and time-shifts across the wells.

Polygons with a radii of 200 m around the perforation points of each of the six wells are used to extract the mean value of mapped 4D signals which are then cross-plotted against the measured well pressure changes for both the 2002 and 2004 monitor times (Figure 3-8). The computed amplitude and time-shift sensitivity is provided in Table 3-3. In Figure 3-8, as the magnitude of the pressure drop increases from 2002 to 2004 monitor times, the reservoir’s 4D seismic response captured around each well react accordingly. Both time-shifts and amplitudes are correlating in the same way for all the wells, but differ slightly for the P2 and P6 wells at the 2004 monitor time. The plot has also been colour coded by the effective porosity taken around each well. The strong dependence on effective porosity can be observed, with some wells exhibiting bigger
magnitudes of 4D seismic signals, even for a similar magnitude of pressure drop across the wells in both monitor times, for example, well P3 in the West block versus well P5 in the East block. This confirms the lateral variation in sensitivity from well to well.

In Table 3-3, the mean value of amplitude sensitivity to pressure depletion across all six wells shows a decline in sensitivity from the 2002 monitor time (1.41% amplitude change per 1 MPa pressure drop) to the 2004 monitor time (0.90%). Such a trend was earlier observed from the generalised rock-physics model calculations (Figure 2-11). As the pore pressure decreases to bigger magnitudes of change, the rock approaches its asymptote, making it less pressure sensitive. The time-shift sensitivity for the Upper Fulmar sands relays the same with a decrease in mean value from 2002 (0.34 ms/km change per 1 MPa pressure drop) to 2004 (0.28 ms/km change) as the pressure drops from -13 to -25 MPa in 2002, to -49 to -59 MPa in 2004. Despite the large pressure decreases observed on the Shearwater field, the observed time-shift sensitivity of its Fulmar sands to pressure depletion (Table 3-3) still lies within the lower and upper range determined from the general rock-physics modelling in Chapter 2 (Figure 2-13 (b)) (although the modelling was performed for pressure decreases only up to -20 MPa, and for normally pressured sandstones with the same overburden shale). For the observed amplitude sensitivity to pressure depletion (Table 3-3), this is higher and lies outside the general range determined by rock-physics modelling (Figure 2-13). This is mainly because amplitude sensitivity is an interface property quantified using relative amplitude changes which rely on the reflection strength of the reservoir interface (Equation 2-20), and are thus, specific to the particular field.

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>4D seismic calibrated</th>
<th>Amplitude sensitivity (Equation (2-23))</th>
<th>Time-shift sensitivity (Equation (2-26))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure depletion -ΔP (MPa)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max.</td>
<td>1.97</td>
<td>0.56</td>
<td></td>
</tr>
<tr>
<td>Min.</td>
<td>0.54</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>Mean (2002)</td>
<td>1.41</td>
<td>0.34</td>
<td></td>
</tr>
<tr>
<td>Mean (2004)</td>
<td>0.90</td>
<td>0.28</td>
<td></td>
</tr>
</tbody>
</table>

Table 3-3 Summary of quantified amplitude and time-shift sensitivity of the Upper Fulmar sands (92 m thick) to pore pressure decreases of -15 to -59 MPa, calibrated using multiple monitor 4D seismic data (2002 and 2004) on the HPHT Shearwater field. The sensitivity is not the same in 2004, as is in 2002.
3.3.2 Sensitivity calibration on the Norne field (segment G)

Located in the southern part of the Nordland II area in the Norwegian Sea approximately 100 km north of Aasgard Field, is the Norne Field, a horst block of approximately 9 x 3 km (Figure 3-3). The reservoir is enclosed and segmented by major faults with three segments (C, D and E) making the main field area, and the fourth segment, G, forming a small compartment disconnected from the main field area (Osdal et al., 2006). The reservoir rocks are sandstones of Lower and Middle Jurassic age dominated by fine-grained and well to very well sorted sub-arkosic arenites consisting of the Garn, Ile, Tofte and Tilje Formations.

Figure 3-9 4D amplitude response (2006-baseline) map at top reservoir (Garn Fm.) showing strong softening signatures (dark red) due to pressure increase in compartment G along water injector I5 and producer P6. Inset map shows the reservoir segments (b) Vertical seismic section showing stratigraphy and a major fault (solid black) which separates segment G from other segments (c) Estimated 4D time-shifts showing speed-up anomalies from the injector, I5, due to pressure up. The time-shifts accumulate from top reservoir, with no observable time-shifts above the reservoir, other than noise-related artefacts.
The Garn formation was deposited near shore with some tidal influence and the Ile formation are shoreface sands. The Tofte formation are marine sands deposited foreshore to offshore and the Tilje formation was deposited in a marginal marine, tidally affected environment (Verlo and Hetland, 2008). The sandstones are buried at a depth of 2500-2700 m and are affected by diagenetic processes. Mechanical compaction is the most important process which reduced the reservoir quality. Reservoir quality reduces with depth but with porosities and permeabilities of 25–32% and 200–2000 mD, respectively, most of the sandstones are good reservoir rocks. Net-to-gross is close to 1 for most reservoir units but some are carbonate cemented.

In the top most reservoir unit, the Garn formation, all segments are gas filled except in segment G which contains oil in the upper most part, with near constant sand thickness of 30 m. Majority of the oil in the main segments (C, D and E) is found in the lower units, Ile and Tofte formations with a combined oil leg of 110 m, and together with the Garn formation, a gas cap of 75m. In the Ile, Tofte and Tilje formations, segment G is water filled. Reservoir connectivity in the main segment and in segment G is good, but shale and calcite permeability barriers and faulting have a major impact on reservoir production (Aarre, 2006). With the reservoir initially oversaturated, production strategy is pressure maintenance by water injection and water-alternating-gas (WAG) injection which started concurrently with first oil in 1997.

The first dedicated survey for 4D monitoring was acquired in 2001 and is the baseline survey. Subsequently, three monitor surveys in 2003, 2004 and 2006 have been acquired with data non-repeatability 20 to 40%. The reservoir unit of interest is the Garn formation with a thickness of around 30 m. The study area is segment G which initially contained oil and is the only area where strong pressure effects have been observed (Figure 3-9 (a) and (c)), causing a strong slow-down time-shift response from top reservoir downward. The segment has a horizontal producer in the oil leg and a vertical water injector in the water leg. Both wells are perforated only in the Garn formation, and there are no other wells in underlying reservoirs in this segment. Pressure drop from the producer which began producing in mid-2000 caused significant gas exsolution. The producer was intermittently shut down and a water injector was introduced in late-2001 to raise the pressure (Figure 3-10 (a) and (b)). Re-pressurisation from the injector caused gas dissolution back into oil with some of the gas also being produced. Validated
Figure 3-10 Linking well production to the 4D seismic response in segment G (a) Historical water injection rate (left y-axis) and simulated BHP change (right y-axis) for the injector, I5 (b) Historical water production rate and gas-oil ratio multiplied by 5, both on the left y-axis, and simulated BHP change (right y-axis) for the producer, P6. (c) Timeline illustrating the production mechanisms that occur in this segment across the monitor survey times, filled areas are effects that dominate the 4D seismic amplitude responses in (d) and the intra-reservoir 4D time-shift responses in (e), shown here for the 2003 and 2006 monitors. Polygons around the strongest signatures around wells for pressure increase and gas decrease are mapped for sensitivity calibration. Producer in black and water injector in blue.
by the water production rate from the producer which indicated water breakthrough in late 2003, there is also a water-flood front emanating from the injector towards the producer, but the effect of gas saturation decrease masks the effect of water in the 2003 monitor time (Figure 3-10 (d) and (e)). However, at this monitor time, strong pressure effects are observed firstly around the injector. The pressure signal grows over time and spreads further towards the producer in the later 2004 and 2006 monitor times, and with the producer being shut-off, the gas goes back into solution two years before the 2006 survey.

Further, using the history-matched simulation model predictions of pressure, water and gas saturation changes, the spatial extent and possible over-lap of the various effects was inferred (Figure 3-11). For example, the waterflood from the injector overlaps gas Figure 3-11 Depth-averaged maps over top reservoir of (a) water saturation increase (b) Gas saturation decrease and (c) pore pressure increase from the simulation model show over-lapping effects. The area for calibrating sole effects of $\Delta S_g$ and $\Delta P$ is carefully selected. (d) NRMS values in this area. See also Figure 3-10.
saturation decrease towards the producer, which reinforces each other, but competes the pressure increase. Data quality in this segment G area is not optimum as the moderate non-repeatability noise levels suggest (Figure 3-11(d)), but the strong 4D seismic signatures gives confidence. Polygons were carefully mapped to highlight only areas with sole effects of pressure increase and gas saturation decrease, effects which contribute predominantly to the 4D seismic signatures in (Figure 3-10 (d) and (e)). Pressure increase effects can be observed in both 2003 and 2006 4D monitors, but gas saturation decrease effects are observed around the producer only 2003.

Cross-plots of the mapped 4D signatures versus the mapped changes in gas saturation and pressure from the simulation model are then obtained (Figure 3-12), with 4D amplitude and time-shift sensitivity computed using Equations 2-23 and 2-26. Summary of the range of sensitivity observed on the Norne field in segment G is provided in Table 3-4. In Figure 3-12, notice the magnitude of amplitude and time-shift responses to the simulated magnitudes of pressure increase around 15 MPa in 2003 and 26 MPa in 2006. Despite the extra 11 MPa pressure increase at the 2006 monitor time, the amplitude response (softening effect) shows little change between 2003 and 2006, but time-shifts however, show an increasing slow-down effect as pressure increases, which suggest that the time-shifts are more reliable. This observation is however tied to the amplitude maps appearing noisier than the estimated time-shift maps which are

![Figure 3-12 Cross-plot of (a) 4D relative amplitude changes and (b) 4D intra-reservoir time-shifts, versus ΔSg decrease (left x-axis) and ΔP increase (right x-axis) for the 2003 and 2006 4D times in filtered polygon area shown in Figure 3-10 and Figure 3-11. Colour bar is the computed sensitivity (see Equations 2-23 and 2-26). In (a) and (b) the colours indicate that pressure sensitivity at the 2003 and 2006 monitor time are of similar scales, despite the big pressure increase from 15 MPa change in 2003 to 26 MPa change in 2006, relative to 2001 baseline time.](image-url)
smooth and spatially consistent within the area calibrated, as indicated by the polygon (see Figure 3-10 (d) and (e)). Although, gas saturation decrease is less than 10%, similar magnitudes of amplitude and time-shift responses are observed in comparison to the big pressure changes, this is expected based on rock-physics understanding (Figure 2-10). Each data point has been colour coded by their respective sensitivity to pressure increase and gas saturation decrease. This is almost monotonic for pressure, suggesting near-homogenous sands in the small polygon area used. Likewise, even across the two monitor times, 2003 and 2006 a similar range of sensitivity is obtained, with a few outliers tied to noise variations across the monitor surveys.

This implies that pressure sensitivity is relatively constant for the magnitude of pressure increases induced in the Garn Formation. The uniform effective porosity is 21% in this area as computed from the fluid-flow simulation model. This may be the case as the time-shift sensitivity (and amplitudes to some extent) suggests. Sensitivity to gas saturation decrease also shows some variability, the scatter along the horizontal axis is controlled by the spatial distribution of the gas saturation from the simulation model, the true gas distribution and magnitude in the area calibrated around the producer is not known with certainty. Figure 3-13 shows the error between the simulated and historic gas-oil ratio and water-cut for the producer, during the 2003 monitor survey, the average error in simulated gas-oil ratio is around 25%, and this is considered to be the uncertainty here.

Figure 3-13 Estimating the uncertainty in simulation model predictions using percentage error. Shown is the percentage error in water-cut (left y-axis) and percentage error in gas-oil ratio (right y-axis) for the producer. The percentage error between the simulated and historic well production data is calculated relative to the historic data as, $\left(100 \times \frac{\text{simulated} - \text{historical}}{\text{historical}}\right)$.
The vertical axis in Figure 3-12 indicates different 4D seismic response to a similar change in gas saturation, suggesting inhomogeneous reservoir sands. Trends can be better observed in time-shifts. Effective porosity from the simulation model is however, a near homogenous value of 19%. Apart from reservoir heterogeneity, the variations are likely to be contributed by data non-repeatability noise, the magnitude of gas which is not completely known and intra-survey reservoir fluctuations (see Chapters 4 and 5).

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>4D seismic calibrated</th>
<th>Amplitude sensitivity (Equation (2-23))</th>
<th>Time-shift sensitivity (Equation (2-26))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure up +ΔP (MPa)</td>
<td>Max. 1.9</td>
<td>1.30</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Min. 0.32</td>
<td>0.33</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean 1.1</td>
<td>0.67</td>
<td></td>
</tr>
<tr>
<td>Gas sat. down -ΔSg (%)</td>
<td>Max. 3.1</td>
<td>2.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Min. 0.25</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean 1.67</td>
<td>1.8</td>
<td></td>
</tr>
</tbody>
</table>

*Table 3-4 Summary of quantified amplitude and time-shift sensitivity of the Garn formation sands (30 m thick) to pore pressure increase and gas saturation decrease, calibrated using multiple monitor 4D seismic data on the Norne field.*

3.3.3 Sensitivity calibration on the Heidrun field

The Heidrun field is located in the Haltenbanken region (blocks 6507/7 and 6507/8) off the coast of mid-Norway in water depths of 350 m (Figure 3-3). The field is a large fault-bounded structural closure dipping towards the south at angle of -5°, covering an area of approximately 75.7 km$^2$ (Figure 3-14). The reservoir is formed by a complex network of faults trending NNE-SSW and ESE-WNW, which divides the field into several segments and compartments. An analysis of the seismic data by Kahar et al. (2006) proposes faults as one of the fluid flow mechanisms controlling drainage. Seismic resolution allows the detection of faults with throws down to 10 m, but typically between 30 to 80 m (Reid et al., 1995). At depths ranging from 2175 m to 2475 m below sea level, the hydrocarbons are trapped in a triangular shaped, south dipping horst block (Figure 3-14(b)) and comprises of three reservoirs of Jurassic age grouped into two clastic sequences: the middle Jurassic Fangst Group containing the Garn and Ile Formations with exceptionally good reservoir characteristics and the early Jurassic Båt group containing the more heterogeneous Tilje and Åre Formations, which
Figure 3-14 (a) Stratigraphic column of the Heidrun Field showing the two main groups Fangst and Båt and depositional environments of the four reservoir sands, Garn, Ile, Tilje and Åre (Modified from Statoil internal report) (b) Compartmentalisation and initial fluid distribution map of the Fangst Group (Benguigui, 2010) (c) Seismic section showing structural elements. Top reservoir (Garn Formation) is the focus for sensitivity calibration.
are of substantially lesser reservoir (Harris, 1989) (Figure 3-14(a)). A thin shale, the Not Formation separates the Garn sands from the Ile sands and a thick shale, the Ror Formation separates the Fangst group from the Båt group.

The Garn formation, which is top reservoir, is the focus for sensitivity calibration. The Garn Formation consists of medium to coarse-grained, moderate to well-sorted sandstones, with some mica rich intervals, cross-bedded laminations, and occasionally carbonate cemented. The fluvial deposits represent a mixture of wave-dominated upper to middle shoreface sediments with progradations of braided delta lobes (Harris, 1989) and are the best quality sands with high permeability of 2500 to 5000 mD and high porosity of 24 to 32%. Discovered by Conoco and partners in 1985, the Heidrun field’s recovery reserves are an estimated 186 million cubic metres of oil and 46.5 billion cubic metres of gas. The reserves consist of live oil (28° to 34.4° API) and primary gas cap accumulations (Figure 3-14(b)).

As the over-saturated oil reservoirs are initially at a pressure of around 26 MPa, a pressure maintenance strategy was implemented to drain the oil column which is up to 190 m thick. This included up-flank gas injection at the crest of the structure and down-flank water injection, coupled with primary gas cap expansion, which began simultaneously with first oil in October 1995. During several campaigns, an intense infill drilling (77 producers, 25 water injectors and 2 gas injectors until 2011, of which only 17 producers and 8 water injectors perforate the Garn formation) has been conducted to accomplish an effective oil sweep. However, due to the fault complexity of the field, the prediction of drainage pattern, fluid saturations and contact movements has proven difficult. With the success of the first 4D seismic monitor in 2001, which helped to identify the remaining infill drilling targets (Furre et al., 2003), four additional seismic monitor surveys have been acquired in 2004, 2006, 2008 and 2011, with a merged baseline acquired in 1986/1991 prior to production start-up. The data quality is a moderate non-repeatability of 20 to 40% across the five monitors (Figure 3-15(a)), shows the spatial distribution of the computed NRMS for the 2001 and baseline seismic data, over an area of interest.

The 4D seismic amplitude signatures of the Garn formation is a clear example of a fluid saturation driven response over the 15.8 years of production history, from 2001
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Figure 3-15 (a) Measure of 4D seismic data repeatability, NRMS map showing 10 to 50% variations. (b)-(c) 4D amplitude response over top reservoir (Garn Formation) showing hardening response due to water-flooding and softening response due to gas cap expansion for the 2001 4D monitor, and a slight reduction after 10 years of production for the 2011 4D monitor. Polygons B and A outline the extent of the water flood and the extent of the gas cap expansion. (d)-(e) Depth-averaged maps of fluid saturation changes for both monitor times from the history-matched fluid-flow simulation model. Gas saturation maps overlain on water saturation maps to highlight the distinct areas each effect covers, both are positive changes. (f)-(g) Depth-averaged maps of pressure changes from the simulation model. Inset map in top left corner show the full study area, including the original (pre-production) water leg. Producers (in black), water injectors (in blue) and gas injector (in red).
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Two large regions are mapped with polygons A and B, which represent the gas saturation dominated area (softening response), where gas saturation increases occur, expanding the gas cap, and the water saturation dominated area (hardening response) where oil has been drained and replaced by water, respectively. The predictions from the history-matched simulation model support the flood patterns seen in the 4D seismic amplitude maps (Figure 3-15 (d) and (e)). Water saturation increases occur in region B and gas saturation increases in region A. From 2001 to 2011, it can be observed that the water-flood signals remain of similar magnitudes (region B), but the 4D signals for gas diminish (region A) due to a decrease in gas saturation as a result of pressurisation and also due to the area being water-flooded by 2011 (see also Figure 6-8). As it is common for other effects to overlap, mild pressure changes (Figure 3-15 (f) and (g)) also compete against the strong saturation effects, although, severely disproportionate. Historic gas-oil ratios and water-cut for the producers in region A and B show the earliest gas breakout (higher than the initial 117 Sm³/Sm³ gas-oil ratio) and water breakthrough (non-zero water-cut) at the wells (Figure 3-16). In region A, producer P15, being the earliest activated well, shows higher gas-oil ratio prior to and at the 2001 monitor time, with more newly activated wells following suite (Figure 3-16(a)). As producer P15 is closest to the original oil-water contact, it also experiences water-breakthrough just after the 2001 monitor time (Figure 3-16(b)).

So, region A is certainly only gas saturation driven, apart from weak and negligible effects of pressure decreases of -5 MPa or lower. This agrees with the generalised rock physics modelling in Chapter 2 (Figure 2-10(a)). The 4D amplitude response of the high porosity unconsolidated sandstones A and B (which are similar to the Garn Fm.) to pressure decrease is much weaker than that to pressure increase or gas saturation increase. The gas saturation driven response of the Garn Fm. (Figure 3-15) is the case at the 2001 monitor time, and also at the 2004 monitor time which marks the onset of water-flooding in region A (see also Figure 7-10). As majority of the first producers were drilled in region B, water breakthrough at most of the wells occur prior to the 2001 monitor time (Figure 3-16(c)) which supports the water-flooded 4D signatures in both 2001 and 2011 monitor time relative to baseline (Figure 3-15 (b) and (c)). Much of the oil in region B has been drained prior to the 2001 monitor time, with five early producers shut by this time due to water breakthrough, leaving only five producers
which are intermittently active. The mismatch between the simulated GOR and historic GOR for producers in region A was calculated to be an underestimate of around 34%, although good consistency between the observed amplitude change (softening response)

---

**Figure 3-16** Historic production profiles for the producers perforated in the Garn Formation from production start in October 1995 to last history date in July 2011, showing also the time of acquisition of the five monitor surveys. (a) Gas-oil ratio for producers in the gas dominated region A (b) Water-cut for same wells in (a) (c) Water-cut for producers in the water-flooded region B (d) Timeline of various mechanisms, filled areas are effects that dominate the 4D seismic signatures relative to baseline (see Figure 3-15).
and the predicted gas saturation change has been observed. For producers in the waterflooded region B, the water-cut mismatch was found to be around 30%. The best monitor times for calibrating both gas and water saturation sensitivity are the 4D seismic data from the 2001 and 2004 monitors because the influence of pressure change is minimum at these times. As pore pressure increases are very mild < +2 MPa in region B during these times, the water saturation responses are more authentic. In region A, pore pressure also increases after the 2004 monitor time, and water breakthrough prior to this time reveals that water saturation signals become more spatially extensive at monitor times later than 2004. Later monitors will thus yield a competing response against gas saturation effects (see also Figure 6-8 and 7-10). In the original water leg (outside regions A and B) which is perforated by water injectors, the softening response to pore pressure increases of up to 4 MPa are very weak and unclear, as the 4D amplitude response in this area appear to show similar patterns to the non-repeatability noise which is higher here (Figure 3-15).

For calibration, polygons with a radii of 200 m are used to extract the mean value of the 4D amplitudes around the producers in region A and B, as well as the mapped changes in gas and water saturation predicted from the simulation model during the 2001 and 2004 monitor times, cross-plots are given in Figure 3-17. In Figure 3-17(a), a rightward increase in water saturation should reflect a downward increase in the 4D amplitude magnitudes for a clean sand. However, porosity variations from well to well partially indicate that wells in lower porosity areas are less sensitive (with a lower 4D amplitude response) than wells in higher porosity areas, for example, from well P2, to P8 and to P7. Well P7 appears to have the lowest water saturation change but the biggest 4D amplitude response. Perhaps, the simulation model fails to predict the correct magnitude of water saturation at the 2001 monitor time, though this prediction agrees with the near-zero water cut in this well (Figure 3-16 (c)) which also suggests an erroneous historical measurement. Other wells cluster around water saturation changes of 60 to 70%, but exhibit varying magnitudes of amplitude changes.

In Figure 3-17(b) 4D amplitude signals around the five producers in region A show a general upward trend, with increasing amplitudes correlating to increasing gas saturation changes predicted from the simulation model. Correlations can also be found for specific wells, for example data points for well P11 and P12 at the 2001 and 2004 monitor time. The cleaner sands in this region are near homogenous with little
variations in porosity and are of generally higher porosity than in region B (Figure 3-17(a)).

Figure 3-17 Cross-plot of (a) 4D relative amplitude changes versus water saturation changes, ΔSw, for producers in region B and (b) 4D relative amplitude changes versus gas saturation changes, ΔSg, for producers in region A. Data points are shown for the 2001 (circles) and 2004 (squares) 4D monitors. For regions A and B see Figure 3-15. Notice also the similar range of water and gas saturation increase in both times. Coloured lines connect data points for a specific well, and thin black arrows suggests trends.

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>Areas</th>
<th>4D seismic calibrated</th>
<th>Amplitude sensitivity (Equation 2-23)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water sat. up  +ΔSw (%)</td>
<td>around wells</td>
<td>2001</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2004</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>Map B</td>
<td>2001</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>Map B</td>
<td>2004</td>
<td>0.28</td>
</tr>
<tr>
<td>Gas sat. up  +ΔSg (%)</td>
<td>around wells</td>
<td>2001</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2004</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>Map A</td>
<td>2001</td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td>Map A</td>
<td>2004</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Table 3-5 Summary of mean value of the quantified 4D seismic amplitude sensitivity for the Garn formation sands (30 m thick) to water and gas saturation increase. This was calibrated using two monitor 4D seismic data (2001 and 2004) on the Heidrun field both around wells and using a mapped region (see Figure 3-15). Between 2001 and 2004, the saturation sensitivities are of similar scales, both for gas and water saturation.

The average 4D seismic amplitude sensitivity to water and gas saturation increase for the Garn Formation sands are summarised in Table 3-5. The sensitivity is calculated
using the data just around wells, and also calculated using the filtered regions in polygon A and B earlier shown in Figure 3-15. At the 2001 monitor time, active producers in region A and B also experience a pressure decrease, which reinforces the hardening response due to water saturation increase and opposes the softening response due to gas saturation increase, so sensitivity for water saturation appears stronger in 2001 than in 2004, and sensitivity for gas saturation appears weaker in 2001 than in 2004. As a quality check, areas where pore pressure changes are expected to be strongest, particularly around the producers were eliminated from the maps to reduce the uncertainty from the water and gas saturation sensitivity estimations. These are compared against estimates around the wells, and are observed to be slightly smaller and bigger for water and gas saturation, respectively. The 4D seismic amplitude sensitivity to gas saturation changes is twice as big as that to water saturation changes.

3.3.4 Sensitivity calibration on the Schiehallion field

The final field for sensitivity calibration is the Schiehallion field which is located approximately 130 km west of the Shetland Islands in the south-western part of the Faeroe-Shetland basin in water depths of 350 - 450 m (Figure 3-3). It was formed as a result of the Late Jurassic/ Early Cretaceous rifting of the north-western margin of Europe. The field is heavily compartmentalised and divided into four main segments by hydraulically uncommunicating faults, of which segments 1 and 4 are the focus in this study (Figure 3-18). The Schiehallion field was discovered in 1993 and production commenced in 1998, with estimated recoverable reserves between 425 and 600 million barrels (2 billion barrels in place), out of which 270 million barrels of oil have been produced as of 2010 (Gainski et al., 2010), and is operated by BP on behalf of the Schiehallion field partners (Shell - 55%, BP - 33.5% and OMV - 11.8%).

Production of oil and associated gas comes from relatively thin, multiple stacked Paleocene turbidite channel and sheet-like sands (deposited in a slope/proximal basin floor setting) ranging in thickness from 5 to 30 m (Chapin et al., 2000). The majority of the clastic input to the Schiehallion field’s reservoirs occurred during the Lower Palaeocene T30 sequence which is approximately equivalent to the Lista Formation in the North Sea (Freeman et al., 2008). The T30 sequence comprises of siliciclastic turbidites sands with the main oil bearing sands occurring (from bottom to top), in the
T25, T28, T31, T34 and T35 sequences (nomenclature based on the BP operational Tertiary nomenclature for the West Shetland Basin) (Gainski et al., 2010).

Much of the oil is produced from the T31 sequence subdivided into T31B and T31A (Figure 3-18(b)). The main focus for this study is the T31A sequence which is laterally more extensive, thicker and is of higher quality sand facies (high porosity of 25-30% and permeability 200-1000 mD) than the underlying T31B sands. A thin shale interval separates the two sequences.

Figure 3-18 (a) RMS amplitude map of baseline seismic data over the T31A sequence (reservoir of interest) showing the sand channels in warm colours and well locations (water injectors in blue, and producers in black). Inset map shows the four main segments of the Schiehallion field (segments 1 and 4 are used in this study) (b) Vertical seismic section showing the distribution of the turbidite channels’ sequences T31B, T31A, T34 and T35 in segments 4 and 1.
As the Schiehallion reservoirs contain live black oil accumulations (25° API) at an initial pressure of 20 MPa at 1940 metres TVD (top reservoir), very close to the bubble point pressure (19.4 MPa) and also small local gas caps, a pressure maintenance production scheme was implemented to develop the field. This involved a waterflood regime using down-dip water injectors and up-dip producers. As of 2010, around 22 oil producers and 24 water injectors have been drilled. Five monitor surveys (1999 to 2008) have been acquired with average non-repeatability noise 30 to 60% in post-stack (full offset stack) seismic data. Production mechanism has been to maintain the reservoir above bubble point pressure through water injection but connectivity is a main problem.

In the early monitor surveys acquired (1999, 2000 and 2002), gas exsolution occurred and during these times, gas saturation signals dominated the 4D seismic amplitude signatures, but these are not available for this study. In the later monitor surveys (2004, 2006 and 2008), which are available for this study, new infill water injectors induced repressurisation causing some of the gas to go back into solution. It is therefore these later monitor surveys that are calibrated for both pressure and water saturation sensitivity.

Figure 3-19 shows the 4D amplitude response of the T31A sands at the 2004 and 2008 monitor time together with depth-averaged maps of pressure and water saturation from the fluid flow simulation model. At the 2004 monitor time, pressure increase responses have been identified using polygons A and B in both segments 4 and 1, respectively, which appear to be compartmentalised. Areas of strong water saturation effects (hardening) are particularly located around the many injectors in this field (for example, I2, I1, I3, I4) and at the 2008 monitor time, this is more wide spread as the flood front grows from the original oil-water contact (OOWC), evident also around injector I17 which had been switched off after the 2004 monitor survey. Notice also the weaker hardening response to water saturation effects in segment 4 compared to segment 1, which corroborates the smaller magnitude of water saturation changes in segment 4. Some softening effects due to gas saturation increase which occurred in the early stages of production can still be observed in areas dominated by producers, but this is dampened by the competing effects of both pressure and water saturation changes.
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Figure 3-19 (a)-(b) 4D amplitude response of the T31A sands of the Schiehallion field shown for the 2004 and 2008 monitor time (c) Depth-averaged map of pressure changes at the 2004 monitor time predicted by the history-matched fluid flow simulation model (c) Depth-averaged map of water saturation changes at the 2008 monitor time predicted by the history-matched fluid flow simulation model. In (a) the green dashed polygons, marked A and B, highlight two compartmentalised pressure injection response (softening effect) with a single water injector I17 (in segment 4) and I6 (in segment 1). Competing effects of underlying water saturation changes can be inferred developing around I6, giving a near zero 4D amplitude response around the well. In (b) the I17 well is turned off a year after the 2004 monitor time, and thus only water saturation effects which was previously obscured by the strong pressure increase response can now be observed. Water saturation increase effects (hardening) are wide spread around injectors, and particularly, in segment 1. Water injectors are in blue and producers are in black.
The injection activity and BHP pressure changes for the two wells, I17 and I6 associated with the compartmentalised pressure response (annotated in Figure 3-19) are given in Figure 3-20 and Figure 3-21, respectively. Water injection from injector I17 starts in 2003, and the biggest magnitudes of pressure change is 17 MPa which occurs during the 2004 monitor time, with the well shut down just one year later in 2005 (Figure 3-20(a)). In the 4D seismic responses (Figure 3-20(b)), the associated big amplitude changes (softening response) can be observed, overriding any onset of waterflood around the well. However, as the well is switched off long before the 2008 monitor time, the opposite polarity of the 4D amplitude response (hardening) is observed, revealing the pure water saturation increase effects localised around the well which were previously over-ridden by pressure effects.

Likewise, injector I6 starts-off months earlier than I17 and is injecting at almost twice the rate (Figure 3-21(a)), meaning that the flood front around I6 has had some time to expand before the 2004 monitor. In the 4D seismic response for 2004- baseline (Figure 3-21 (b)), what is observed around I6 is a cancellation effect as water saturation increase competes against pressure increase, but elsewhere within the compartment, the amplitude response corresponds to pressure increases of around 11 MPa. At later monitor times, I6 injects intermittently, but the slight up rise just before the 2008 monitor time (after which it is switched off) causes a softening response outside the vicinity of I6. However, the hardening effect due to the developing flood front is now stronger around the well; owing also to the smaller induced pressure of magnitude of around 5 MPa. Both effects still compete around the well. Using these two compartments as examples, pressure sensitivity is best quantified at the 2004 monitor time and outside the vicinity of the wells where water saturation competes. As I7 is switched off a year and some months before the 2006 monitor time, the water saturation effects are unbiased as there are no induced pressures at the 2006 or 2008 monitor time. Since the compartments are quite small (<0.8 km²), the sands can be assumed to be experiencing the same pressure as at the wells.
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Figure 3-20 Linking (a) well injection activity to (b) the compartmentalised 4D seismic response annotated as polygon A in segment 4 in Figure 3-19. Well profile is for historical water injection rate (left y-axis, dashed lines) and historic BHP change (right y-axis) for the injector, I17 in compartment A.

Figure 3-21 Linking (a) well injection activity to (b) the compartmentalised 4D seismic response annotated as polygon B in segment 1 in Figure 3-19. Well profile is for historical water injection rate (left y-axis, dashed lines), and simulated BHP change (right y-axis) for the injector, I16 in compartment B.
Table 3-6 details the quantified sensitivity with very similar water saturation sensitivity across the 2006 and 2008 monitors, as to be expected.

<table>
<thead>
<tr>
<th>Mechanisms</th>
<th>4D seismic monitors</th>
<th>Amplitude sensitivity (Equation 2-23))</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure up</td>
<td>2004</td>
<td>1.56</td>
<td>0.88</td>
</tr>
<tr>
<td>+ΔP (MPa)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Water sat. up</td>
<td>2006</td>
<td>0.44</td>
<td>0.05</td>
</tr>
<tr>
<td>+ΔSw (%)</td>
<td>2008</td>
<td>0.49</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 3-6 Summary of quantified 4D seismic amplitude sensitivity (mean value) of the T31A sand sequence (5 to 30 m thick, mostly around 25 m thick) to pressure increase and water saturation increase, calibrated using three monitor 4D seismic data on the Schiehallion field in the compartment regions (see Figure 3-20 and Figure 3-21). The standard deviation is simply the variation of sensitivity in the areas calibrated.

### 3.4 Summary of quantified sensitivity using 4D seismic data on four fields

In this chapter a data-driven map-based interpretation method was applied on four North Sea fields to quantify the in-situ reservoir’s sensitivity to pressure, water and gas saturation changes using 4D seismic data. The fields included a high-pressure-high temperature (HPHT) gas condensate (the Shearwater field) and three normally-pressure oil-water-gas fields (Schiehallion, Norne and Heidrun) (Table 3-7).

<table>
<thead>
<tr>
<th>Clastic fields</th>
<th>Reservoir</th>
<th>Environment</th>
<th>Rock type</th>
<th>Thickness (m)</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heidrun</td>
<td>Garn Formation</td>
<td>Shallow marine</td>
<td>Unconsolidated</td>
<td>25 - 30</td>
<td>24 to 32%</td>
</tr>
<tr>
<td>Schiehallion</td>
<td>T31A sands</td>
<td>Turbidite deep water</td>
<td>Heterogeneous stacked soft sands</td>
<td>5 - 30</td>
<td>25 to 30%</td>
</tr>
<tr>
<td>Norne</td>
<td>Garn Formation</td>
<td>Near Shore</td>
<td>Slightly consolidated</td>
<td>20 - 35</td>
<td>18 to 24%</td>
</tr>
<tr>
<td>Shearwater</td>
<td>Upper Fulmar</td>
<td>Shoreface deep water</td>
<td>HPHT poorly consolidated</td>
<td>92</td>
<td>20 to 30%</td>
</tr>
</tbody>
</table>

Table 3-7 Properties of the reservoir formation used for sensitivity quantification across the four fields.

Both 4D seismic amplitudes and intra-reservoir time-shifts from multiple monitor seismic data were used to calibrate the 4D seismic response to different production effects observed in the field. Figure 3-22 shows the range of 4D seismic amplitude and time-shift sensitivity observed across the fields. Thus the quantified seismic sensitivities
can be linked to the specific geology of the field. In Figure 3-22(a), the soft turbidites of the Schiehallion field are more sensitive to pressure increase than the consolidated Norne sands, as to be expected.

On the asymmetry between pressure decrease and pressure increase, the sensitivity to pressure increase is expected to be at least twice that of pressure decrease, the HPHT shearwater field overturns this expectation. As it is in a highly stressed state, its amplitude sensitivity to pressure depletion lies on a similar scale, if not higher than those of the normally-pressured Schiehallion and Norne field which respond to pressure increase. Contrarily, the expected asymmetry is maintained using the 4D seismic time-shifts (Figure 3-22(a)). The Norne field’s time-shift sensitivity to pressure increase is of a slightly higher sensitivity than those of the Shearwater’s field to pressure decrease. Despite the big magnitudes of pressure decrease of up to -59 MPa observed on the Shearwater field, it is interesting to see that the time-shift sensitivity falls in the higher end, but still within the generalised rock-physics modelling in Chapter 2, which was calculated for pressure decreases of up to just -20 MPa. Although in a highly stressed environment, the Upper Fulmar sands still behave like a normally-pressured sandstone, when the intra-reservoir time-shifts are analysed. Physical thickness changes (i.e. compaction) lies between 0 and 1 millistrain (Staples et al., 2007), which is negligible.

Although just on two fields, the time-shift sensitivity falls within the wide range obtained from the generalised rock-physics results Chapter 2, whereas amplitudes do not, even for water saturation. This is because the amplitudes are an interface property, and as they are expressed as a percentage change relative to baseline, they are dependent on the reflection contrast, specific to the particular reservoir and different interfaces. This reveals that time-shifts are a more robust attribute when linking the observed 4D seismic response to the rock-physics modelled response, for a number of reasons; seismic velocity changes in a producing reservoir may be observed as either time-shifts of reflections below the reservoir or amplitude changes of reflections from within the reservoir or at its boundaries. Amplitude changes are caused by altered impedance contrasts in the vicinity of the bounding reservoir interfaces. Such a response could therefore be influenced by local anomalies and intra-reservoir inhomogeneities.
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Figure 3.22 Summary of quantified values for (a) 4D amplitude sensitivity (Equation 2.23) and (b) 4D time-shift sensitivity (Equation 2.26) obtained for four North Sea fields by quantitative interpretation of multiple monitor 4D seismic data to pressure and saturation measurements (or predictions). The dots represent the mean value from the areas calibrated for each field. The spread from the mean is also shown, suggesting variations in reservoir sensitivity within a field and from field to field. The grey dashed outline is the range obtained from the generalised rock-physics modelling in Chapter 2 (see Figure 2.13). Note that sensitivity to pressure has been calculated for a unit change in MPa, and sensitivity to fluid saturation for a unit change in percentage (%). Downward arrows indicate a decrease, and upward arrows, an increase in pressure or saturation.
For thin reservoir intervals, the response will depend significantly on the reservoir thickness, which needs to be precisely known for a correct quantitative interpretation. Time-shifts of seismic waves which have passed through the entire reservoir integrate the local velocity changes and can potentially provide a more robust measure of the average changes in the reservoir. The intra-reservoir time-shifts are in effect an interval property, and thus, a more volumetric attribute. Sensitivity to gas decrease or increase are much higher than those associated with water saturation changes. The dispersion in gas saturation sensitivity across Heidrun and Norne fields, compared to water saturation sensitivity on the Schiehallion and Heidrun field confirms this.

3.5 Some remarks

A technique for quantifying pressure, water saturation and gas saturating sensitivity using multiple monitor seismic amplitude and time-shift data has been successfully applied to four offshore clastic reservoirs. This method is transferable to other field types e.g. carbonates and could fill the gaps in rock-physics derived or laboratory-based measurements of pressure/ saturation sensitivity. This is due to the value of 4D seismic data as an in-situ field-scale measurement of the reservoir’s response with better reliability over the production life time of the field. The practical limitations of the technique are that only production mechanisms that occur and are interpretable on the 4D seismic signatures can be used, overlapping effects of pressure and saturation changes adds to the complexity, and the need for an acquired monitor survey. The uncertainties concerned with sensitivity quantification are measurement errors from historic production / well pressure data, predictions from the fluid flow simulation model (where used), and 4D seismic data non-repeatability. Finally, I note the implications of using post-stack seismic data for pressure and saturation related studies (as to be addressed in the next chapter) but justify this practical approach to be effective in areas with sufficiently large 4D seismic signals. A natural extension of this technique for sandstone reservoirs is to combine multiple monitor 4D seismic data in an inversion scheme to estimate the reservoir’s sensitivity at each seismic bin location and for different offset stacks (to be addressed in Chapters 6 and 7).
Chapter 4

Intra-survey reservoir fluctuations - the reservoir dynamic domain from the perspective of the seismic acquisition

“The cure for boredom is curiosity. There is no cure for curiosity.”
-- Dorothy Parker, US author, humorist, poet, & wit (1893 - 1957) --

With a simple question, “what is the reservoir doing during shooting of monitor seismic data?” this chapter investigates the ability of typical seismic surveys to accurately capture the fluctuating changes that occur in the reservoir during the acquisition. Seismic data acquisition takes many weeks to complete, pressure and saturation may fluctuate spatially due to field production and operational procedures within this time. The spatiotemporal relationship between such physical processes in the reservoir and the time sequence of shooting and geometry of the acquisition is examined here through a reconstruction exercise. This uses real field monitor acquisitions of a towed streamer and a permanent reservoir monitoring (PRM) survey shot in the North Sea, and fine timescale simulator predictions from the history-matched Norne field model. The work reveals that the pre-stack distribution in any CMP location is a combination of the reservoir changes acquired at different times during the shooting, and thus the resultant post-stack (i.e. average) is not a true representation of the reservoir change at any location. This analysis continues in Chapter 5.
Chapter 4: Intra-survey reservoir fluctuations – the reservoir dynamic domain and seismic acquisition

4.1 Timescale of seismic surveys

Seismic surveys (onshore or offshore) are not shot instantaneously. Apart from areal coverage, the time taken to acquire seismic data depends on a broad range of practical operational and logistical considerations, which also influence to some extent the sequence and timing with which the surveys are shot.

Figure 4-1 Breakdown of survey activity for three consecutive towed streamer monitor surveys shot over the Schiehallion field, covering an area of 420 km$^2$. Data sourced from BP internal report by Western Regent (2004), Western Monarch (2006) and MV Geowave Master (2008). A number of operational factors especially weather sea conditions determine the duration of the surveys.

For example, towed streamer data are dependent on boat speed, boat turn-around, offset coverage, the effect of tides, platform and facility obstructions, additional field activity and bad weather downtime. Figure 4-1 provides further detail on the general contributions of such factors to the survey duration for three 4D dedicated towed streamer (dual source and 10 x 3000 m streamer configuration) surveys shot over the Schiehallion field. The three surveys are acquired two years apart and lasts for 62 days (2004), 54 days (2006) and 73 days (2008), covering an area of 430 km$^2$. The actual shooting (acquisition plus infill) takes less than 40% of the total survey time. Bad weather delays appear to be the main contributor to this delay, compared to technical downtime or other operational restrictions. On the Heidrun field, for example, a
monitor towed streamer data acquired between April and July 2011 takes around 84 days for an area of 224 km². Breaks in the acquisition of more than 25 days in June occurred, due to other activities in the area, which led to the survey being completed later in July of the same year (Fischer et al. 2013). As a consequence, mostly due to bad weather, a typical North Sea towed streamer survey of 250 km² can take six to eight weeks to complete (Campbell et al. 2005, Ross et al. 2010).}

Permanently reservoir monitoring (PRM) with ocean-bottom cables cover a smaller area but with a higher shot density, and thus, will also take months to complete (Corzo, 2009, Bertrand et al. 2014). Whilst permanent reservoir monitoring with ocean-bottom nodes is not restricted by large streamer or cable dimensions, nevertheless such surveys can still take a few months to cover similar but higher fold area of 20 km² to 120 km² due to weather and operational restrictions (Eriksrud 2014, Farmer et al. 2015, Vaxelaire et al. 2007, Thedy et al. 2015, Vieira et al. 2011). On the Valhall field, six consecutive PRM surveys (also known as Life of Field Seismic, LoFS) acquired three months apart take 31 to 62 days to shoot an area of 45 km². Almost a decade later, six LoFS surveys acquired six months apart on the Ekofisk field take 33 to 71 days for an

![Figure 4-2 Acquisition year and durations (including weather delays) of the first six consecutive Life of field seismic (LoFS) surveys at two North Sea fields, Valhall field (in blue) and Ekofisk field (in red). Data sourced from Corzo 2009 for the Valhall field and Bertrand et al. 2014 for the Ekofisk field.](image-url)
area of 60 km² (Figure 4-2). On land, survey time is strongly affected by the complexity of terrain, weather conditions, equipment availability, physical obstructions and environmental constraints. Land surveys are clearly expected to take longer than towed streamers to cover a comparable area (Aouad et al. 2012, McWhorter et al. 2012). New onshore PRM technologies like SeisMovie™ cover a much smaller area, and take less than a day to complete (Hornman and Forgues 2013) which could be considered instantaneous and are unlikely to be impacted by intra-survey reservoir fluctuations.

<table>
<thead>
<tr>
<th>Reservoir Processes</th>
<th>Timing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depletion</strong></td>
<td></td>
</tr>
<tr>
<td>Pressure falling</td>
<td>Years</td>
</tr>
<tr>
<td>Gas out of solution at bubble point</td>
<td>Days</td>
</tr>
<tr>
<td>Aquifer movement</td>
<td>Years</td>
</tr>
<tr>
<td>Water coning leading to rise in watercut</td>
<td>Months</td>
</tr>
<tr>
<td>Baffles and compartments appearing</td>
<td>Days/weeks</td>
</tr>
<tr>
<td><strong>Water Injection</strong></td>
<td></td>
</tr>
<tr>
<td>Repressurisation</td>
<td>Months</td>
</tr>
<tr>
<td>Movement of flood front through well</td>
<td>Days/months</td>
</tr>
<tr>
<td>Reservoir seal failure</td>
<td>Days</td>
</tr>
<tr>
<td>Gas integrity at surface</td>
<td>Months</td>
</tr>
<tr>
<td>Water overrun</td>
<td>Months</td>
</tr>
<tr>
<td><strong>Gas Injection</strong></td>
<td></td>
</tr>
<tr>
<td>Repressurisation</td>
<td>Months</td>
</tr>
<tr>
<td>Reservoir seal failure</td>
<td>Days</td>
</tr>
<tr>
<td>Gas integrity at surface</td>
<td>Months</td>
</tr>
<tr>
<td>Gas underrun</td>
<td>Months</td>
</tr>
<tr>
<td><strong>Enhanced Oil recovery (EOR)</strong></td>
<td></td>
</tr>
<tr>
<td>High/low salinity flood</td>
<td>Years</td>
</tr>
<tr>
<td>Miscible/immiscible gas injection</td>
<td>Months</td>
</tr>
<tr>
<td>Polymer injection</td>
<td>Months</td>
</tr>
<tr>
<td>Thermal flood</td>
<td>Months</td>
</tr>
</tbody>
</table>

Table 4-1 Familiar reservoir processes and timelines (Watts and Marsh 2011). Of particular interest are those effects with similar time scales to the 4D surveillance.
4.2 Timescale of reservoir processes

In the reservoir, several processes possess a similar time scale to the acquisition (Table 4-1), and are controlled by operations management, specific to the well and field under consideration. Activities such as injector or producer well shut-off or re-start/start, alteration of a rate/choke setting, well tests, bumping/slugging, and squeeze treatment (Watt and Marsh 2011) occur independent of the acquisition and are known to cause reservoir pressure fluctuations, which will also affect saturations as well. Pressure is also affected by turn-around, production optimisation, work-overs, evolving water cuts, and the introduction of new wells or re-introduction of old wells.

Figure 4-3 Model based simulations of fine time scale movement of injected gas through fluvial channel sands over 15 days (a) to (d) Cross-section view showing heterogeneous flood front. Aerial view of the injected gas after (e) 12 hours and (f) 15 days. The edge of the gas flood may be particularly difficult to sharply define in seismic post-stack data due to the irregularity of the gas front, which moves quicker at the flood front than behind it. Within 15 days, the gas saturation change is greater than 80%.
Field average or bottom-hole pressure fluctuations due to natural day to day field operations are usually between 0.05 and 0.5 MPa/day, and therefore small enough to be below the seismic noise levels (Omofoma and MacBeth, 2016). However, well operations that involve well shut-off, restart or variation in choke setting can generate changes of as much as 1.5 to 15 MPa for typical offshore fields injecting between 10,000 and 30,000 stb/day. Production or injection into small compartments or isolated zones will induce bigger changes than those in larger compartments. For each distinct pressure change due to a fluid volume discontinuity, there emerges a pressure transient that spreads across the reservoir. Over time this is followed by a semi-steady state and then subsequently an equilibration period (Dake 1997). Whilst pressure is generally detected quickly and established across the entire connected volume in a matter of hours, the phenomenon of pressure diffusion takes much longer to stabilise. Eventually pressure is expected to be uniform across a compartment and evolve linearly in time for constant rate wells after equilibration. However pressure can take tens to hundreds of days to equilibrate, depending on the dimensions of the reservoir boundaries and compartments, easily as long as, or longer than, the seismic survey acquisition time.

By comparison to pressure, fluid saturation changes generally evolve laterally at a
slower but nevertheless significant rate. For example, depending on the mobility (relative permeability divided by viscosity), gravity effects and vertical and horizontal permeability, waterfronts may move typically at a velocity of 0.3 to 1.5 m/day (Tjetland et al. 2007), whereas hydrocarbon gas, steam or CO₂ fronts propagate at around 6 m/day (Michou et al. 2013, Lu et al. 2012). It is observed that in some cases CO₂ propagation can exceed 12 m/day (Lu et al. 2012). For example, a fine time scale model of hydrocarbon gas injection into thin (< 25 m) fluvial channel oil sands show that the injected gas moves at a relatively quick rate of around 12.5 m/day (Figure 4-3). The gas is injected at an average rate of 1245 tonnes/day (oil equivalent of 9323 stb/day). Within the first 2 days, the gas front reaches a 75 metre distance from the well and over a 15 day window, gas fully saturates within 187.5 metres from the well, covering an approximate area of 0.45 km². Vertical sections between 12 hours and 15 days of injection show a heterogeneous flood front as the gas meanders through the sands. Only the boundary of the fluid distribution will experience significant change during the survey; in this case over the entire area of the gas flood. Thus, considering only the acquisition geometry itself, the acquisition survey will generally sample movement in a halo of 50 to 500 m in width (2 to 20 seismic bins) during the acquisition itself. This event may be difficult to adequately capture at the flood front, as the gas moves quicker at the edge of the flood front than behind the front. In reality, seismic measurements relate to the full region of the wavefield between the source and receivers, not just

Figure 4-5 Simulation model of the Schiehallion field with highlighted area showing (a)-(b) Flood front movement from the injector in a compartment at day 1 and day 30 of water injection (corresponding image for pressure is shown in Figure 4-4). After 30 days of injection, the water saturation change away from the water injector is around 30%, and at the water injector, full saturation occurs.
localised areas of the reservoir. Indeed, because of the migration aperture, reservoir effects will generate differences at large lateral distances from the changes themselves (H. Jakubowicz, personal communication, 4 July, 2017).

In Figure 4-4, snapshots within a 30 day period of water injection at a constant rate show the evolution of pressure in a compartment with size of around 0.67 km$^2$. This is taken from the simulation model predictions for an injector activity in the Schiehallion field model. As introduced in section 3.3.4, the field is a stacked turbidite reservoir with poor lateral connectivity across bodies of stacked sands (Gainski et al., 2010). Two nearest compartments to the injection compartment are also highlighted. Within this time, pressure moves smoothly and quickly reaches the boundaries of the compartment within days. Well pressure transients last for around three days of first injection and attempts to achieve semi-steady state flow (i.e. linear growth of pressure with time) are disturbed by an alteration in rate after 32 days (Figure 4-4(e)). Spatially the pressure information grows with time and within a few weeks inter-compartment pressure communication is likely.

By contrast, water saturation is localised with a sharp flood front building up just within 200 metres from the well (Figure 4-5). When compared to pressure behaviour, the water flood could be viewed as stationary during the acquisition. Vertical fluid contacts will move much more slowly and are unlikely to change much during the survey duration. For example, in the Nelson field, the oil-water contact moved vertically by 30 to 60 m after 10 years of production (MacBeth et al. 2005) and in the Troll field, the gas-oil contact moved by 10 to 12 m after 5 years of production (Bertrand et al. 2005). Another example is in a chalk field where the gas-water contact is interpreted to have moved by 25 m in 4 years (Barker et al. 2008). Gas out of solution is a separate process, it is relatively quick and responds immediately to pressure drop below the bubble point pressure within hours (Falahat et al. 2014), and thus there can be significant variations in gas caps, trapped gas or gas remaining at critical saturation within the reservoir during a survey period of 60 days. Other processes that might be relevant to this study include compaction in highly porous chalk reservoirs (Barkved et al., 2005), evolution of strain deformation in geomechanically active reservoirs, the sudden breakdown in faults due to depletion which may occur in days, or the creation of baffles during fluid flow which could appear in weeks.
As Figures 4-3, 4-4 and 4-5 illustrate, common reservoir processes (Table 4-1) such as gas saturation, pressure and water saturation changes occur over similar and even shorter time scales than typical seismic acquisitions discussed in Section 4.1. Changes in gas saturation greater than 80% can occur within 15 days or shorter. Pressure changes of 5 MPa or greater are not uncommon within 30 days, and for water saturation, changes between 20% and 50% over a 30 day period should be expected during the monitor acquisitions. Whether or not these changes will be detected in the acquired 4D seismic data depends on non-repeatability noise and the sensitivity of the reservoir to these changes. The latter determines how big the elastic properties will change (e.g. amplitudes and time-shifts) given the magnitudes induced by production. In light of the generalised rock-physics modelling in Chapter 2 on sandstones (Figure 2-10, 2-11 and 2-12), it can be concluded that the above mentioned magnitudes are potentially detectible in unconsolidated sandstones of 18% porosity or higher. Such magnitudes in pressure and fluid saturation changes are likely to yield 4D seismic amplitude responses (Figure 2-10(a)) greater than the 2% detectability limit of the 4D seismic method (MacBeth, 2004) outside any influence of non-repeatability noise.

To address the above, real acquisitions and a field model are used to access the reservoir domain based on how the surveys have been shot. Specifically, reservoir pressure and fluid saturation changes are simulated using a history-matched simulation model of a structurally complex field. The geometry and time sequence of shooting from a towed streamer and PRM monitor survey acquired in the North Sea are then used to reconstruct the reservoir dynamic changes. The reconstruction is solely based on the source and receiver coordinates of the acquisition geometry, and the shot times of the monitor survey. This does not consider survey illumination, propagation effects of seismic waves, positioning non-repeatability or data processing effects. Thus, the analysis in this chapter can only provide a crude estimation of the reconstructed reservoir changes based on the acquisition shooting sequence. Likewise, in the analysis to follow in Chapter 5, only a rough estimate of the magnitudes of the 4D seismic responses of these effects can be obtained through 1D convolution seismic modelling. A comprehensive scheme for modelling the seismic data as the reservoir changes during the acquisition using finite difference modelling, and including the effects of data processing is discussed in Chapter 8 (section 8.2.3). Implementing the full scheme is beyond the scope of this work.
4.3 Intra-survey analysis using the Norne field model

4.3.1 Acquisition dataset and timings

Two real field towed streamer and permanent reservoir monitoring (PRM) seismic surveys are available for this study. The towed streamer surveys were acquired in 2000 (baseline) and 2003 (monitor) on a North Sea field, and the PRM surveys were acquired six months apart in 2014, on a different North Sea field. The earlier PRM survey is taken as baseline and the later, the monitor. The acquisition data are initially received as navigation files which require pre-sorting to extract information on shots and receivers coordinates, and more importantly, the timings of each shot during the survey. Shot geometry (including the timings of each shot), and histograms of shooting activity are shown in Figure 4-6 for the PRM survey and in Figure 4-7 for the towed streamer survey. The towed streamer shooting covers an approximate area of 240 km$^2$, taking 72 days for the baseline and 58 days to shoot the monitor survey. For the PRM surveys, this is a smaller shot area of 143 km$^2$ which takes 30 days for the baseline and 45 days for the monitor. The monitor surveys have a different time sequence of shooting from their baseline. For the towed streamer, a ‘race-track’ pattern is observed, whereas the PRM survey follows a more randomised pattern, and is also not shot in sequence.

Histograms of shooting activity (Figure 4-6 (e)-(h)) show down-times due to the many factors discussed in section 4.1. Survey acquisitions aim to optimise the time available and negotiate field operations and weather windows and it is not uncommon for weather down time to be 20 to 40% of the overall survey duration (Figure 4-1). The surveys are thus not shot in a smooth pattern covering the subsurface in sequence, but according to the practicalities, which is specific to the acquisition. The towed streamer experiences delays of up to 30 days for the monitor and up to 40 days for the baseline survey. The PRM acquisitions achieve a fairly continuous shooting with shorter down time windows of up to 5 days. The implication here is that the monitor surveys will miss any information on the changes in the reservoir when no data are acquired. I therefore expect that monitor surveys will also not capture the changes in the reservoir in the same way.
Figure 4-6 (a) and (c) Shot geometry (colour coded by the time sequence of shooting (in days) of each shot line for the PRM monitor and baseline acquisitions in the North Sea. Acquisition activity histogram from the start to end of the surveys are shown in (b) and (d). The baseline and monitor surveys do not follow the same order of shooting.
Figure 4-7  (a) and (c) Shot geometry (colour coded by the time sequence of shooting (in days) of each shot line for the towed streamer monitor and baseline acquisitions in the North Sea. Acquisition activity histogram from the start to end of the surveys are shown in (b) and (d). The baseline and monitor surveys do not follow the same order of shooting.
4.3.2 Reservoir details and simulation

The simulation model for this study is that of the Norne field (which has been earlier introduced in section 3.3.2).

![Dip angle (°)](image)

![Effective porosity (PHIE)](image)

*Figure 4-8* (a) Dip angle (in degrees) of top reservoir surface in depth (shown as the inset map) capturing the main structural features of the Norne field simulation model with faults possessing a higher dip angle (> 40°) than the formation (~ 4°) – shown by the histogram. (b) Variations in effective porosity (PHIE) for top reservoir of the simulation model showing wells used in this study. Blue wells are water injectors and black wells are producers. Inset map in (b) shows the reservoir fault segments, C, D, E and G.
The simulation model is a horst block of approximately 9 x 3 km, has dimensions 230 x 560 x 22 (making 2,833,600 grid cells) with an average cell size of 24.3 x 25.8 x 8.4 m and contains 41 faults. The model is built to be consistent with the geological features, flow units and fault planes; hence, the grid uses non-vertical pillars and irregular cells (corner-point geometry (CPG)). There are 23 geological horizons and 22 geological layers in the model, which are distributed across the four sandstone formations (Garn, Ile, Tofte and Tilje) of Middle and Lower Jurassic age.

The reservoir lies at a depth of 2500 m to 2900 m and is enclosed and segmented by major faults with three segments (C, D and E) in the main field area and the fourth segment, G, an isolated compartment of size 3.6 km$^2$ (Figure 4-8). The steepest angle between the reservoir’s top surface and the horizontal plane is computed using the dip angle attribute map (Figure 4-8(a)). This shows a skewed distribution of the dip population for the top reservoir horizon. Steep dips with an angle greater than 40° are associated with faults, whereas, the formation itself rests at a mild dip angle of approximately 4°.

![Figure 4-9 Pre-production conditions of top reservoir from the Norne field model](image)

*Figure 4-9 Pre-production conditions of top reservoir from the Norne field model (a) Initial pressure (b) Initial fluid distribution. Producers are in black and water injectors are in blue. Higher initial pressure is associated with the water leg which lies deeper than the hydrocarbon leg (see also Figure 4-8(a)).*
My analysis uses properties from the top layer of the top reservoir (the Garn Formation, represented by the first three layers of the model). The Garn Formation covers an area of 18 km$^2$, has an average thickness of 28 m and shows variations in effective porosity from 12 to 32% in the model (Figure 4-8 (b)). Horizontal and vertical permeability also vary from 80 to 1300 mD and 10 to 250 mD respectively. Segments C, D and E predominantly contain gas with most of the oil (with an API gravity of 32.7°) in segment G (Figure 4-9).

For the simulations, six water injectors and producers with a well spacing of 500 to 2000 m in the field model are chosen and a pressure maintenance scheme is operated. The baseline state is the same as pre-production. Production and water injection (from injectors 12 and I3) starts two years prior to the monitor survey. Additionally, water injection in the new wells I1, I4 and I5 is scheduled to commence close to the time of the monitor acquisition. For the field acquisitions considered in this study, this takes 45 or 58 days to complete. Within this time, Injector I1 starts on day one as a consequence of injector I6 being turned off five days before the acquisition and Injector I4 is started on day twelve to support producers P4 and P5. Finally, Injector I5 is introduced twenty one days later to support producer P6, where mild gas breakout occurred prior to the monitor time.

In Figure 4-10, the injection and production rates during the acquisition are shown. For gas production, this is on average 479,000 sm$^3$/day (oil equivalent of 3,012 stb/day), with day-to-day fluctuations of up to 195,478 sm$^3$/day (oil equivalent of 1,230 stb/day). Across the producers, only well P6 contributes to oil production with an average rate of 1,120 stb/day and day-to-day fluctuations of up to 700 stb/day. Likewise, well P2 contributes predominantly to water production with an average rate of 1,190 stb/day and day-to-day fluctuations of up to 155 stb/day during the survey. All water injectors operate at an average rate of 16,800 stb/day but fluctuations of up to 4,180 stb/day occur. As a result, pressure also fluctuates at these wells; with injectors I4 and I5 exhibiting the biggest changes when compared to the start of the survey (Figure 4-11).
Figure 4-10 Simulated well rates in the Norne field model during the acquisition of the PRM and towed streamer monitor surveys (a) Water injection rate (b) Oil production rate (c) Water production rate (d) Gas production rate. Water injectors, I1, I4 and I5 are started on day 1, day 12 and day 21 respectively. Injector I6 is switched off five days before the survey.
With the exception of well P6 from which most of the oil is produced, pressures at the remaining predominantly gas producers are similar to the overall field average pressure which is relatively constant during this time due not only to their smaller liquid rates but to the pressure support from the injectors. During this period, the wells remain in transient flow.

Figure 4-12 shows the simulated reservoir changes that occur between the start and end of this acquisition time frame which marks a monitor acquisition of 58 days. Spatially, pressure fluctuations are smaller in the gas leg (segment C and D) with the majority of the pressure changes being in segment E and G where injectors I4 and I5 are located. Flood front growth can also be tracked from the two mature injectors I2 and I3, and the new injectors I1 and I5.

Figure 4-11 Simulated bottom-hole-pressure (BHP) fluctuations and overall field average pressure (in black) from the Norne field model. Water injectors, I1, I4 and I5 are started on day 1, day 12 and day 21 respectively, within the time frame of a monitor acquisition for the PRM and towed streamer survey. Larger pressure fluctuations are induced from the water injectors than the producers. With the exception of P6, the remaining five producers fluctuate only mildly around the field average pressure.
In segment G, mild gas breakout is also observed, although pressure increase at injector I5 restricts the exsolved gas to lie close to the producer P6. During the acquisition time frame, the average magnitudes of the pressure fluctuations ranges from 0.15 to 4.5 MPa for the injectors, but are less than 0.1 MPa for the producers. By comparison, the saturation floods progress at a rate of between 0.9 and 2.3 m/day.

Figure 4-12 Differences between simulated predictions at the start and end of a monitor survey which took 58 days. Displayed for (a) Pressure changes, ΔP (b) Water saturation changes, ΔSw (c) Gas saturation changes, ΔSg. Water injectors are in blue and producers in black. Fluid front changes are localised to within 200 m, whereas pressure changes are widespread. The annotated bin locations A1, A2 and A3 are later analysed in Figure 4-19, Figure 4-20, and Figure 4-21.
4.3.3 *Spatio-temporal binning workflow and implementation*

To investigate the intra-survey phenomenon, Figure 4-13 details the workflow which reconstructs the pressure and saturation changes as acquired by the monitor surveys, by spatio-temporal binning. It combines the fluid flow simulator predictions from the Norne field model sequenced according to the timings of the shots for the PRM and towed streamer survey. The spatio-temporal binning is performed firstly by CMP binning of the acquisition source-receiver midpoints. This is then followed by timestamp sorting of the simulator predictions by allocating pressures and saturations to each midpoint on the reservoir grid according to the time that each midpoint was shot during the survey.

![Figure 4-13 Workflow for spatio-temporal binning of the acquisition data and simulation model dynamic predictions, aimed to reveal the reservoir dynamic changes acquired by the survey. Apart from Eclipse simulations for each shot time, the workflow is implemented in MATLAB. This workflow forms the first part of the analysis. The second part of the analysis is performed via 1D convolution seismic modelling using the reconstructed grid pressure and saturation changes acquired by the survey. (See Section 5.2, Figure 5-2).](image-url)
Figure 4.14 Reservoir grid to survey grid transformation. Static property distribution for effective porosity on (a) the irregular reservoir grid (b) the transformed uniform grid based on the binsize, 67.5 x 50.25 m from the acquisition. (c) Zoomed in portion showing the overlap of the irregular reservoir and uniform grid lines colour coded by the property values for effective porosity, \( \phi_{ie} \). Dynamic property distribution for water saturation predicted on day 45 of the monitor acquisitions are also shown on (d) the reservoir irregular grid (e) the transformed uniform grid used in this study.

The simulator predictions are output at 10 minute timesteps and predictions at finer times (determined by the shot time intervals) are obtained by linear interpolation. The
workflow assumes perfect geometry between the monitor and baseline, thus ignoring any impact of non-repeated source and receiver positions. This process yields time sensitive pressure and saturation changes at each midpoint on the grid and these can be grouped according to the geometric source-receiver offset classes: near offset - 0 to 1500 m, mid offset - 1500 to 3000 m, and far offset - 3000 to 4500 m, in addition to the full offset (up to 5600 m for the towed streamer, 14600 m for the PRM).

For the above, the properties on the irregular reservoir grid are transformed to a rectangular CMP grid from the acquisition by lateral interpolation. This results in a uniform reservoir grid where the size of each cell is the bin size, 67.5 x 50.25 m, from the source-receiver geometry from the survey. Figure 4-14 shows the reservoir properties on the original irregular grid and transformed uniform grid. As the reservoir grid is transformed after the simulations, the dynamic properties are adequately preserved, but at a much coarser scale.

The grid transformation makes common-midpoint (CMP) binning straightforward, as both the bin grid of the acquisition and the simulation model share a common grid (Figure 4-15). For each bin grid of the reservoir, all the midpoint coordinates with their
corresponding offset and time of shots are extracted. Each midpoint is allocated a pressure and saturation change value, based on the time of shot during the monitor acquisition. The baseline sequence of shooting and timestamp (Figure 4-6(c) and Figure 4-7(c)) is not considered in the spatio-temporal binning workflow (Figure 4-13) because it is assumed to be acquired pre-production, and so, there are no intra-survey reservoir fluctuations, as the reservoir is in pressure equilibrium. In addition, baseline and monitor acquisition geometry are assumed to be exactly repeated. The limitations and assumptions of the workflow for the first part of the analysis in Figure 4-13 are discussed in detail in Section 5.2.1. This also applies to the second part of the analysis carried out in Section 5.2 (Figure 5-2) which uses the output from Figure 4-13. These outputs are the reconstructed grid pressure and saturation changes acquired by the survey in the presence of intra-survey reservoir fluctuations (Figure 4-13). As seen in Figure 5-2, a 1D convolution-based seismic modelling with a migration operator considers the intra-survey reservoir fluctuations by using these outputs to model the 4D seismic response.

### 4.3.5 Fold and shot timestamp coverage of the acquisitions

Table 4-2 details the survey statistics for the towed streamer and PRM monitor acquisitions. The towed streamer survey was originally shot on a field four times bigger than the Norne field and to achieve a suitable configuration for the size of the field model, the acquisition geometry was compressed, guided by a real survey shot on the Norne field (WesternGeco, 2007). This real 4D survey on the Norne field in 2004 consisted of a 6 x 3200 km streamer and a single source configuration with streamer cable separation of 50 m and shot point spacing of 25 m. The overall streamer/survey area covered was 146 km². For the compression of the towed streamer geometry available for this study, shot line spacing was reduced from 350 m to 80 m and streamer cable separation from 100 m to 50 m. This reduced the shot coverage from 240 km² to 67 km², resulting in an overall streamer/survey coverage of 110 km². This is similar to the dimensions of the real survey acquired on the Norne field described above. For the PRM data, the only alteration made is the rotation of its acquisition geometry to align with the orientation of the Norne field model.
Table 4-2 Survey statistics for the PRM and towed streamer monitor surveys, highlighting the reduced number of parameters after decimating the original shot time interval to every 30 seconds and the receivers accordingly. Bin size is chosen as half the shot point spacing and half the spacing between receivers on a line. An optimum fixed bin size of 67.5 x 50.25 m was used for the reduced (i.e. decimated) acquisition geometry, giving a total of 5,404 CMP bins which represent the reservoir grid cells.

The shot interval on each line was increased from the original 8 to 12 seconds to around 30 seconds, to reduce storage space in the computation (Table 4-2). As a consequence, receivers on each cable were reduced whilst maintaining the ratio of shot point spacing to the receiver spacing, originally designed in the acquisitions. Figure 4-16 shows the final layout of the shots and receivers, and the timings of the shots overlapped on the reservoir. Notice the high density of shot points to compensate for the sparse sensor layout of the PRM. Receiver layout for the towed streamer is the overall streamer coverage from the shooting.
In Figure 4-17 the resulting fold distribution for each offset class for both acquisitions is obtained after implementing the workflow. From a data coverage point of view, the fold per offset class is restricted for the towed streamer due to its limited cable dimension but the PRM design allows larger variability across offsets and much higher fold, with the near offsets having the lowest fold for both surveys.

Of particular concern, however, is the resultant timestamp over the reservoir (Figure 4-18). This is simply the mean of the shot times from all midpoints in each bin location, classified, also according to offsets. Because the PRM survey is designed to cover the entire area per shot; its timestamp coverage for full-offset is far less irregular across bin locations than the towed streamer.
Moreover, the single mean of all shot times from the acquisition is around day 22 for the PRM and day 29 for the towed streamer. Notice how skewed the towed streamer is from its single mean due to its restricted coverage per shot. The histograms also indicate that the timestamp varies across the different offset class which is also of significance since the reservoir pressures and saturations also change with time during the acquisition (see also Figure 5-12 and Figure 4-8).
4.4 Proof of concept

Based on the spatial positions of the acquisition source-receiver midpoints, and the principle of common-midpoint binning, midpoints located within a CMP bin will have been acquired at different times during the acquisition. Assuming that a CMP bin crudely represents an image location, then, in a “pre-stack” sense the image location has been acquired at different times within the same acquisition. Consequently, the image location associated with the acquired midpoints (in a CMP bin) will also correspond to the reservoir changes that occurred at the time that each midpoint was shot. Figure 4-19
shows a particular CMP bin located close to injector I5 in segment G. The midpoints respond to different pressure changes due to their different shot timestamp.

Figure 4-19 Histogram of timestamped midpoints in a bin (fold) using the decimated acquisition bin size of 67.5 × 50.25 m (see Table 4-2) showing the time variability across a particular CMP bin ('pre-stack') and corresponding fluctuations in pressure change (monitor-preproduction) during the acquisition for the (a) towed streamer survey (c)-(d) PRM survey. The location of the CMP bin is annotated in Figure 4-12(a) as A1. Assuming a linear 4D seismic response to pressure change (see Figure 2-10) since ΔP < 5 MPa at any time during both surveys, the mean value of the pressure change (synonymous to 'CMP stacking') does not represent the pressure changes at any time during the monitor acquisition.

Both the PRM and towed streamer survey capture certain parts of the pressure behaviour and are also different in magnitudes because of their different time sequence of shooting. The towed streamer captures additional 13 days beyond the time frame of the PRM survey. The midpoints show that pressure changes (relative to pre-production) at this bin location fluctuate between ±4 MPa during the PRM and towed streamer survey (Figure 4-19). The 4D seismic response to pressure changes will also fluctuate. By observation, the pressure change at any time during the acquisition is less than 5 MPa at this bin location. Therefore, a linear response to pressure should be expected based on rock-physics calculations (Figure 2-10). This linearity supports the conclusion
that in a ‘post-stack’ sense, the CMP stack 4D response would represent the mean of the pressure change (indicated on Figure 4-19), which is not true of the real pressure changes at this bin location.

![Figure 4-20 Histogram of timestamped midpoints in a bin (fold) using the decimated acquisition bin size of 67.5 × 50.25 m (see Table 4-2) showing the time variability across a particular CMP bin (‘pre-stack’) and corresponding gas saturation change fluctuations (monitor-preproduction) during the acquisition for the (a) towed streamer survey (b) PRM survey. The location of the CMP bin is annotated in Figure 4-12(c) as A3. The colours, blue to red, indicate increasing gas saturation change. As the fluctuations in gas saturation change lie within the linear region of the rock-physics modelled 4D seismic response (see Figure 2-10), the mean value of the gas saturation change can be considered as the CMP stacked response, and this does not represent the situation at any time during the acquisition.

The same is observed for other reservoir processes, for example, in the gas breakout area close to the producer, P6 (Figure 4-20). The PRM shooting is better able to capture some of the complex gas saturation fluctuations that the towed streamer misses (due to its long down-time). In Figure 4-21, a time distribution of water saturation changes at a CMP bin located around the new injector I1 (which started on day 1 of the acquisition) is shown. As the waterfront grows with time, both the PRM and towed streamer survey acquire different magnitudes. If the 4D seismic response to pressure change or gas
saturation change lies outside the linear region (as indicated on Figure 2-10), this non-linearity implies that the CMP stack 4D response is not the mean of the pressure or gas saturation change (as assumed on Figures 4-19 and 4-20) but the mean of the 4D seismic response from each midpoint.

Assuming a linear 4D seismic response to reservoir changes, it is possible to visualise the CMP stack response (i.e. “post-stack” response) in terms of the reservoir changes at each CMP bin location. Figure 4-22 (a) and (c) show the resulting 2D map of the acquired pressure change over the reservoir based on the mean from the distribution of pressure changes at each CMP bin, from the towed streamer and PRM surveys, respectively. For comparison, a reference 2D map of pressure change, based on the mean of the simulator predictions (output at fixed 30 seconds time steps from start to
end of the survey) at each CMP location is provided in Figure 4-22(b) and Figure 4-22(d) for the towed streamer and PRM time frame, respectively.

Figure 4-22 2D map of pressure change (monitor-baseline) acquired by the towed streamer (top) and PRM (bottom) surveys based on the spatio-temporal binning process. Displayed in (a) or (c) mean of pressure changes from the distribution of pressure at each CMP bin and (b) or (d) the reference determined from the average of predictions from the simulator over the survey duration at each CMP location. In (a) and (c) both surveys fail to capture the true nature of pressure relative to (b) and (d), worse for the towed streamer.
These reference maps represent the truth. By visual comparison, the spatial character of the representative post-stack pressure change acquired by the towed streamer in Figure 4-22(a)) relative to its reference (Figure 4-22(b)) is not the real nature of pressure.

This is due to timing of the shooting relative to the pressure fluctuations during the survey. The PRM survey (Figure 4-22 (c)) is much closer to its reference (Figure 4-22 (d)), and this is because of its specific design. With the sensors laid out on the sea bed, the PRM survey is able to acquire more midpoints per shot and over a much larger area per shot, but again, the spatio-temporal imprint of the timings of the shot relative to the pressure fluctuations are still visible as strips.

4.5 Summary

- In this chapter, a fundamental aspect of seismic survey acquisitions in terms of the time scales of common reservoir processes was discussed. Often, reservoir pressure is not in equilibrium during monitor surveys, if at all during the field’s life time of production, and surveys are not shot instantaneously. Wells and field operations during the shooting will cause fluctuations at the well and spatially across the reservoir over the many weeks of the monitor acquisition and this has consequences for the acquired data.

- To investigate the above, a self-developed integrated workflow was implemented. Monitor acquisitions of a PRM and towed streamer survey in the North Sea were used to reconstruct pressure, water and gas saturations changes based on the time-sequence of the shooting and CMP locations of the survey data, by spatio-temporal binning. The simulator predictions were obtained from the Norne field model and output at very fine time scales sequenced according to the timings of each shot from both surveys. The spatio-temporal binning provided access to the reservoir dynamic domain based on how the survey is being shot.
• Focusing on key locations where gas breakout had occurred, waterflooding had commenced around the time of the survey and also where pressure changes occurred, a preliminary analysis of both acquisitions was performed.

• From this, it was revealed that the pressure, water or gas saturation changes acquired by the surveys is a consequence of the time sequence of the shooting in relation to the reservoir behaviour and this is specific to the particular acquisition.

• Both surveys capture different magnitudes of the reservoir changes due mainly to their different shooting sequence. This particular towed streamer is more affected than the PRM due to the prolonged down times experienced. The PRM survey shoots more continuously and it is better able to capture the reservoir changes across the time of the acquisition. In general, towed streamer surveys will be more affected than PRM surveys because of their very limited streamer (cable) dimension compared to the PRM’s seabed sensor system.

• Although CMP stacking (i.e. averaging for post-stack data) is generally inadequate for 4D seismic studies, the occurrence of intra-survey reservoir fluctuations adds to the inaccuracies in post-stack 4D seismic data. This is because the same location will have been acquired at different times during the shooting, and therefore will have captured different reservoir changes. By averaging, there is a lack of truth in the resultant reservoir change.

In the next chapter I conclude this study by performing a seismic modelling exercise which uses the pressures and saturation changes obtained after performing the spatio-temporal binning of the towed streamer and PRM monitor acquisitions. The aim, thereof, is to investigate what impact such dynamic reservoir fluctuations that occur during the acquisition, may have on quantitative analysis using the acquired post-stack 4D seismic data.
Chapter 5

Intra-survey reservoir fluctuations – An assessment of its impact for quantitative 4D seismic interpretation

To get the most value from 4D seismic technology, quantitative estimates of the reservoir changes (for example, pressure and saturations) from 4D seismic data are often desired for reservoir management purposes. Magnitudes of 4D seismic signals (amplitudes, time shifts or other 4D attributes) are therefore relied upon for their accuracy. In Chapter 4, the reservoir changes were reconstructed based on how the acquisitions have been shot. This revealed that the pre-stack intra-survey reservoir fluctuations are important and cannot be neglected. Following this, the impact of the intra-survey reservoir fluctuations in the post-stack seismic domain is assessed here by seismic modelling via 1D convolution and a migration operator. It is found that the final migrated post-stack 4D seismic response does not directly represent the true absolute reservoir changes, but is a mixed version of reality that depends on the sequence and timing of seismic shooting. The outcome is a lack of accuracy in the measurement of reservoir changes using post-stack or offset sub-stacks from the 4D seismic data, as they are found to be in error. It is recommended that pre-stack 4D seismic data should be analysed using the time stamp of the acquisition, and the data shot in a consistent pattern to optimise aerial time coverage.
5.1 Introduction

Measurements of pressure change across the reservoir are useful for evaluating well performance, and in particular the reservoir connectivity that relates to the degree of aquifer/injector pressure support, barriers, fault seal/non-seal, and compartments. Saturation measurements are also useful for assessing sweep efficiency, barriers, the risk of breakthrough, and optimal monitoring of production and recovery. This information is typically provided by production logging tools, down-hole gauges, and/or subsurface fluid-flow simulation models. As discussed in Chapter 1, 4D seismic technology has been used extensively to sense these changes, with the added benefit of access across the inter-well space. However, despite significant improvements in processing and acquisition over the past ten years, accurate quantitative estimation of changes in the reservoir using 4D seismic data (using amplitudes, time-shifts or some other attribute), especially that of pressure, remains technically challenging (Eiken and Tøndel, 2005; Røeste et al., 2015) for a wide variety of accepted reasons (Alvarez and MacBeth, 2014). The limitations for pressure include most significantly the uncertainty in obtaining a precise description of the rock stress sensitivity and geomechanical response. The ability of 4D seismic data to detect pressure and saturation changes is believed to be dependent on 4D seismic data non-repeatability (i.e. magnitude of non-production related artefacts, ‘noise’) and 4D seismic signal (i.e. the magnitude of the change in reservoir’s elastic properties due to the induced production) which not only depends on how significant the production is but mainly on the seismic properties of the reservoir (Johnston, 2013). As observed in Chapter 3, data from a number of case studies indicate that large increases in pressure of 5 to 15 MPa from fluid injection into isolated compartments are readily visible, whilst field-wide pressure fluctuations of less than 5 MPa or more may be difficult to detect with accuracy in many reservoirs (Landrø and Øyvind, 2002; Hurren et al., 2012; Domes, 2010; Omofoma and MacBeth, 2016). Fluid saturation, on the other hand, is measured with better accuracy in general - although the impact of pressure uncertainty on saturations remains unclear.

To contribute to this research topic, another factor of relevance is suggested. This concerns the time scale of the seismic data acquisition relative to that of the reservoir fluctuations themselves which was conceptualised in Chapter 4. During seismic acquisition (either offshore or onshore) over many weeks, the inevitable rapid
fluctuations induced in the field are captured in a non-obvious and irregular way across the pre-stack domain (Figure 4-19). The post-stack migrated data (and stacked pre-stack migrated data) therefore do not accurately reflect the spatial distribution of the true absolute pressure, but provide instead a complicated, smeared and distorted average over the survey duration. The purpose of this chapter is to assess the impact this may have on current 4D seismic interpretation and suggest possible changes to the acquisition and processing to reduce and possibly exploit this. If the intra-survey effects are significant, they could be used to provide more detailed information on the reservoir response, especially if the seismic acquisition is coordinated with the production, or vice versa. The work uses seismic modelling on the Norne field model based on pressures and saturations obtained after the spatio-temporal binning of the towed streamer and PRM acquisitions in Chapter 4.

5.2 Seismic modelling of the acquisitions

Seismic modelling is performed to compute the expected 4D seismic data acquired in the presence of the intra-survey fluctuations on the Norne field model. This is achieved by firstly converting pressure and saturation changes acquired by the PRM and towed streamer surveys into elastic parameters (P-wave velocity, $V_p$, S-wave velocity, $V_s$ and density, $\rho$) using a petroelastic model specifically calibrated with well log data from the Norne field (Briceno et al., 2016). “The petroelastic model consist of two parts: first the static rock components by which the saturated rock frame moduli and density in their initial (baseline) state are specified, and secondly the dynamic component which is defined by the fluid substitution model, effect of pressure changes on each fluid phase, and finally the stress dependency of the rock frame density and moduli”, Briceno et al. (2016). The matrix moduli for clean sand and pure shale for the reservoir are given in Table 5-1.

<table>
<thead>
<tr>
<th></th>
<th>Sand</th>
<th>Shale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix bulk modulus</td>
<td>29 GPa</td>
<td>16 GPa</td>
</tr>
<tr>
<td>Matrix shear modulus</td>
<td>25 GPa</td>
<td>7 GPa</td>
</tr>
<tr>
<td>Matrix density</td>
<td>2728 kg/m³</td>
<td>2637 kg/m³</td>
</tr>
</tbody>
</table>

*Table 5-1 Sandstone and shale matrix elastic properties for the Norne Field, after Briceno et al. (2016).*
Chapter 5: Intra-survey reservoir fluctuations- An assessment of its impact for 4D seismic data analysis

The definitive value for each reservoir cell is calculated by its porosity and NTG, applying a sand-shale mixing average method (Backus, 1952) in Section 2.2.2. Pressure-dependent stress-sensitivity relationships (MacBeth, 2004) in Section 2.2.3 are then used to compute the elastic moduli of the rock frame. To account for saturation changes, fluid properties are calculated for their elastic moduli (Batzle and Wang, 1992) and the fluid mixtures are represented with an effective value by harmonic averaging (Domenico, 1974) as in Equation 2-9. The pressures and saturations from the acquisition in each CMP bin output their corresponding elastic parameters via Gassmann’s model (1952), Equations 2-7 and 2-8. Reflectivity series are then computed using Zoeppritz equations (Aki and Richards, 2008), assuming uniform overburden and underburden properties (Table 5-2). After this, synthetic seismic volumes are obtained by 1D convolutional modelling using a data-derived wavelet (Figure 5-1).

<table>
<thead>
<tr>
<th>Reservoir temperature</th>
<th>98.3°C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water salinity</td>
<td>50000 ppm</td>
</tr>
<tr>
<td>Oil gravity</td>
<td>32.7° API</td>
</tr>
<tr>
<td>Gas gravity</td>
<td>0.8618</td>
</tr>
<tr>
<td>Overburden properties</td>
<td>P-wave velocity = 3350 m/s; S-wave velocity = 1800 m/s; Density = 2450 kg/m³</td>
</tr>
<tr>
<td>Underburden properties</td>
<td>P-wave velocity = 3200 m/s; S-wave velocity = 1600 m/s; Density = 2300 kg/m³</td>
</tr>
</tbody>
</table>

Table 5-2 Reservoir parameters (fluid properties, temperature and earth model) used for synthetic seismic modelling based on the Norne Field.

For each CMP bin, modelling is performed using the same angle range, 0 to 40° for the time-sensitive pressure and saturation changes obtained per offset class after the spatio-temporal binning of the acquisitions. At each CMP bin location, the mean of the pre-stack traces corresponding to the offset class from the acquisition geometry are then calculated to yield a single trace per offset class. Over the survey area, these mean traces represent offset stacks for post-stack seismic data. The same angle range (a single angle could also be used, instead of a range) is used so as to assess solely the temporal sampling of the intra-survey fluctuations by the acquisition (at each offset class), outside any influence of amplitude-variation-with-angle (or offset (AVA/AVO)), which would superimpose on the effect currently being studied. For the monitor acquisition geometries used for this work, this process yields time-lapse seismic volumes.
corresponding to the offsets classes 0 to 1500 m (near), 1500 to 3000 m (mid), and 3000 to 4500 m (far), in addition to the full stack (up to 5600m for the towed streamer, 14600 m for the PRM). The baseline seismic data is assumed to be acquired pre-production, so the petro-elastic modelling and 1D convolution at a fixed angle of incidence is also done at the pre-production state of the reservoir. Since the baseline is acquired pre-production, its shot times are not considered as the reservoir is in equilibrium, and there are no intra-survey reservoir fluctuations prior to production.

\[\text{Figure 5-1 (a) Statistical wavelet (with normal polarity) extracted from the baseline seismic data (full-stack) from the Norne Field. (b) The amplitude spectrum in the frequency domain with peak frequency around 19 Hz.}\]

In the context of integrating the seismic domain and the reservoir engineering domain, attributes modelled from the fluid-flow simulation model are often compared to those obtained from the seismic domain (see Figure 1-6). In this modelling work, the 4D seismic volumes from the seismic domain are modelled based on the acquisition geometry and shot timestamps (i.e. the combined workflows in Figure 4-13 and Figure
5-2 to follow) through the use of the fluid-flow simulation model. A monitor seismic volume for the PRM and towed streamer survey can also be modelled directly from the simulation model and this can be used to provide a reference 4D seismic volume for comparison. The two reference monitor volumes are obtained as described above by simulator-to-seismic modelling. In this case, instead of modelling the simulator predictions according to the shot timestamps of the acquisition to account for the intra-survey effect, an average is used. This average is obtained from all the predictions of pressures and saturations output from the simulation model. The predictions are output at 30 seconds linear intervals from start to end of the monitor acquisitions.

Figure 5-2 Key components of the seismic modelling 1D convolution algorithm with a resolution function (migration operator) to simulate a post-stack time migrated seismic data, after Amini (2014). The elastic parameters are modelled using the static and dynamic (reconstructed pressure and saturation acquired by the acquisition, see Figure 4-13) reservoir properties. The assumptions of this workflow are discussed in Section 5.2.1, and a proper seismic modelling scheme is presented in section 8.2.3 (Figure 8-3) for future studies of the intra-survey effect.
Prior to the above modelling, properties defined on the reservoir grid had been earlier transformed onto a rectangular grid, defined by the bin size (67.5 x 50.25 m) from the acquisition, so the size of a reservoir cell corresponds to a CMP bin (Figure 4-14).

After this, following Amini (2014) a realistic post-stack time migration data is simulated by convolving the seismic volume from the 1D convolution with a migration operator (otherwise called, ‘resolution function’). The algorithm for creating the migrated seismic data based on 1D convolution is shown in Figure 5-2.
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### Table 5-3

Parameters used for computing the resolution function based on the reduced acquisition geometry used in this study (see also Table 4-2).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shot line length</td>
<td>12960 m</td>
</tr>
<tr>
<td>Number of shot points</td>
<td>96</td>
</tr>
<tr>
<td>Shot point spacing</td>
<td>135 m</td>
</tr>
<tr>
<td>Streamer length</td>
<td>5400 m</td>
</tr>
<tr>
<td>Number of receivers</td>
<td>54</td>
</tr>
<tr>
<td>Receiver spacing</td>
<td>100.5 m</td>
</tr>
<tr>
<td>Number of CMP locations</td>
<td>258</td>
</tr>
<tr>
<td>CMP spacing</td>
<td>50.25 m</td>
</tr>
<tr>
<td>Maximum fold</td>
<td>20</td>
</tr>
<tr>
<td>Dominant frequency</td>
<td>19 Hz</td>
</tr>
<tr>
<td>Depth image point in TWT</td>
<td>1.575 s</td>
</tr>
<tr>
<td>Background velocity</td>
<td>3350 m/s</td>
</tr>
</tbody>
</table>

**Figure 5-4** The variations of the resolution function at different CMP locations on the 2D line in Figure 5-3. The resolution function changes from the central high fold area to the edges of the line with low fold.
Amini (2014) shows that this modelling approach yields similar results to the more sophisticated finite difference (FD) modelling and processing workflow proposed in Section 8.2.3. However, the similarity (see Figure 8-4) was achieved under certain FD modelling assumptions such as: thin reservoir, uniform overburden, and noise-free seismic data.

For the simulated migration in this work (Figure 5-2), the resolution function depends on the acquisition geometry, reservoir depth, wavelet frequency spectrum and overburden velocity (Toxopeus et al. 2003) and it is calculated using the equation of Chen and Schuster (1999) for post-stack seismic data. For the calculation of the resolution function, a 2D line from the acquisition assuming a single streamer towed behind a source is used (Figure 5-3). The length of the shot line and number of shots on a line is the average from the towed streamer survey. Parameters used for computing the resolution function are also given in Table 5-3.

![Figure 5-5](image)

**Figure 5-5** The resolution function at CMP 156 (Figure 5-4) represented as a spatial filter with magnitude and lateral distance (in meters). This is applied to time slices of the 3D seismic volume by 2D (i.e. lateral) convolution.

Similar to observations in Amini (2014), the shape and magnitude of the resolution function varies across different locations on the shot line depending on the coverage (Figure 5-4). The lateral variation is not very strong due to the modelled case of a uniform overburden and thin reservoir. A single resolution function will thus suffice in the reservoir area and a good choice would be in a high fold location, CMP 156 for example. Finally, the resolution function is transformed into a spatial filter (Figure 5-5), and applied to both baseline and monitor post-stack seismic volumes from the 1D convolution.
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Figure 5-6 shows a seismic section of the baseline data before and after applying the resolution function. As discussed in Section 4.3.4, the modelling assumed a uniform overburden and horizontal layers. Thus, the 1D convolution applied here assumes that the image point of reflection at the reservoir level is directly below the geometric midpoint of the trace at the surface. In reality, the subsurface is complex and the reflected information could have been generated from anywhere in the subsurface with the same two-way travel time (Sheriff and Geldart, 1995).

![Figure 5-6](image)

Figure 5-6 The 1D convolution versus the simulated migrated stack. (a) the baseline seismic section before application of the resolution function, (b) the baseline seismic section after application of the resolution function, and (c) the difference between (a) and (b). Line A-B is indicated in (Figure 5-3).
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Figure 5-7 Time-lapse (monitor-baseline) response to pressure changes only. Comparison is made between the 1D convolution versus the simulated migrated section, using the reference monitor (full stack), softening (red-yellow), hardening (blue-cyan), (a) the 4D amplitudes before application of the resolution function, (b) the 4D amplitudes after application of the resolution function, and (c) the difference between (a) and (b). Line A to B is indicated in (Figure 5-8).

Figure 5-8 Top reservoir 4D amplitude response to pressure changes only, comparing the 1D convolution versus the simulated migrated stack. The amplitude response is expressed as a percentage change relative to baseline, using the reference monitor seismic data, (a) the 4D response before application of the resolution function, (b) the 4D response after application of the resolution function, and (c) the direct difference, (a) - (b).
Chapter 5: Intra-survey reservoir fluctuations - An assessment of its impact for 4D seismic data analysis

The resolution function applied (Figure 5-5) is simply a filter which describes the spatial impulse response of the migration operator. It applies to all image points (i.e. CMP locations) in the post-stack seismic data obtained from the 1D convolution, irrespective of where the reflections are generated. Discontinuities at the cell boundaries from the simulation model appear smoothed in Figure 5-6 (a) compared to Figure 5-6 (b). Consequently, the amplitudes of the migrated section (Figure 5-6 (b)) are also dampened, the difference in Figure 5-6 (c) shows this. This is however, not an uncommon observation, as Canning (2010) suggests that migration could introduce some amplitude distortions.

In the modelled 4D seismic data, the amplitude response of the simulated migrated stack difference (monitor-baseline) show weaker magnitudes than the 1D convolution stack (Figure 5-7). Areas with the biggest 4D changes appear to be more dampened, but both small and big 4D signals are smoothed in the same degree; the 4D amplitudes are weakened by up to 30% in the simulated migrated stack. Along the top reservoir (Figure 5-8), it is shown that identifying barriers (e.g. compartments) can become more problematic using the signature of the 4D maps from the simulated migrated stack. Such features are unclear due to the smoothing by the applied resolution function. The smoothing also imposed ‘false’ polarities, and amplitude leakages, as areas where no 4D changes occurred, now show changes (Figure 5-8(c)).

It may be argued that the applied migration could magnify the intra-survey effect by introducing more distortions; however, the migration only smooths the 4D seismic response. A pilot result from the spatio-temporal binning in Chapter 4 (Figure 4-22) is a good approximation of the spatial character of the 4D seismic response when only pressure changes are considered, assuming that only 1D convolution is performed. Compare Figure 4-22 (a) and (c) to the actual 4D seismic amplitude response to pressure changes only, obtained after 1D convolution and migration (Figure 5-10 (a) and (c), respectively). It can be concluded that the applied resolution function does not significantly affect the response caused by intra-survey reservoir fluctuations. Also, by comparing Figure 4-22 (b) and (d) to Figure 5-10 (b) and (d) respectively, the same conclusions can be reached.
5.2.1 Assumptions of the intra-survey modelling workflows in Section 4.3.3 and Section 5.2

The spatio-temporal binning workflow (Figure 4-13) and 1D convolution seismic modelling workflow (Figure 5-2, Section 5-2) are geometric CMP-based (Figure 4-15) approaches, and, as such, are a crude way of analysing the intra-survey problem. Propagation effects of the seismic wavefield (amplitude loss, attenuation/absorption, diffractions, scattering, Amplitude Variation with Offset (AVO)), intrinsic noise of data acquisition contributed mostly by acquisition geometric non-repeatability, other noise such as multiples and statics, and effects of seismic data processing, especially migration, are not considered. In real seismic experiments and processing, all of these effects including the intra-survey reservoir fluctuations combine to affect the acquired 4D seismic data, and it is difficult to separate one from the other. The assumptions described below highlight the limitations of the modelling workflows adopted in this chapter and in Chapter 4. However, these workflows (Figure 4-13 and Figure 5-2) achieve the main aim of the analysis, which is to study purely the intra-survey problem outside other effects mentioned above.

1) Homogeneous overburden earth model:
To perform 1D convolution, seismic reflectivity from the surface down to the reservoir (the overburden), in the reservoir, and below the reservoir (the underburden) is required at each bin location. The reflectivities are computed using Zoeppritz equations (Aki and Richards, 2008) which require a 3D earth model containing the elastic properties (P-wave velocity, \( V_P \), S-wave velocity, \( V_S \) and density, \( \rho \)). These are calculated using the rock-physics equations in Section 2.2, with some simplifications. The overburden and underburden consist only of shale with homogenous elastic properties i.e. a single \( V_P \), \( V_S \) and \( \rho \) (see Table 5-2). The overburden remains unchanged during production. The reservoir sands remain heterogeneous, with lateral variations in \( V_P \), \( V_S \) and \( \rho \) provided by the static and dynamic properties of the simulation model. It is also only the reservoir (with a thickness of 28 m and at a depth 4500 m) that is affected or changed during production.
(2) **Horizontal reflectors (no dipping layers):**

As the interest is the reservoir’s response, the overburden and underburden are not just homogenous (with no diffractors), but are also flat. This implies a horizontal and continuous overburden/reservoir interface, and the reservoir is structurally simple such that the dip is negligible. As seen in Figure 4-8(a), the reservoir layer is not flat, but is dipping at angles of 0° to 10°, but mostly at 4° which should not be neglected. In addition, abrupt discontinuities due to faulting will cause diffractions and scattering. The 1D convolution to be performed here handles only reflected energy, and not diffracted energy.

(3) **Common-midpoint (CMP) maps directly to common-depth point (CDP) (or common-reflection point (CRP) or common-image point (CIP)):**

The assumptions in (1) and (2) imply straight ray-paths from source to reflector and back to the receiver at the surface. So, the recorded location which is the point at the surface halfway between the source and receiver is shared by numerous source-receiver pairs, and is called the common midpoint. Thus, a CMP location recorded at the surface is assumed to be the same CMP location in depth vertically down to the reservoir reflector (Figure 4-15). This allowed the development and implementation of the spatio-temporal binning workflow (Figure 4-13).

In the real earth, strata are dipping with complex geology including faulting, folding, (some) fracturing, salt bodies, different lithology/rock type and unconformities, and other velocity anomalies in the overburden. Where dip is present, the CMP method breaks down since traces do not all reflect from the same mid-point location, likewise, where other geological complexities exist. As is the case with imaging the real subsurface, multi-channel processing techniques such as Dip Move out (DMO) and Migration are required to accurately reposition/move the seismic data from the recorded surface locations to the locations in depth with the correct CMP. This correctly located CMP is otherwise called common-depth point (CDP) or common-reflection (CRP) or more appropriately, common-image point (CIP). Migration corrects the flat-geological-layer assumption by a numerical, grid-based spatial convolution of the seismic data to account for dipping events (where geological layers are not flat) and collapse diffractions (Yilmaz, 2001). Such
imaging techniques work by combining many traces from different CMP locations. This contradicts the 1D convolution method applied in Section 5-2, which embodies a single channel seismic reflection system. Although, a migration operator (see Figure 5-4) based on Chen and Schuster’s (1999) equations is applied on the post-stack seismic data obtained after 1D convolution, it only crudely emulates the smoothing effect of migration (see Figure 5-6), and the reservoir’s dip is ignored (assumptions (1) and (2) above). It is simply the spatial impulse response of the migration operator and is applied to all image points (i.e. in this case, CMP bin locations) irrespective of where the reflections are generated.

(4) Perfect geometric repeatability between baseline and monitor acquisition:

This implies source and receiver positions (Figure A-2) are the same in the baseline and monitor acquisition, which is not always the case. Source positioning errors, $\Delta_{Source}$, between the baseline and monitor PRM survey (Figure 4-6) are +/-5 m or lower, but with permanently installed sensors on the seabed, the receiver positioning error, $\Delta_{Receiver}$, is zero. However, for the towed streamer acquisitions in Figure 4-7, the monitor and baseline positioning errors combined, $\Delta_{Source} + \Delta_{Receiver}$, are a maximum of 180 m, but on average around 65 m (calculated from the 1500 m to 3000 m mid-offset locations). The influence of such degree of non-repeatable acquisition geometry in the intra-survey analysis in Section 5.3 is not modelled and is considered negligible for two reasons. The first is that a common grid with a large CMP bin size (i.e. grid size) of 67.5 x 50.25 m is used, which was found to be the optimum for both the PRM and towed streamer acquisition data (see Table 4-1). The second and most important is that a horizontal, homogenous and non-changing overburden is modelled based on the assumptions in (1) to (3). In the real subsurface, the overburden can be very complex and near-surface velocity variations including sea tide, water bottom and weathering layer changes occur, making even the smallest positioning errors between baseline and monitor acquisition cause high non-repeatable noise (non-production-induced time-shifts, amplitude and phase changes), which is problematic for imaging the true 4D seismic response at the reservoir interval.

Smit et al. (2005) compile a chart of NRMS versus $\Delta_{Source} + \Delta_{Receiver}$ measure
for processed 4D seismic data acquired in several North Sea fields (Figure 5-9). The NRMS error was computed above the reservoir and away from any intervals affected by production.
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**Figure 5-9** Geometry repeatability for towed streamer surveys. The relationship between NRMS values and the average positioning error in source plus receiver location, ΔSource + ΔReceiver, for 4D surveys in the North Sea. Each blue dot represents one acquired 4D survey. Arrows connect repeat surveys shot over the same field. The dashed red line marks the trend of the data (after Smit et al. (2005)).

Each dot in Figure 5-9 represents one 4D seismic survey. Black lines connect points corresponding to the same field in cases where multiple surveys are acquired over the same field. A clear trend of decreasing NRMS values with decreasing positioning errors (Figure 8-3, dashed red line) can be observed. This is evident for the three fields (black lines) where multiple 4D seismic surveys are shot. For the latter case, however, it is assumed that all 4D seismic surveys acquired over the same field are reprocessed so that the decrease in NRMS is solely attributable to the decreasing positioning error and not to an improvement in the data processing. An important observation is that mispositioning of source and receiver locations during 4D seismic acquisition is a controlling parameter which affects the overall NRMS measure.

This NRMS error due to geometric non-repeatability is rather high (Figure 5-9), compared to the resulting NRMS error caused by intra-survey reservoir fluctuations causing genuine production induced 4D signals in the reservoir - up to 7.5% is observed between the near and far offset stacks (Table 5-4, see Section 5-
3). However, positions of sources and receivers are increasingly well controlled now, such that geometric non-repeatability can lead to an NRMS of as low as 2 to 5% (for example, in PRM acquisitions; see also Figure 3-1). If such is the case, then the problem of intra-survey reservoir fluctuations in stacked 4D seismic data is likely to be dominant at the reservoir level.

(5) **Planar wave assumption and no attenuation:**

Geometrical spreading which causes amplitude loss with distance, and attenuation does not occur. This is not true of the seismic energy which behaves as spherical waves that spread-out over a spherical surface of ever increasing size as they propagate through the earth from the point source. In addition, as with elastic wave propagation, high frequencies are absorbed rapidly than low frequencies because of the intrinsic attenuation in rocks. So that deeper reflectors are of much lower resolution and lower amplitude than shallower reflectors. In addition, scattering attenuation which causes the energy of the seismic wavefield to be scattered in different phases when it encounters different rock properties does not occur. This also leads to amplitude loss and dispersive effects. This assumption of a planar wave is however not far-fetched. One of the fundamental techniques in processing is True Amplitude Recovery which accounts for amplitude loss (using a scaling function of velocity, offset and time), in an attempt to recover the true amplitude. Deconvolution, time-variant spectral whitening and inverse-Q filtering are also routine methods that try to remove the effect of attenuation by modifying the amplitude spectrum of the seismic signal (Yilmaz, 2001). However such effects cannot be completely compensated for in processing.

(6) **Fixed Amplitude Variation with Offset response:**

In typical angle-dependent seismic modelling, the incidence angle (equivalent of offset) is used to calculate the amplitude variation with angle (AVA) or offset (AVO) response. However, in the seismic modelling (Section 5.2) of the results from the spatio-temporal binning workflow in Figure 4-13, the amplitude dependency on the angle of incidence is omitted by calculating the reflectivity using the same angle of incidence as further discussed in Section 5.2. This is done so as to separate the intra-survey effect from the 4D AVO response. The workflow
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(Figure 4-13) reconstructs the reservoir changes in pressure and saturation according to the acquisition geometry (source-receiver midpoint and offset) and timings of shots, based on the many assumptions above. As a result, the reconstructed pressure and saturation changes could be obtained for all midpoints at each CMP bin for a range of offsets from the acquisition geometry. Therefore any differences between the computed reflectivity (and convolved seismic traces) for the range of offsets at a CMP bin is solely due to their different time of shots. Different time shots imply different pressure and saturation changes as these are fluctuating during the acquisition (in Section 4.4 the results of implementing the workflow in Figure 4-13 are shown). If the AVO response was to be modelled by including different angle of incidence with respect to the different offset groups from the acquisition, then this will amplify the resulting NRMS measure of the intra-survey effect between offset stacks in Section 5.3. As real acquisitions and seismic wave propagation are naturally designed for the AVO effect, it is not possible to separate the intra-survey fluctuation problem from such effects in the acquired 4D seismic data. This is perhaps one of the perks of being able to study such a problem through a fixed-angle 1D convolution seismic modelling.

Based on the above assumptions, the intra-survey modelling results in this chapter provide only a rough estimate of the magnitudes of the 4D seismic response obtained through 1D convolution seismic modelling. A comprehensive scheme for modelling the seismic data as the reservoir changes during the acquisition using finite difference (FD) modelling, and including the effects of data processing is discussed in Chapter 8 (Section 8.2.3). The FD modelling is performed only once for the baseline survey as it is assumed to be acquired pre-production. For the monitor, this will need to be repeated for as many shot times acquired (Figure 8-3). This is because intra-survey reservoir fluctuations occur during the monitor acquisition, and the reservoir might be changing at each shot time. Seismic shot gathers for the entire survey area are output from the FD scheme for the baseline, but for the monitor, these should be obtained for each shot time. Typical 4D seismic processing workflows (Figure 8-5(b)) can then be applied on the modelled shot gathers, and the shot timestamp preserved for the reconstruction of the acquired 4D seismic data through spatio-temporal binning. Applying the full scheme (Section 8.2.3) is beyond the scope of this thesis and it recommended for future studies.
5.3 **An assessment of the impact of intra-survey reservoir fluctuations**

In Section 4.2 (Figures 4-4 and 4-5), it was understood that pressure behaves more like a wave and diffuses quickly, but the waterflood front moves slowly during the time frame of a seismic acquisition. The seismic modelling described in Section 5.2 was therefore performed separately for pressure changes and for fluid saturation changes (water and gas combined), so as to investigate the monitoring of these different character of reservoir changes by the towed streamer and PRM acquisitions.

5.3.1 **Monitoring pressure changes**

During the monitor acquisition, the wells exhibit pressure transient behaviour due not only to fluctuating flow rates but also near-well interferences and boundary conditions (see Figure 4-11). Even if constant well rates are maintained, the field would equilibrate well beyond the survey duration. Traces in each seismic bin will therefore sample the pressure field during different stages of its evolution (see Figure 4-19). Importantly, the time sampling of the reservoir vary across bin locations and also across offsets (see Figure 4-18). Therefore, the process of stacking mixes together distinctly different pressures, and the resultant seismic image does not represent the pressure at one particular time, but is a complex pre-stack combination of all pressure changes that have occurred during the shooting. This weighting of these pressures is a function of the spatio-temporal sampling across the survey, which depends on the particular survey and how it has been shot.

Acquisition imprints due to the time-sequence of shooting can be seen on the top reservoir full-stack responses (Figure 5-10 (a) and (c)). This appears as smearing, which is severe for the towed streamer but weaker for the PRM - both could easily be mistaken for genuine reservoir features. When interpreting the towed streamer response for example, the softening signals surrounded by the hardening signals in segment G could instead indicate a local compartment. To the south west of the field, around injector I3, notice that the PRM survey (Figure 5-10 (c)) captures bigger magnitudes of pressure than the towed streamer (Figure 5-10 (a)). This is solely due to the different timings of both acquisitions relative to the injection activity at the time. The towed streamer shoots for an extra 13 days beyond the PRM survey, and thus images other changes during this
Figure 5-10 Modelled Post-stack migrated time-lapse amplitudes for the pressure-only response for towed streamer (top) and PRM (bottom) surveys. The 4D amplitudes are expressed as a percentage change (monitor-baseline) relative to baseline. Displayed in (a) or (c) full offset stack response and (b) or (d) the reference determined from the average pressure response from the simulator over the survey duration. Smearing and striping is evident on (a) and (c) relative to (b) and (d).
extra time, resulting in the observed post-stack 4D seismic responses. A quantitative comparison is made against the reference seismic dataset (Figure 5-10 (b) and (d)) obtained by modelling using an average of the saturation and pressures over the acquisition time-frame (Figure 5-11, see also Table 5-4). The NRMS* error is up to 16.3\% for the towed streamer and 5.2 \% for the PRM survey. Intrinsic noise due to data acquisition can be as low as an NRMS of 2\% in offshore PRM systems and is usually around 15\% or higher for towed streamer systems (see Figure 3-1). Comparing the magnitudes of the NRMS error due to the intra-survey effect to those introduced by data acquisition leads to the conclusion that the intra-survey effect might be measurable by PRM surveys, but is likely obscured by the intrinsic noise in current towed streamer technology.

*The normalized root mean square, NRMS, error (Kragh and Christie 2002) calculates the normalized difference between two datasets (see also Appendix A). Typical NRMS values for non-repeatability noise are around 15 to 45\% for towed streamer and 2 to 15\% for PRM (see also Figure 3-1).
Also, Figure 5-11(b) emphasizes that the PRM full-stack result (Figure 5-10(c)) more closely resembles its reference dataset (Figure 5-10(d)) than the towed streamer, and this is related to the way in which these particular surveys have been shot. The PRM experiences short but repetitive downtimes of up to 5 days, whilst the towed streamer has a long downtime of 30 days that misses some of the pressure signal. Additionally, the PRM survey provides a much wider aperture of the recording array and denser sampling over the reservoir.

*Figure 5-12 Discrepancy in timestamps (in days) across offset stacks for the towed streamer (top) and PRM (bottom) acquisition. (a) or (c) compare the shot time mean at each bin location for the full stack traces. (b) or (d) compare shot time mean between the near offset and far offset stacks.*
Figure 5-12 (a) and (c) compare timestamp differences between the modelled data for both acquisitions by differencing the mean of the shot times in each bin with a single mean for the entire survey (day 29 for the towed streamer and day 22 for the PRM). The shot time mean for the full-stack data differ by up to 27 days for the towed streamer whilst the PRM shows less divergence with 6 days.
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**Figure 5-13** Modelled Post-stack (Near offset) migrated time-lapse amplitudes for the pressure-only response for (a) the towed streamer survey (c) the PRM survey. The 4D amplitudes are expressed as a percentage change (monitor-baseline) relative to baseline. The NRMS error between the near offset and far offset stack response modelled for the same incidence angle are shown in (b) for the towed streamer and (d) for the PRM survey. Stripping and smearing is more severe in the offset sub-stacks than in full stack. Near and far stacks acquire different pressures, evident in the NRMS error.
Next, the pressure-only, top reservoir amplitude responses for the near and far offset stacks are compared. The image of pressure on the nears and fars is observed to be quite different as indicated by the NRMS error between them (Figure 5-13(b) and (d)). This is also due to large timestamp discrepancies between these offset stacks (Figure 5-12 (b) and (d)). Acquisition timestamp smears are also more severe than on the full stack response due to greater sampling irregularity by the acquisitions in the offset sub-stacks (Figure 5-13 (a) and (c)). The NRMS error between the near and far offset amplitude responses is up to 7.3% for the towed streamer response and 7.5% for the PRM response. Areas of very small pressure fluctuations still show an error of 0.5% which may add to the “noise floor” associated with 4D seismic data.

Pressure fluctuations have also been analysed for a variety of different scenarios of injection before and during the seismic surveys, and for varying compartment sizes in the modelling. All yield similar conclusions to the above, thus suggesting these findings can indeed be generalized. The biggest impact is for large compartments in the earliest stages of production, as pressure in this case is not stabilised. For a single injector in a small isolated zone of pressure around the well location, the pressure signal will be imaged accurately in space, but the absolute magnitude of pressure will remain poorly determined. For equilibrium established in a compartment, pressure is now uniform but evolves linearly with time according to the well rate. In this case a variation in pressure measurement error across the compartment is still observed due to the time sampling of the surveys. This error is proportional to the daily pressure change induced by the well rate and survey duration, and inversely proportional to the compartment pore volume. For example, a constant rate of 16,400 stb/day injected into a 6 km² reservoir of thickness 25 m and porosity 25%, gives a pressure rise of 0.2 MPa/day.

Figure 5-14 and Figure 5-15 show two North Sea field examples of post-stack 4D seismic data acquired from towed streamer systems, where injectors are active in compartments. In both cases the effects discussed above are superimposed on the non-repeatability noise effects, and this is more prominent than the intra-survey effect which introduces small NRMS errors of 16% or lower (Table 5-4), whereas, the data non-repeatability noise is around 25% to 45% for the two examples shown.
Chapter 5: Intra-survey reservoir fluctuations- An assessment of its impact for 4D seismic data analysis

Figure 5.14: Observations of pressure injection into a small compartment in the Schiehallion field. (a) Simulated bottom-hole pressure fluctuations and historical water injection rate for an injector active during two monitor acquisitions. Maps of the percentage difference (relative to baseline) in RMS amplitude for full stack data are shown for (b) 2004 minus baseline seismic data (c) 2006 minus baseline seismic data.

The first example is from the Schiehallion field (segment 4) with a compartment of relatively small area of 0.7 km$^2$. Here the water injector is switched on 14 months before the first monitor survey (2004) and switched off 8 months before a second
monitor survey (2006). The pressure is therefore in equilibrium before both monitor surveys. The water injection rate and resultant pressure fluctuations are shown in

![Graph showing injection rate and pressure change](image)

Figure 5-15 Field example of pressure injection into a large compartment in a clastic reservoir. (a) Simulated bottom-hole pressure fluctuations and historical water injection rate for the injector active during two monitor acquisitions. Maps of the percentage difference (relative to baseline) in RMS amplitude for the full stack data are shown for (b) 2003 and baseline seismic data (c) 2006 and baseline seismic data. The pressure-dominated seismic signals are enclosed by the dashed black polygons.

Figure 5-14(a), with the corresponding time-lapse seismic images in Figure 5-14(b) and Figure 5-14(c). Pressure fluctuations of up to 4 MPa (as observed from bottom-hole pressure and simulation model predictions) are present during the first monitor acquisition. A spatially varying measurement error of 2 MPa for the high pressure in this compartment (discounting the effects of water saturation) can therefore be expected,
and this may account for some of the observed variations that may be inadvertently attributed to geology. For the second monitor acquisition the compartment pressure is much lower, and errors are at most 0.6 MPa.

The second example in Figure 5-15 is for a larger compartment of 3.6 km² in the Norne field (segment G), where the water injector has already an established injection rate prior to the first monitor survey in 2003 and continues beyond the 2006 survey. There are injection rate fluctuations during the survey acquisition, and corresponding pressure changes. Pressure drops during 2003 and linearly increases by 10 MPa during the 2006 survey when the pressure change (monitor – preproduction) at the well is 26 MPa. On the 4D seismic maps a softening is observed due to pressurisation from the injector. It is suggested that the observed variability in the softening response however is not just a function of reservoir heterogeneity but a combined spatially-variant intra-survey noise floor plus non-repeatability noise.

5.3.2 Monitoring fluid saturation changes

Images for the saturation-only top reservoir amplitudes from the modelling are shown in Figure 5-16. Errors are again calculated for the full stack data relative to the reference. In this case the errors are localised to the flood front edges where saturations are changing during the survey - the waterflood front moves by between 50 and 135 m during the shooting of both acquisitions. Movement of gas in segment G is confined to the structural high close to the horizontal producer P6, from which most of the exsolved gas is immediately produced (due also to the action of I5, (see Figure 4-12). Consequently, only small errors (< 0.7 %) result from mild gas breakout (Figure 5-16 (c) and 10(d)). In segments C, D and E, the initial gas is displaced by water flood during the shooting. NRMS errors are only 0.8% for the PRM survey but up to 3.3% for the towed streamer survey. The mismatch between the near and far offset stacks is now up to 2% (PRM) and 2.5% (towed streamer), which is smaller than the pressure errors (Figure 5-16 (d)). New floods which commence as the survey is being shot are likely to show larger errors behind the flood-front than a more mature flood. The above errors suggest true quantitative evaluation of saturation change from offset stacks from 4D seismic data should take timestamp variations into consideration. These results also have strong implications for the imaging of fluid movement along high permeability
channels, where fluid moves rapidly and for which the exact position may not be accurately determined with current time-lapse seismic data. This is particularly important for a more mobile fluid such as injected or liberated gas.

Figure 5-16 Post-stack migrated time-lapse amplitudes for saturation-only response from the modelling shown for the towed streamer survey. The 4D amplitudes are expressed as a percentage change (monitor-baseline) relative to baseline. Displayed are (a) full offset stack response (b) near offset stack response. Note that the simulated migration blurs the flood front. The resultant errors are shown in (c) for full stack response compared against the simulator reference (d) for near offset compared against far offset stack response. Errors are largest at the fluid fronts, and for new floods activated during the acquisition (for example, I1).
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### 5.4 Shooting sequence and timestamp binning stacking solutions

The analysis above has shown that the presence of intra-survey reservoir fluctuations during monitor acquisitions adds to the uncertainty in 4D seismic data interpretation, both in spatial description and magnitude. If analysing post-stack 4D seismic data (full stack or offset stacks), the estimates of the reservoir changes often sought after cannot be accurately obtained using data that has been stacked the conventional way. By ‘conventional’, I mean stacking by CMP location only (as is the case for the modelled data above). The sequence of the shots over the reservoir for both the towed streamer and PRM acquisitions follow an irregular pattern (Figure 4-12) and it was also shown that midpoints in each CMP bin acquire different reservoir changes due to the different times they were shot during both acquisitions (Figures 4-19 to 4-21).

To reduce the complex imprint of the intra-survey fluctuations in the acquired 4D data, it is necessary to use the monitor timestamp of the data. The suggestion is to incorporate ‘time binning’ immediately after pre-stack migration and before any CMP stacking i.e. additional binning of the data in each CMP bin according to its shot timestamp. This will yield a subset of time-grouped data for each CMP location, which can then be classified by offsets and stacked. Figure 5-17 shows how the data can be grouped into independent time bins based on the shot activity from both acquisitions. For the PRM

### Table 5-4 Maximum NRMS errors in post-stack seismic imaging of pressure and saturation changes for PRM and towed streamer surveys, evaluated over the reservoir area. The top two rows are for the full stack seismic response against the simulator response from the average of predictions over the survey duration and the bottom two rows are for the near offset and far offset stacks.

<table>
<thead>
<tr>
<th>Error in 4D seismic imaging</th>
<th>Pressures</th>
<th>Saturations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ΔP error (MPa)</td>
<td>NRMS (%)</td>
</tr>
<tr>
<td><strong>FULL - AVERAGE</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRM</td>
<td>2.09</td>
<td>5.30</td>
</tr>
<tr>
<td>Towed streamer</td>
<td>6.42</td>
<td>16.3</td>
</tr>
<tr>
<td><strong>NEAR - FAR</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRM</td>
<td>2.95</td>
<td>7.50</td>
</tr>
<tr>
<td>Towed streamer</td>
<td>2.90</td>
<td>7.30</td>
</tr>
</tbody>
</table>

Table 5-4 Maximum NRMS errors in post-stack seismic imaging of pressure and saturation changes for PRM and towed streamer surveys, evaluated over the reservoir area. The top two rows are for the full stack seismic response against the simulator response from the average of predictions over the survey duration and the bottom two rows are for the near offset and far offset stacks.
shooting, this gives a total of nine timestamp groups (T1 to T9) and for the towed streamer, this is only four (T1 to T4).

In practice, the real concern with time binning is the resultant fold of the data which may not be very useful in improving the signal-to-noise ratio of the stacked data. Data from some time groups will possess a higher fold than other groups, and thus may be the default choice for further processing and interpretation. However, it is of greater value to use data from all time groups as these provide additional intra-survey time-lapse information in areas covered by such time groups. Figure 5-18 compares the full-offset fold resulting from the time group with the minimum fold and the time group with the maximum fold. Data gaps exist due to the sparse spatial time sampling of the survey, towed streamer being more affected than the PRM. Compared to the fold from conventional CMP stacking, the maximum fold from the timestamp stacking is about half for the towed streamer, and one-fifth for the PRM, which is still much higher than towed streamer’s conventional stacking fold, (Figure 5-18 (c) and (f)).
Figure 5-18 Full-offset fold coverage from the time binning, shown for the towed streamer (top) and PRM survey (bottom). (a) or (d) the time groups with the poorest coverage, (T3 for towed streamer or T7 for PRM). (b) or (e) the time groups with the best coverage (T4 for the towed streamer or T3 for PRM). (c) or (f) histograms of full-offset fold from the conventional stacking (in black) versus the timestamp stacking (in cyan) using the group with the best coverage. Y-axis is the fold and X-axis is the count in percentage. For reference of time groups, see Figure 5-17.

To optimise the proposed time binning method, monitor surveys should perhaps be shot to aim for better time sequence consistency, covering the entire survey (or reservoir) area as quickly as possible without breaks. Two patterns of shooting are suggested in Figure 5-19, and the shot lines are colour coded by the time of shot from the start (blue) to the end (red) of the acquisition. To achieve the sequence in Figure 5-19(a) practically, shot lines can be spaced sparsely during each continuous shooting before the next down...
time, as indicated by the “sequence” shot line spacing. For the next shooting sequence, new shot lines are placed in between the shot lines of the first sequence, and are also acquired continuously. Subsequent shot sequences are acquired on new lines which need also be placed in between the previous lines (Figure 5-19(a)). The acquisition is distributed over the time scale of a typical survey but shot to cover the entire area during each sequence. Thus, the shooting achieves the designed final shot line spacing for data fold considerations, and also, regular time coverage to minimise the error due to the intra-survey fluctuations. Ideally, each shooting sequence should be completed as quickly as possible, and a short down time, if required, can be observed. This scenario provides sufficient sampling to address spatial aliasing for multichannel processing since the final shot line spacing is the same as the typical shot line spacing shown in Figure 5-19(b). This shooting sequence will however be ideal for acquisitions designed for high fold data, PRM/OBN surveys, if timestamp binning is to be performed. Towed streamers with smaller streamer dimension will still not be ideal for timestamp binning, although the actual shooting of the survey will be made easier due to the designed large shot line spacing when implementing each lap of sequence shooting. In addition, one can repeat the same shot line positions during each continuous sequence, but the towed streamer would be worse off in terms of fold.

Alternatively, the continuous shooting sequence in (Figure 5-19(b)) can be implemented. This scenario will also provide sufficient sampling to address spatial aliasing for multichannel processing. Neighbouring shot lines are acquired within a short a time difference as possible. Different parts of the survey would then represent different time groups across the reservoir. Although the shooting pattern is orderly, from left to right, the problem with this is that only a section of the reservoir area is imaged within a time sequence. This will lead to spatially irregular time coverage over the survey area, and can result in spatial gaps in fold for some time groups if timestamp binning is performed (see Figure 5-18 for an illustration of this problem). In practice, it is also quite difficult to shoot continuously and in an incremental sequence as shown in Figure 5-19(b). Again, PRM systems would still be better off than towed streamers.

One thing to bear in mind is that the sequence of shooting of the acquisition is not a standalone. It is the interplay between the spatio-temporal behaviour of the reservoir during the acquisition, and the time sequence of shooting that result in the acquired 4D
seismic response. Both shooting sequences in Figure 5-19 could also be coordinated with production activities to provide direct assessment of resulting fluid movement and/or pressure changes. This coordination would be easier to achieve for Figure 5-19(b) than for Figure 5-19(a).

![Diagram](image)

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Shot line spacing (time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td></td>
</tr>
<tr>
<td>Last</td>
<td></td>
</tr>
</tbody>
</table>

**Figure 5-19 (a)** Proposed time sequence of shooting of each monitor survey (both PRM and towed streamer systems) to optimise the shot times coverage over entire area. The final shot line spacing is what is typically designed in conventional shooting, whereas the sequence shot line spacing can be sparse during each round of continuous shooting (shown here for four sequences), so that a regular spatial coverage with time can be achieved within the acquisition time frame. **(b)** Alternative shooting pattern following a linear and continuous sequence in time from left to right, with little or no breaks in the acquisition. Unlike (a), the timed coverage in (b) are not regularly distributed over the survey area. Figure 5-19(b) courtesy of H. Jakubowicz (personal communication, 4 July, 2017).
5.4.1 Benefit of timestamp binning

Stacking the modelled data in each CMP bin according to their shot timestamp is proposed to yield better results than conventional CMP stacking. By time binning (Figure 5-17), the timestamped 4D data can be directly related to instantaneous times from the fluid-flow simulation model. Figure 5-20 shows the pressure-only amplitude response for full offset stack for data binned according to time groups, T3 (for PRM) and T4 (for towed streamer). From the simulation model, these time groups correspond to day 10.5 (for PRM) and day 50.5 (for towed streamer) during the acquisitions, which now represent a reference instantaneous snapshot, for the basis of comparison.

Compared to conventional stacking (Figure 5-10 (a) and (c)), there is a dramatic improvement in the spatial character of the 4D signals (Figure 5-20 (a) and (d)). Imprint of the acquisition timestamp which introduced smears in the data have been removed, simply by timestamp stacking. The NRMS error between the full-offset and the instantaneous reference is now around zero but not exact because it is still not a one-to-one relationship between the acquired time-grouped data and one specific time from the simulator (Figure 5-20 (c) and (f)). The timestamp of each trace in each time group are similar but can be up to a few days apart, as Figure 5-17 illustrates. In addition, it is shown that the error between the near and far offsets stacks have been greatly minimised because their timestamps are now in better agreement, a clear benefit of time binning (Figure 5-21; see also Figure 5-13 for comparison). However, data gaps are more prevalent due to more irregular sampling by the acquisition across the sub-offsets.

Apart from the reservoir fluctuations themselves, other non-production-related changes which possess a similar timescale to the acquisition (for example, the effects of tide, weather and currents which affect the water-column, salinity and temperature changes which affect water velocity etc. (Lacombe et al., 2009; Wang, 2013), can also benefit from time binning and thus improve the overall 4D data quality. It is therefore emphasised that seismic data processing for 4D applications should take to account the shot timestamp of the monitor acquisitions; this information is yet to be applied in typical processing workflows.
Figure 5-20 Time-binned Post-stack migrated time-lapse amplitudes for the pressure-only response for towed streamer (top) and PRM (bottom) surveys. Displayed in (a) Data from the timestamp groups, T4 for the towed streamer and (d) T3 for the PRM. For time-group information, see Figure 5-17. Reference instantaneous response from the simulator, corresponding to the time groups are shown in (b) Day 51.5 for towed streamer (e) Day 10.5 for the PRM. Displayed in (c) or (f) the NRMS error between the time-binned full stack response and the reference. Smearing and stripping observed earlier in Figure 5-10 have been removed and the match between (a) or (d) relative to (b) or (e) is exemplary, evident in (c) or (f).
5.5 Discussion

It is common in practice for well production and injection rates to fluctuate or for wells to be shut-in, re-started or turned off during acquisition of seismic data for time-lapse studies. Additionally, in any field numerous wells affect pressure locally and at field-scale while the seismic survey is ongoing. This means that the reservoir is typically not in pressure equilibration during the acquisition (if at all during its lifetime), and pressure will fluctuate in and around wells, and also between wells. As the reservoir always remains active, there are also many fluid changes occurring during the duration of the survey. I therefore believe that the intra-survey effect observed in this study is possibly widespread across many 4D seismic field datasets but remain at background noise levels due to the dominance of data non-repeatability noise. As data repeatability improves, as is currently achievable by PRM technology (NRMS ~ 2%), such intra-survey effects will become prevalent, and could remain unobserved due to the coarse way in which we compare time-scales between the simulator and seismic domains. This may add a general floor of small-scale fluctuations within the non-repeatability noise attributed to processed 4D seismic data. For wells with significant responses during or close to the start of the survey, the impact has been demonstrated to be significant. It is typical to match the simulation results to the start, middle or end time of the seismic survey, however, it is suggested in this study that perhaps the best comparison may be achieved by averaging fine-scale simulation predictions between the start and the end of the survey.

The range of possible significant reservoir IOR/EOR mechanisms that have time constants smaller than the seismic survey acquisition time open up the question of what might be the ideal survey to measure these phenomena for geomechanics, pore pressure, water, hydrocarbon gas, CO2 or steam injection? Most 4D seismic surveys tend to be large and have field-wide coverage that takes months to complete and are repeated every few years. Permanent reservoir monitoring offers the alternative of a smaller survey size, more frequent repeats and higher fold. In practice the lower non-repeatability noise of the PRM would also make such acquisitions attractive.

This study suggests that an ideal seismic survey should be very quick to acquire with little or no gaps during the shooting, high coverage with each shot, and repeated
frequently to sample the rapid reservoir changes adequately. Possible choices for such surveys include the specialised i4D surveys (instantaneous 4D using a sparse and highly repeatable OBN) that take only a day to a few weeks depending on the survey size (Stammeijer et al., 2013; Hatchell et al., 2013).

Figure 5-21 Time-binned Post-stack (Near offset) migrated time-lapse amplitudes for the pressure-only response for (a) the towed streamer survey using timestamp group T4 (c) the PRM survey using timestamp group T3. For time-group information, see Figure 5-17. The 4D amplitudes are expressed as a percentage change (monitor-baseline) relative to baseline. The NRMS error between the near offset and far offset stack response modelled for the same incidence angle are shown in (b) for the towed streamer and (d) for the PRM survey. By time binning, the NRMS error due to the intra-survey fluctuations between near and far stacks have been significantly reduced (see the conventional stacks in Figure 5-13 for comparison).
These would provide a more reasonable temporal sampling of reservoir changes than a full 4D survey. A further possibility involves the use of time-lapse (3D) VSP to provide highly accurate images over a small image area (Tøndel et al. 2014; Pevzner et al. 2015). Another acquisition possibility where rapid physical effects may be more sharply defined than in normal surveys is highlighted on land with the SeisMovie technology enabling six hour sweeps and four shots per day in an almost continuous sequence over a small localised pad of reservoir activity (Hornman and Forgues, 2013).

The analysis using the Norne field simulation model has shown that fine-scale fluctuations can lead to errors in detecting consistent pressure or saturation signals across sub-stacks of seismic data, and should not be neglected. Of particular concern here therefore is the quantitative inversion approach for pressure and saturation change (as popularised by for example: Landrø 2001; Lumley et al., 2003; MacBeth et al., 2006) all of which could be adversely affected by this phenomenon. This is because they require that the near, mid and far offsets will measure the same pressure and saturation signals, which is not the case. This study has indicated that the saturation flood front is difficult to position accurately in post-stack migrated data, and the timestamp of the acquisition can imprint false features in the 4D pressure response which could be mistaken for genuine geological variations. Finally, stacking according to the shot timestamps in the modelled data on the Norne field demonstrates that it is possible to reduce the uncertainty in 4D seismic data analysis (full stack and offset sub-stacks) introduced by these intra-survey fluctuations, compared to conventional stacking.

5.6 Summary

Reservoir fluctuations that occur during the shooting of a monitor seismic acquisition can create a complicated spatio-temporal imprint on the pre-stack CMP data, and errors when interpreting the time-lapse seismic data quantitatively in the post-stack domain. This signature does not translate into a clear post-stack seismic image of the pressure, even when geometric repeatability is perfect. Both pressure and fluid changes are affected by this phenomenon – both suffer from lack of spatial location of the change, and quantification of the absolute value of that change. With fluid changes the main errors are concentrated around the fluid fronts, but with pressure the errors are more
widely spread across field compartments due to its quick diffusive nature. Near and far-offsets sample pressure and saturation differently and this affects the ability of time-lapse analysis to accurately separate changes of saturation and pressure.

This modelling study with real field acquisition data from a PRM and towed streamer North Sea survey and fluid flow simulation from the Norne field model reveals a number of important considerations:

- Quantitative analyses of reservoir changes are best performed in the pre-stack CMP domain, as they are smeared in the post-stack volume.

- The time-scale of the survey relative to the well behaviour and simulation time period needs to be precisely defined in a time-lapse project – usually only one exact time is quoted for the survey, which is incorrect. The reservoir changes acquired by the acquisition cannot be associated with instantaneous predictions from the simulator at any time during the survey. It is best to use an average of fine timescale predictions over the acquisition time frame, than to use simulator predictions for a specific day (for example, start, middle or end) of the survey. The simulation domain is linear over time, but the acquisition has a complex time distribution across bin locations.

- Pressure and saturation (gas, water, steam) change separation using offset stack data should be avoided in situations of rapid change during the acquisition. The reservoir changes acquired by the survey in the near and far offsets are different, due to the irregularity of the timestamp coverage across the offsets at each CMP location. Near and far offsets appear to have been shot at different days and so cannot capture the same reservoir changes.

- Ideally time-lapse acquisition should be performed during a quiet period of pressure equilibration in the reservoir lifecycle, i.e. sufficiently far away from well start-up or shut-down. However, fluid fronts will still continue to move due to pressure gradients and production. Consequently, production activity of wells should be properly observed during the acquisition. Coordination between production and 4D monitor surveys could be an opportunity for more detailed
understanding and observation of reservoir changes. This will require rapid data acquisition focussed on specific parts of the reservoir, not just carpet shooting to cover the whole field area. This in turn requires survey design/illumination study for the target area.

- If a quiet period of pressure equilibration cannot be guaranteed, it is recommended that the seismic data should be sorted differently for quantitative time-lapse studies. The sorting strategy should not only account for the location of each image gather but also for the timestamp of each trace during the acquisition. It is emphasised that seismic data processing for 4D applications should take to account the shot timestamp of the monitor acquisitions; this information is yet to be utilised in typical seismic processing workflows. This will involve an additional timestamp binning of traces immediately after pre-stack migration and just before stacking. Ideally, the data would have been shot continuously in a consistent pattern and more frequently, both, for regular time distribution at each bin location over the reservoir area, and for high fold coverage. The time-binned data can thus be directly compared with instantaneous predictions from the simulation model domain. In terms of fold, PRM systems are more ideal for the timestamp binning due to their high density coverage. Data acquired using towed streamer systems can still be used but with limited sensor coverage and coarse sampling, the fold would be severely affected.

- Finally, the approximate modelling relay that the NRMS errors between offset stacks (up to 7.5%) caused by the intra-survey effects are likely at the limit of 4D seismic measurements using towed streamer technology, but are potentially observable, particularly for PRM technology.

- The intra-survey effect raises particular concerns when interpreting post-stack 4D seismic data, and, thus, should be considered during 4D survey planning as well as during data processing and analysis.
Chapter 6

Introducing an engineering-constrained inversion scheme for the quantification of pressure and saturation changes

In this chapter I introduce and describe a multi-cycle inversion scheme which integrates 4D seismic data with engineering data from fluid-flow simulation models. The inversion scheme is characterised by a multi-monitor inversion, a multi-offset inversion, and the quantitative use of dynamic properties from history-matched multiple fluid-flow simulation models. Specifically, simulated pressure and saturation changes from the multiple models are used to guide the inversion process and provide more reliable estimates. In addition, the model that best honours the 4D seismic response and historical production data can be found via the inversion scheme. This can thus be viewed as a soft ‘close the loop’ at the dynamic level using multiple simulation models. The first part of the inversion scheme is implemented here on the Heidrun field model, where uncertain static properties are combined, and the original reservoir model is perturbed to generate multiple models. The next part of the inversion scheme uses these multiple models to constrain the inversion, to be presented in the next chapter.
6.1 Introduction

To improve reservoir characterisation, the integration of datasets with different characteristics, such as flow simulation and 4D seismic data is a common practice. The simplest, most direct form is by qualitatively determining barriers and baffles (Helgerud et al., 2011; Tuttle et al., 2009). Quantitatively, the integration between the geophysical and reservoir engineering domain is done via history matching; a conditioning procedure that matches both measured well data (pressure and production data) and the observed 4D seismic data. Because, well data are temporarily dense and spatially coarse, whereas, 4D seismic data are temporarily coarse and spatially dense, combining both types can be quite powerful to optimise reservoir models for better forecasting (Castro et al., 2009). This requires inversion and modelling to link the engineering and geophysical domains (Figure 1-6). Thus, the same type of attributes can be derived from both domains, but the choice of a stable attribute has been one of much debate.

For example, Dadashpour et al. (2009) quantitatively matches production and seismic data in the form of zero-offset amplitudes and AVO gradients on a semi-synthetic model. Fahimuddin et al. (2010) used both amplitudes and impedances for comparing both domains and finds that the observed and modelled data are better matched using impedances. They find that the uncertainty is better understood in the context of forward modelling problem rather than the inversion. Many field case studies on integrating both domains have therefore been performed using impedance attributes (Waggoner et al., 2002; Aanonsen et al., 2003; Gosselin et al., 2003; Mezghani et al., 2004; El Quair et al., 2005; Haverl et al., 2005; Stephen et al., 2006; Stephen and MacBeth, 2006; Roggero et al., 2007; Dong et al., 2008; Tolstukhin et al., 2012). It is considered by some to be the optimal level for data comparison in history matching due to less computational effort and straightforward interpretation of data as no forward seismic modelling is needed. However, Souza and Lumley (2015) emphasise that matching time-lapse seismic and fluid flow data using amplitudes may be more reliable than impedances if the observed seismic data has strong noise, which can lead to significant errors and non-uniqueness in the inversion for impedances. This is however, the most difficult to implement in an integration workflow because the seismic amplitudes cannot be quantitatively associated with reservoir properties directly (Kumar and Landa, 2008;
Landa and Kumar, 2011). Synthetic amplitudes are also usually of different order of magnitudes compared to the observed data (Amini, 2014), which has made the integration problematic, and many resort to normalisation. For directly updating the reservoir model, Feng et al., 2012; Alerini et al., 2014 and Ayzenberg and Liu, 2014) apply a variety of elastic properties (velocities, time-shifts, and amplitudes) via petro-elastic modelling and seismic modelling by representing the attribute changes as a ratio. Kazemi et al. (2011) and Stephen et al. (2014) present a normalisation technique that uses RMS repeatability of amplitudes for improving the matching process.

Most of the methods that use petro-elastic modelling and/or seismic modelling to generate the 4D seismic attribute, raise concern with the calibration complexity, time inefficiency, unreliability with regards to laboratory stress sensitivity measurements which are prone to errors, as well as Gassmann’s equation assumptions (Landrø, 2001; Gosselin et al.; 2003; Stephen et al., 2006; Floricich, 2006; Wen et al., 2006; Amini, 2014).

Fursov (2015) and Obidegwu (2016) circumvent the need for such modelling by using MacBeth et al.’s (2006) data-driven approximations to model the 4D seismic amplitude maps for fast model updating. Attempts have also been made at the dynamic level using information on pressure and saturation effects inferred from 4D seismic data, Landa and Horne (1997) present one of the earliest applications through image analysis. Gervais and Roggero (2010) show the possibility of using saturation information from 4D seismic data to perform local parameterisation in a synthetic study, and Trani et al. (2013) in their synthetic 3D case use interpreted fluid fronts as an attribute for matching. In a real field case study, Jin et al. (2011) uses seismically-extracted water-front patterns as an attribute to match both domains. Obidegwu et al. (2015) generate binary maps based on the observed 4D signatures attributed to saturation effects and matches these to binary maps of predicted saturations for direct model updating. Huang et al. (2011) present a technique for evaluating and updating reservoir connectivity by combining multiple monitor observed 4D seismic data with well pressure and production data to produce a single robust 2D map attribute. This is advanced to volumetric attributes incorporating water saturation effects in Yin et al. (2015).
6.1.1 Inversion strategy for 4D seismic data integration with the engineering domain

There is a strategic preference for translating 4D seismic data into more reservoir engineering attributes. Readily available pressure and saturation attributes from the observed 4D seismic data will thus yield a quicker and more efficient integration with the reservoir simulation model. Whilst inverted pressure and saturation changes may provide convenience of intuitive attributes, estimating them from the observed 4D seismic data is by no means easy and the techniques described in Chapter 1 provides a basis for more work.

![Figure 6-1 Different levels of 4D seismic data interpretation in the proposed inversion scheme which is a modified version of Figure 1-6. It has been modified to highlight the key feature for pressure and saturation estimation which is the reservoir's sensitivity as they define pressure and saturation effects. The philosophy presented is thus one of an interactive loop via the multiple models engineering domain (models 1 to m) and 4D seismic data inversion domain for the sensitivity coefficients, and secondly, the inversion for pressure and saturation changes.](image-url)
As Figure 1-9 illustrates, the developments point towards the necessity for the 4D seismic data inversion for pressure and saturation to be constrained by engineering data, in order to tackle the inherent non-uniqueness in the inversion, as well as errors due to 4D seismic non-repeatability noise. Such information is generally obtained from a single history-matched flow simulation model and/or measured well production/pressure data. Because of this necessity, such quantitative analysis for pressure and saturation changes might best be done as a component of the reservoir – simulation history matching process.

The work to be presented here uses reservoir engineering data based on multiple realisations of history-matched fluid-flow simulation models to guide the inversion process (Figure 6-1). Compared to Figure 1-6, another difference is that the key driver for the integration is by inverting the 4D seismic data for the reservoir’s sensitivity as a natural extension from Chapter 3. The sensitivity coefficients can then be later used for separating pressure and saturation changes (more on this in section 6.2). This avoids the need for petro-elastic/rock-physics modelling which are time consuming and carry considerable uncertainty. The scheme thus provides a flexible and direct integration between both domains via inversion. Apart from the integration at the dynamic level, the sensitivity coefficients can also be used as a proxy model to obtain synthetic 4D seismic amplitudes from the simulation model, which can then be compared with the observed 4D seismic amplitudes for fast model updating in history-matching.

6.2 Methodology

The methodology is divided into two main parts, first the inversion procedure (covering sections 6.2.1 to 6.2.4), followed by how the multiple models are generated, analysed and used in the inversion scheme (section 6.2.5).

6.2.1 Description of a map-based multiple-monitor, multiple-offset inversion scheme

Within the seismic domain loop as shown in Figure 6-2, the data-driven approach is a two-step inversion:
1) Step 1 is to invert the 4D seismic data for the reservoir’s sensitivity to pressure, water saturation and gas saturation changes. These will be collectively referred to as sensitivity coefficients.

2) Step 2 takes the inverted sensitivity coefficients from step 1 and performs a second inversion to estimate pressure and saturation changes using offset stacks.

Step 1 above combines 4D seismic data acquired at different monitor times in an inversion for the sensitivity coefficients, $C_S$ and $C_P$ - the name “multi-monitor inversion” is adopted here. Combining two or more monitor 4D seismic data provides the opportunity to compute the sensitivity coefficients not just at each well, but between the inter-well spaces. This is an extension of Chapter 3 where the reservoir’s sensitivity was calibrated independently at each monitor time, but at sparse locations of genuine and strong 4D seismic signals. The motivation here is to extend this approach such that the reservoir’s sensitivity can be obtained at each seismic bin location. This could also be viewed as a further development from MacBeth et al. (2006) where a single value for the sensitivity coefficients, $C_S$ and $C_P$ was obtained (Equation 1-14). MacBeth et al. (2006) note that this assumption of a spatially invariant $C_S$ and $C_P$ is unrealistic as reservoirs are not homogenous, and variations in the physical static properties are common from one well location to another. As has been shown in the work of Alvarez (2014) (Figure 1-14) and Falahat et al. (2013), the sensitivity coefficients are dependent on the reservoir heterogeneity (influenced mainly by porosity and NTG), which in turn defines the reservoir’s 4D seismic response.

In Chapter 2, rock-physics modelling using cemented and unconsolidated sandstones of 5% and 18-27% porosity, respectively, showed significantly different sensitivities to pressure, water saturation and gas saturation changes (Figures 2-11, 2-12 and 2-13). In Chapter 3, variations in the quantified reservoir sensitivities using acquired 4D seismic data on four sandstone fields (Figure 3-22) were observed in localised areas around wells (for example, Figure 3-12), and from one well location to another (for example, Figure 3-8). Floricich (2006), Falahat et al. (2013) and Alvarez (2014) also note that assuming a single value of $C_S$ and $C_P$ is not representative of reservoir facies variation and introduces errors when finally estimating pressure and saturation changes in step 2 as outlined above. In Chapter 7.2.2, it is shown how this assumption of a uniform $C_S$ and $C_P$ causes leakages in the final inversion solution, particularly for estimates of
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pressure and gas saturation changes where they overlap (Figure 7-14 (d) to (f)). In Florichich’s (2006) least squares inversion (Equation 1-14), a priori (measured or estimated using material balance calculations) pressure and saturation changes were known only at the well locations and were combined with a single monitor 4D seismic response at such well locations to obtain the sensitivity coefficients, $C_S$ and $C_P$. Each well location experiences some pressure and saturation change depending on the activity of the particular well at the monitor time. However, the problem is that the reservoir’s static properties also varies spatially and is different from one well location to another. Therefore, the obtained sensitivity coefficients $C_S$ and $C_P$ represent some smeared average of the reservoir’s sensitivity from the combined well locations.

To address the challenge of estimating the reservoir’s sensitivity, $C_S$ and $C_P$ as spatial quantities, Florichich’s (2006) approach as seen in Equation 1-14 is modified such that each well could represent 4D seismic data, each for a monitor time. Similar to the wells, each monitor time will experience some pressure and saturation changes across the reservoir depending on the production activity at the monitor time. The induced production at each monitor time also act independently of other monitor times. Fundamentally, the static properties of the reservoir which mainly controls $C_S$ and $C_P$ (such as porosity, NTG), are unlikely to change over the production time. This is a valid assumption for non-compacting rocks, such as sandstones. Thus, the reservoir’s sensitivity at each seismic bin location remains the same for each monitor time, and can be obtained by combining data from several monitor times as they are independent of each other. The reservoir’s sensitivity, particularly, in well consolidated and cemented sandstones can however change, if for example, fractures are induced around the well bore due to high pressure injection (Saul and Lumley, 2015). Xu et al., (2006) show that the low porosity (~ 7% porosity) Lyons sandstone under induced fractures exhibit a higher sensitivity to pressure changes and a different stress path than before the sandstones were fractured.

For $C_S$ and $C_P$ to be estimated spatially, data required at each seismic bin location are (1) the 4D seismic response across monitor times, and (2) pressure and saturation changes at the monitor times. The problem is that the latter (2) is also unknown, and this is where the engineering domain in Figure 6-2 plays its part in the inversion scheme.
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Figure 6-2 Internal architecture of the proposed inversion scheme. Multiple models that honour historical data are generated based on reservoir static properties that are uncertain from an original (base) model. Models that fit certain history-match quality criteria are selected to provide pressure and saturation input to step 1 - the multiple-monitor inversion which is repeated for each pressure and saturation model. The residual norm from the inversion using each model identifies the sensitivity coefficients that best honour the 4D seismic data, hence the specific model. The best estimate of the sensitivity coefficients are then used in step 2 - the multi-offset inversion which is constrained by limits extracted from the multiple model realisations to estimate reliable pressure and saturation changes at any monitor time.
This a priori knowledge of pressure and saturation changes at the monitor times are taken from history-matched fluid flow simulation models. Multiple reservoir models that honour the geology of the reservoir are generated based on a perturbation of a starting model. The reservoir models are simulated and selected based on their match to production history of the field (see also section 6.2.5 and section 6.3.4). Although all models are wrong, this inversion scheme opens the possibility of using several models in order to compensate for the uncertainties in using only one model. Although, the simulation model can be inaccurate in its relative spatial predictions when in the early stages of development, the cumulative statistics of material balance remain honoured and thus, most of the models should provide robust measures of pressure and saturation changes for use in 4D seismic data calibration. Each simulation model predicts its own pressure and saturation changes, which are used one by one in the multi-monitor inversion to estimate the sensitivity coefficients, $C_S$ and $C_P$. So, if 100 models are generated, there will be 100 estimates of $C_S$ and $C_P$ based on the 100 scenarios of pressure and saturation changes from the models. With the objective of minimising the misfit with the observed 4D seismic data, the inversion outputs the residuals from each model scenario, and thus gives the simulation model that predicted the pressure and saturation changes, with which the estimated sensitivity coefficients best honours the 4D seismic data (section 7.3.1 details the results of this application). This model and its corresponding $C_S$ and $C_P$ estimate is identified as “best” from the multi-monitor inversion. It is this best $C_S$ and $C_P$ that is used in the final inversion in step 2 to obtain pressure and saturation changes. As seen in Equations 2-23 and 2-26, the sensitivity is dependent on the 4D seismic attributes used to calibrate it. If using interface attributes such as amplitudes, the sensitivity would also depend on whether the data is full stack or partial-offset stack (such as near, mid and far offsets) – see for example, Figure 7-7. Likewise, if using interval attributes such as the intra-reservoir time-shifts, these can also depend on the offset seismic data from which they are calculated.

My approach in step 2, which is the final goal, is to estimate pressure and saturation changes from the seismic domain, and this requires the use of different offsets of 4D seismic data. The near, mid and far offsets have been proven to act independently in relation to pressure and saturation effects, (Landrø, 2001; Floricich, 2006; Alvarez, 2014) and will thus be sufficient for separating these effects in this current work. As a
result, in order to perform step 2, the sensitivity coefficients in step 1 of the inversion scheme (Figure 6-2), will need to be obtained for each type of 4D seismic attribute and offset data. The inversion procedure in step 2 combines multiple offset 4D seismic data at a monitor time, together with the best estimate of $C_S$ and $C_P$ for each offset stack - hence, the name “multi-offset inversion” is adopted here. This multi-offset inversion estimates pressure and saturation changes at the specific monitor time.

The inversion scheme (Figure 6-2) is implemented in Chapter 7 using 2D maps. So, from the seismic domain, the root-mean-square (RMS) amplitudes computed using time-windows along the top reservoir interface is the 4D seismic attribute used (see appendix A for RMS definition). Firstly, the RMS amplitude is calculated separately in baseline and monitor seismic data and a difference of the two maps (monitor-baseline) is obtained, which represents the 4D seismic amplitude maps. Other 4D seismic attributes such as intra-reservoir time-shifts maps could also be used in addition to amplitudes, but in this implementation, only amplitudes are used. From the engineering domain, depth-averaged maps of pressure and saturation changes (co-located with the seismic bin locations) are used. The depth average is evaluated over the reservoir interval of interest, and the seismic horizon at top reservoir is used for the co-location. So, for a particular location, and for a particular effect, say pressure change, this may occur over a thickness $h$ out of the total reservoir interval of thickness, $d$, the depth average $(h/d)\Delta P$ is mapped. It is understood that $h$ will vary from one monitor time to the next, as will $\Delta P$, whilst $d$ is a function of the reservoir geology and remains the same. It is an expectation that the 4D seismic signatures must respond to this depth-averaged property and so the depth-average can be used in the 4D seismic inversion equations (Equation 6-1). The rationale is that seismic energy, due to its wave behaviour senses a depth average of the reservoir properties, so the depth average is compatible with the 4D seismic maps. Using Petrel software, 2D maps of data from the seismic domain and reservoir engineering domain can be computed.

### 6.2.2 The data-driven seismic-to-reservoir engineering inversion equations

In Chapter 3, the reservoir’s sensitivity to pressure, and water and gas saturation changes was quantified using the observed 4D seismic amplitudes and time-shifts at
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each monitor time. This attested that the 4D seismic signatures are consistent with general well activity over production time, which embodies a data-driven approach introduced in Chapter 1.3.2. As Equations 2-23 and 2-26 show in Chapter 2, the sensitivity are symbolised as, \( C_p \) - for pressure sensitivity, \( C_{sw} \) - for water saturation sensitivity and \( C_g \) - for gas saturation sensitivity, and measure the unit change in 4D seismic signals to a unit change of the individual pressure or saturation changes. Where both pressure and saturation changes overlap in the reservoir, the composite 4D seismic response represents the sum of their individual contributions (MacBeth et al., 2006; Falahat et al., 2013; Fursov, 2015). This sum is the data-driven formulation, Equation 6-1, developed within ETLP over the last 12 years. Starting with the two-fluid phase equation (Equation 1-13) derived in MacBeth et al. (2006); an extension to three-fluid phase reservoirs is presented in Fursov (2015), which was earlier validated by Falahat et al. (2013). Driven by the causality between well production and the 4D seismic response, the relationship between the mapped 4D seismic signatures and depth-averaged maps of reservoir dynamic properties (pressure, water saturation and gas saturation changes) is expressed in the following linear (Equation 6-1a) and non-linear (Equation 6-1b) forms (Fursov, 2015):

\[
\Delta A(x, y) \approx \left\{ C_p(x, y) \Delta P(x, y) + C_{sw}(x, y) \Delta S_w(x, y) \right\} A_b(x, y) \tag{6-1a}
\]

\[
\Delta A \approx \left\{ C_p \Delta P + C_{sw} \Delta S_w + C_g \Delta S_g + C_{pp} \Delta P^2 + C_{psw} \Delta P \Delta S_w + C_{sws} \Delta S_w^2 + C_{psg} \Delta P \Delta S_g + C_{sgs} \Delta S_g^2 \right\} A_b \tag{6-1b}
\]

where, \( \Delta A \) is any 4D seismic attribute map, which could be of an interface property (e.g. amplitude maps) or an interval property (e.g. time-shift maps). If using amplitudes, this is simply monitor minus baseline RMS amplitude maps, but for time-shifts, \( \Delta A \) is replaced by the intra-reservoir time-shift, \( \Delta t_{res} \) in two-way time (for definition, see Figure 2-8). The reservoir dynamic properties: \( \Delta P \) is the change in pore pressure, \( \Delta S_w \) is the change in water saturation and \( \Delta S_g \) is the change in gas saturation. The baseline seismic attribute map, \( A_b \), normalizes the equations so that the left-hand side and the
right-hand side of Equation 6-1 are of the same unit. The attribute map, $A_b$ represents either the RMS amplitude computed along top reservoir using the baseline seismic data or the two-way travel time thickness of the reservoir interval (that is, top reservoir horizon minus bottom reservoir horizon) picked on the baseline seismic data. For amplitudes, $A_b$ captures the effects of the reservoir geology, porosity, net-to-gross and general static seismic properties, and for time-shifts, $A_b$ captures the reservoir’s structural components and thickness variations. For time-shifts, the two-way time thickness, $A_b$, replaces $d$ as seen in Equation 2-26 because the reservoir’s thickness, $d$ (in metres) is not usually known at each seismic bin location $(x, y)$. Note also that for the 4D seismic attributes, $\Delta A$, both 4D amplitudes and intra-reservoir time-shifts will depend on the offset stack used (such as near, mid, and far offsets). Also note that if $A_b$ is defined using amplitudes, it will also depend on the offset stack of the baseline seismic data, whereas, if $A_b$ is defined by the two-way time thickness picked on the baseline seismic data, it should in theory remain the same, regardless of whether the near, mid, far or full offset stack data is used for interpreting the baseline horizons. $C_p$, $C_{S_w}$ and $C_{S_g}$ are the seismically-derived sensitivity coefficients, which as an extension from Chapter 3, will now be estimated at each seismic bin location. Also, as described in Chapter 2, the reservoir pressure sensitivity, $C_p$ accounts for the rock stress sensitivities and fluids response to pore pressure change, water saturation sensitivity, $C_{S_w}$ accounts for the difference in bulk modulus and density between the water and other reservoir fluids, and gas saturation sensitivity, $C_{S_g}$ accounts for the difference in bulk modulus and density between the gas and other reservoir fluids – shown here as spatially-varying quantities and can also be viewed as rock-physics parameters describing the reservoir’s 4D seismic response. Equation 6-1b describes a quadratic equation, such that 2nd order terms of the sensitivity coefficients $C_{PP}$, $C_{PS_w}$, $C_{S_wS_w}$, $C_{S_wS_g}$ and $C_{S_gS_g}$ weight the corresponding $\Delta P^2$, $\Delta P \Delta S_w$, $\Delta S_w^2$, $\Delta P \Delta S_g$, and $\Delta S_g^2$, respectively – all variables are spatially varying. Also note that all terms in Equation 6-1 can also be volumetric, $(x,y,z)$, where $z$ represents the vertical direction.

By multiplying using the baseline seismic map, $A_b$ (amplitudes or two-way time thickness), instead of a division to the right-hand side of Equation 6-1 in the form $\Delta A/A_b$, the inversion is less unstable should $A_b$ approach zero, either for amplitudes or two-way travel time thickness. For two-way travel time thickness, top and
bottom reservoir horizons may cross each other, possibly across faults, where this occurs, their values should be replaced with zero. It is also recommended that \( A_b \) should be represented in its absolute values, so as not to alter the polarity in \( \Delta A \).

### 6.2.3 When to use a linear or non-linear \( \Delta P, \Delta S \) inversion equation for sandstones

It is always recommended to apply the inversion using the quadratic formula (Equation 6-1b) over the linear approximation (Equation 6-1a), as this is a more accurate formulation of the 4D seismic response. However, Falahat et al. (2013) and Fursov (2015) in a synthetic application to the Schiehallion field, show that using the linear equation results in only a 2% error compared to the quadratic equation. The question of whether to use the linear (Equation 6-1a) or non-linear (Equation 6-1b) formulation depends on whether the induced production causes pressure and saturation changes that differ significantly across the monitor times. Relative to baseline (pre-production) conditions, this will cause the reservoir to lie in the linear or non-linear region in each of the quadrants in Figure 2-10 at any monitor time.

The question of linearity can be better defined by data calibration of the reservoir’s sensitivity (as carried out in Chapter 3). If the sensitivity changes significantly between monitor times, this is indicative of a highly non-linear response, whereas, if the sensitivity is quite similar, then a linear approximation would be sufficient. This will require monitoring of wells so that measurements of pressure, water saturation and gas saturation changes can be taken at each monitor time. On the four fields studied in Chapter 3, the calibration was restricted to specific areas (both around wells and away from wells) with sufficiently strong 4D seismic signals either caused solely by pressure or saturation effects observed across multiple monitor surveys. By calibrating the same location at several monitor times relative to baseline, it was shown that the range of pressure and saturation changes observed in the normally-pressured sandstones yielded a near constant sensitivity across monitor times (Norne, Figure 3-12, Heidrun, Table 3-5 and Schiehallion, Table 3-6). The exception is the HPHT shearwater field whose Fulmar sands become less sensitive at a pressure drop of between -49 to -59 MPa in 2004, compared to a pressure drop of -13 to -25 MPa earlier in 2002 (see Table 3-3). Such a huge gap in pressure decrease of around -35 MPa between the two monitor times causes a decline in pressure sensitivity in 2004 of around 36% relative to the pressure
sensitivity in 2002. This decline in sensitivity to pressure depletion is evident of a slightly non-linear 4D seismic response as the HPHT rocks become closer to their asymptotic state within this huge scale of pressure drop. In the other direction, i.e. pore pressure increase, the sensitivity will rise at a more significant rate for a significant magnitude of pressure increase, compared to a magnitude that is closer to the initial pressure state (see for example, Figure 2-6). For normally-pressured sandstones, this non-linearity can be approximately linear if the changes in pressure (increase or decrease) across monitor times are not far apart, say, within 10 MPa, relative to the baseline (Figure 2-11 and Figure 2-12). Hence, for the same location, the pressure sensitivity calculated at several monitor times will be approximate to each other. This was observed for the Norne Field (Figure 3-12), although in this case an additional 11 MPa pressure increase occurred between the 2003 monitor (at $\Delta P = 15$ MPa) and the 2006 monitor time (at $\Delta P = 26$ MPa). Thus, the assumption of linearity will introduce negligible errors.

For water saturation changes, this could in effect be assumed linear for any magnitude of change (Figure 2-10). Within the typical 10% to 60% range for water saturation changes relative to baseline, the reservoir’s sensitivity to water saturation changes differs only slightly at -0.12% to -0.14% amplitude sensitivity, respectively (Figure 2-11). The increase in water saturation change from $\Delta S_w = 10\%$ to $\Delta S_w = 60\%$ yields a rise in sensitivity of around 17% relative to the sensitivity at a water saturation change of 10% (Figure 2-11 and Figure 2-12). Unlike pressure changes, this 17% rise in water saturation sensitivity leads to only subtle discrepancies in relative amplitude changes. For example if $\Delta S_w = 50\%$, then using a sensitivity of -0.12% gives an amplitude change of -6%, whereas, using the other sensitivity value of -0.14% gives an amplitude change of -7%. Comparing both sensitivity values, the discrepancies in their resulting amplitude change when $\Delta S_w = 50\%$, is only 1%. This 1% is considered to be below the amplitude detectability limit of the 4D seismic method, which is suggested to be 2% (MacBeth, 2004). The same calculations using the two sensitivity values can be performed for other magnitudes of practically expected water saturation changes, and so, if calculating at $\Delta S_w < 50\%$, the discrepancy will be found to be lower than 1% and if $\Delta S_w > 50\%$, it will be found that the discrepancy is still less than 2%.
For gas saturation effects, consideration needs to be given depending on the range of gas saturation changes across monitor times at each seismic bin location. If between monitor times, the magnitude of gas saturation changes occupies the entire range modelled, 0% to 80%, in Figure 2-10, then the 4D seismic responses to gas saturation is non-linear. This non-linearity is particularly severe if using the intra-reservoir time-shift (Figure 2-10 (b)), compared to using amplitude attributes (Figure 2-10 (a)). The sensitivity to gas saturation changes decreases significantly when the gas saturation change is in the 5% to 50% range, whereas between a gas saturation change of 50% and 80%, the sensitivity is relatively stable (Figure 2-11 and Figure 2-12). Within this latter range of 50% and 80%, gas saturation changes would impact an approximately linear effect for both amplitudes and time-shifts.

In Chapter 3, where the acquired 4D seismic amplitudes at two different monitor times (2 years apart for the Schiehallion field and 3 years apart for the Heidrun field) was used, it was observed that the sensitivity to water saturation changes is almost constant across the monitor times. For the Schiehallion field (Table 3-6), the water saturation sensitivity between the two monitor times differed by up to 11.4%. Likewise, for the Heidrun field (Table 3-5), the water saturation sensitivity between the two monitor times differed by up to 9.6%. However, for the calibrated sensitivity to gas saturation increase using the observed 4D seismic data, it was found that the sensitivity differs by 20 to 30% between the two monitor times on the Heidrun field. This suggests a slightly non-linear effect of gas saturation changes, which are not too far apart between monitor times.

For the inversions to be performed in Chapter 7 using 4D seismic amplitudes of the top reservoir formation of the Heidrun field, the linear approximation (Equation 6-1a) has been found to be appropriate based on the observations in Chapter 3.3.3, as discussed in the above paragraph (see also Figure 7-6). Gas saturation changes (monitor-baseline) are above 10%, and the fluctuations in magnitudes across monitor times are within 50% of each other (Figure 3-17(b)). Water saturation changes lie within 10% and 70% (Figure 3-17(a)), and only mild pressure changes of up to 5 MPa in magnitude occur across all monitor times. Though the influence of pressure facilitates the saturation dominated response of the reservoir, such pressure effects could not be solely observed.
in the 4D seismic amplitude response, which is strongly saturation driven (see Figure 6-8).

6.2.4 Multi-monitor and multi-offset inverse problem formulation

For step 1 of the inversion procedure (Figure 6-2), consider \( z \) number of 4D seismic offset stacks, and \( v \) number of monitor vintages, Equation 6-1a yields \( z \) number of linear equations (each, a multi-monitor equation) to solve for the sensitivity coefficients, \( C_P, C_w, \) and \( C_g \) which also depend on offsets, \( \theta \):

\[
\begin{align*}
\begin{bmatrix}
\Delta A_1(\theta_1) \\
\Delta A_2(\theta_1) \\
\vdots \\
\Delta A_v(\theta_1)
\end{bmatrix}
& =
\begin{bmatrix}
A_b(\theta_1)\Delta P_1 & A_b\Delta S_{w_1} & A_b\Delta S_{g_1} \\
A_b(\theta_1)\Delta P_2 & A_b\Delta S_{w_2} & A_b\Delta S_{g_2} \\
\vdots & \vdots & \vdots \\
A_b(\theta_1)\Delta P_v & A_b\Delta S_{w_v} & A_b\Delta S_{g_v}
\end{bmatrix}
\begin{bmatrix}
C_P(\theta_1) \\
C_w(\theta_1) \\
C_g(\theta_1)
\end{bmatrix}
+ 
\begin{bmatrix}
e_1(\theta_1) \\
e_2(\theta_1) \\
\vdots \\
e_v(\theta_1)
\end{bmatrix}
\end{align*}
\]

where, \( \theta_1 \) to \( \theta_z \) denote different offsets (or angle), in this case there are \( z \) number of offsets, and the inside subscript 1, 2, \ldots, \( v \) denote the 4D monitor vintages, from first monitor, 1, to last monitor, \( v \). Each monitor time has its own pressure and saturation changes, and its own 4D seismic amplitude response, \( \Delta A \), which are inputs to the multi-monitor inversion. Other inputs include the baseline seismic amplitude, \( A_b(\theta_i) \) which is different for each offset data, is independent of the monitor time, and scales the pressure and saturation changes across all monitors. The 4D seismic amplitude noise, \( e \), varies for each monitor data and is also different at each offset. Offset/angle gathers can be used, but in this application, restricted offset stacks are used, and these include only the near, mid, and far offset amplitude stacks, so, \( z = 3 \). Note also that all terms in each row/line of the matrix equations in Equation 6-2 are 2D maps and each row in a particular matrix equation corresponds to a specific monitor time \( i \) where \( i = \ldots \).
1, 2, ..., v. For information on how the matrices are set up in the inversion, see Appendix C.1. The output are the sensitivity coefficients $C_p$, $C_{sw}$ and $C_g$ which are obtained for each offset $\theta_i = \theta_1, ..., \theta_z$. This means that there are $z$ number of sets of equations to solve for $C_p$, $C_{sw}$ and $C_g$. Equation 6-2 indicates that at least two monitor surveys are required to solve for the sensitivity coefficients per offset stack. Addition of data from more monitor surveys could thus help to reduce redundant information. By combining multiple monitors, the 4D seismic response can be transformed into the sensitivity coefficients. As discussed in section 6.2.1, note that pressure and saturation changes for all the monitor times are taken a priori from multiple fluid-flow simulation models (see also section 6.2.5). So, for “m” number of simulation models (i.e. “m” number of pressure and saturation changes for all monitors), Equation 6-2 is implemented “m” times, for each offset stack $\theta_i$, (see also Equation 6-4).

In step 2 of the inversion procedure (Figure 6-2), the final estimation of the unknown pressure and saturation changes from 4D seismic data at different monitor times, 1, 2, ..., v, re-arranges Equation 6-1a into the multi-offset form:

$$
\begin{bmatrix}
\Delta A_1(\theta_1) \\
\Delta A_1(\theta_2) \\
\vdots \\
\Delta A_1(\theta_z)
\end{bmatrix} =
\begin{bmatrix}
(A_b C_p)(\theta_1) & (A_b C_{sw})(\theta_1) & (A_b C_g)(\theta_1) \\
(A_b C_p)(\theta_2) & (A_b C_{sw})(\theta_2) & (A_b C_g)(\theta_2) \\
\vdots & \vdots & \vdots \\
A_b C_p(\theta_z) & A_b C_{sw}(\theta_z) & A_b C_g(\theta_z)
\end{bmatrix}
\begin{bmatrix}
\Delta P_1 \\
\Delta S_{w1} \\
\Delta S_{g1} \\
\vdots \\
\Delta P_v \\
\Delta S_{wv} \\
\Delta S_{gv}
\end{bmatrix}
+ 
\begin{bmatrix}
\varepsilon_1(\theta_1) \\
\varepsilon_1(\theta_2) \\
\vdots \\
\varepsilon_1(\theta_z) \\
\varepsilon_v(\theta_1) \\
\varepsilon_v(\theta_2) \\
\vdots \\
\varepsilon_v(\theta_z)
\end{bmatrix}
$$

(6-3)

where for a given monitor time, i, where $i = 1, 2, ..., v$ number of 4D monitor vintages, the multi-offset inversion combines 4D seismic amplitude data, $\Delta A$, at different offsets $\theta_1$ to $\theta_z$ (or otherwise called angles), together with the best estimate of the sensitivity coefficients, $C_p(\theta_i)$, $C_{sw}(\theta_i)$, and $C_g(\theta_i)$, which have been obtained for each offset
\( \theta_i = \theta_1, ..., \theta_z \) using Equation 6-2. For a given monitor time, the 4D seismic noise, \( e \) corresponds to each offset. The seismic amplitude map, \( A_b(\theta_i) \) is computed using the baseline seismic data and is also calculated for each offset stack, and is independent of the monitor time. Offset/angle gathers can be used, but in this application, restricted offset stacks are used, and these include only the near, mid, and far offset amplitude stacks, so, \( z = 3 \). Note also that all terms in each row/line of the matrix equations in Equation 6-3 are 2D maps and each row in a particular matrix equation corresponds to specific offset \( \theta_i \). For information on how the matrices are set up in the inversion, see Appendix C.1. The unknowns are pressure and saturation changes, which can now be estimated from the observed 4D seismic data for each available monitor time, \( i = 1, 2, ..., v \). If estimating for all monitor times, this means that there are \( v \) number of sets of equations to solve for their respective \( \Delta P \), \( \Delta S_w \) and \( \Delta S_g \). So, for a two-fluid phase system, at least two independent offset stacks (e.g. near and far offset) are needed to solve for \( \Delta P \& \Delta S_w \) or \( \Delta P \& \Delta S_g \), but for a three phase system (oil, water and gas) as is the example shown, this expands to three offset stacks (near, mid and far offset).

For the multi-monitor inversion (Equation 6-2), the inversion needs to be repeated for each simulation model generated, as each model provides its own pressure and saturation changes (Figure 6-2). Equation 6-2 can be represented as several general linear system for “\( m \)” number of simulation models, Equation 6-4:

\[
\begin{align*}
\mathbf{d} &= \mathbf{G}^{[1]} \mathbf{m}^{[1]} + \mathbf{e} \\
\mathbf{d} &= \mathbf{G}^{[2]} \mathbf{m}^{[2]} + \mathbf{e} \\
& \vdots \\
& \vdots \\
\mathbf{d} &= \mathbf{G}^{[m-1]} \mathbf{m}^{[m-1]} + \mathbf{e} \\
\mathbf{d} &= \mathbf{G}^{[m]} \mathbf{m}^{[m]} + \mathbf{e}
\end{align*}
\]

(6-4)

where, \( \mathbf{d} \) is the data vector which contains all 4D seismic RMS amplitude maps including all monitors and their offset stacks, \( \mathbf{e} \) contains 4D seismic noise maps corresponding to the monitors and their offset stacks. The matrix mapping operator, \( \mathbf{G}^{[i]} \), where \([i] = [1], ..., [m]\) number of simulation models, contains depth-averaged maps of simulated pressure and saturation changes, \( \Delta P \), \( \Delta S_w \) and \( \Delta S_g \) for all
monitor times predicted from the model, $[\mathbf{t}]$. As a result, the output, $\mathbf{m}^{[\mathbf{t}]}$ which contains maps of the sensitivity coefficients $C_p$, $C_{S_w}$ and $C_{S_g}$ for all offset stacks, is obtained for the specific simulation model $[\mathbf{t}]$, from which $\mathbf{G}^{[\mathbf{t}]}$ is obtained. Note that the maps of $\Delta P$, $\Delta S_w$ and $\Delta S_g$ contained in $\mathbf{G}^{[\mathbf{t}]}$ are pre-multiplied by the baseline seismic amplitude maps, $A_b$ computed for each offset stack, as in Equation 6-2.

By computing the norm of the difference $\| \mathbf{d} - \mathbf{G}^{[\mathbf{t}]} \mathbf{m}^{[\mathbf{t}]} \|_2^2$, it is then possible to identify the solution estimate $\mathbf{m}^{[\mathbf{t}]}$ that sufficiently fits the data, $\mathbf{d}$, based on all “$m$” simulation models of $\mathbf{G}^{[\mathbf{t}]}$. This then helps to also identify the specific simulation model by which the best estimate of $\mathbf{m}$ was obtained, which resulted in the lowest norm of the difference. A “sufficient” fit to the data is used here as the inversion will be constrained (as discussed in subsequent pages) so as not to over-fit the noise in the data. To bring this to full picture, Equation 6-2 corresponds to one linear system of equations in Equation 6-4. Each linear system of equation is a matrix/ vector combination which is solved simultaneously, and not element-wise. In Figure 7-16(b), I show the resulting norm of residuals for this multiple simulation models, multi-monitor inversion scheme.

For the multi-offset inversion as shown in Equation 6-3, a single linear system in the general form ensues, Equation 6-5:

$$\mathbf{d}' = \mathbf{G}' \mathbf{m} + \mathbf{e}$$

where, the data vector $\mathbf{d}'$ contains 4D seismic amplitude maps for all offset stacks combined, with each combination arranged according to monitor times and $\mathbf{e}$ contains 4D seismic noise maps for all offset stacks combined, and arranged according to monitor times. The matrix mapping operator, $\mathbf{G}'$ contains the best estimate of the sensitivity coefficients $C_p$, $C_{S_w}$ and $C_{S_g}$ for all offset stacks (after implementing Equation 6-4). This $\mathbf{G}'$ is now used for estimating pressure and saturation changes, $\Delta P$, $\Delta S_w$ and $\Delta S_g$, for all monitor times, which are the unknowns in $\mathbf{m}$. Also note that the maps of $C_p$, $C_{S_w}$ and $C_{S_g}$ contained in $\mathbf{G}'$ are pre-multiplied by the baseline seismic amplitude maps, $A_b$ computed for each offset stack, as in Equation 6-3. This is a matrix/ vector combination which is solved simultaneously, and not element-wise.
For matrix/vector dimensions, I refer back to each set of linear equations in Equation 6-2 and Equation 6-3, and denote each set as \( \mathbf{d} = \mathbf{Gm} + \mathbf{e} \). So, for \( M \) number of seismic bin locations \((x, y)\), subset \( \mathbf{G} \) is the \( cM \times nM \) matrix mapping operator where \( n \) is the number of unknown variables to be estimated (such as \( C_i \) or \( \Delta_i, \text{where } i = P, S_w, S_g \)) in \( \mathbf{m} \) which is a vector with dimension, \( nM \), containing the unknown variables; \( \mathbf{d} \) is the 4D seismic data vector with dimension \( cM \times 1 \) which could be offset stacks for a particular 4D monitor time or 4D monitor vintages for a particular offset stack; and \( \mathbf{e} \) is the 4D seismic noise which is estimated from 4D seismic data. It is a vector with dimension \( cM \times 1 \), which forms the diagonal elements of the error covariance matrix \( \mathbf{C}_d \). See also Appendix C.1 for how the matrices/vectors are set up.

In the case of Equation 6-2, \( c = v \) number of 4D monitor vintages, and for Equation 6-3, \( c = z \) number of 4D seismic offset stacks. If \( v > n \) or \( z > n \), the inversion problem will be over-determined (i.e. an exact solution does not exist). However, having more knowns allows for a reduction in the influence of biased data in the solution. Such an over-determined problem needs to be solved through a least squares process. The objective is then to estimate the variables in \( \mathbf{m} \) such that they agree with the 4D seismic data, \( \mathbf{d} \). I chose an \( L_2 \) norm as an appropriate measure of the goodness of data fitting, as it balances errors of different magnitudes, a higher order norm emphasises larger errors or outliers (Menke, 1989). The \( L_2 \) norm implies that the solution to the inverse problem is given by the solution to the objective function,

\[
f(\mathbf{m}) = \|\mathbf{e}\|_2^2 = (\mathbf{d} - \mathbf{Gm})^\top \mathbf{C}_d^{-1} (\mathbf{d} - \mathbf{Gm})
\]

where \( \mathbf{C}_d \) is the data error covariance matrix with dimension \( cM \times nM \). Its diagonal elements contain an estimate of the spatially varying noise in the observed 4D seismic data. Only the diagonal elements are defined, thus assuming that 4D seismic data measurement errors are independent. Each diagonal element in \( \mathbf{C}_d \) represents a seismic bin location, each with a different noise estimate defined by variance, \( \sigma^2_d \) (i.e. a normal distribution of data errors with zero mean and non-zero standard deviation, \( \sigma \)).

If a least-squares solution to the inversion problem in Equation 6-4 or Equation 6-5 exists, it can be found by minimizing the objection function, \( f(\mathbf{m}) \) in Equation 6-6 by taking its partial derivatives with respect to \( \mathbf{m} \) and setting it to zero, giving the least-squares solution (Menke, 1989):
\[ m = (G^T C_d^{-1} G)^{-1} (G^T C_d^{-1} d) \tag{6-7} \]

and the error covariance matrix for \( m \) is

\[ C_m = (G^T C_d^{-1} G)^{-1} \tag{6-8} \]

where the variance of the model variables, \( \sigma_m^2 \) is given by the diagonal elements of \( C_m \).

In practice, simply solving Equation 6-2 may not always yield physically meaningful signs of the values of the sensitivity coefficients. For example, if the reservoir’s pore pressure increases (\( \Delta P > 0 \)), leading to a softening effect, and the mapped attribute responds to the reservoir’s softening by increasing its value (\( \Delta A > 0 \)), then the resulting derivative, \( \frac{\partial \Delta A}{\partial \Delta P} \) should be positive, i.e. \( C_P > 0 \). In the case of a water saturation increase (\( \Delta S_w > 0 \)) leading to a hardening effect, the mapped attribute responds by decreasing its value (\( \Delta A < 0 \)), then the resulting derivative \( \frac{\partial \Delta A}{\partial \Delta S_w} \) should be negative, i.e. \( C_{S_w} < 0 \). As it is common for the 4D seismic data to be noisy, the inversion may output the wrong sign for the sensitivity coefficients and the causality relationship in Equation 6-1a becomes rather meaningless. It is necessary then to impose constraints such that the expected signs are maintained:

\[ \frac{\partial \Delta A}{\partial \Delta P} \geq 0; \ \frac{\partial \Delta A}{\partial \Delta S_w} \leq 0; \ \frac{\partial \Delta A}{\partial \Delta S_g} \geq 0 \tag{6-9} \]

The signs are defined by the polarity of the mapped 4D seismic signatures at each offset stack in response to the different dynamic effects. This is dependent on the baseline polarity of the reservoir interface and thus an appropriate choice of a mathematical operation (for example, root-mean-square (RMS), sum-of-negative amplitudes (SNA), sum-of-positive amplitudes (SPA) etc.) by which the baseline and monitor seismic amplitudes are averaged over the reservoir interval, and then differenced to produce 4D maps. In this case, the RMS amplitudes are used.

In addition, the inverse problem in Equation 6-2 or 6-3 is inherently ill-posed as it is common for the resulting determinant of the matrix \( [G^T C_d^{-1} G] \) to be equal to zero, meaning that the matrix is singular and its inverse does not exist, hence the least-squares
solution fails. This implies that the 4D seismic signals are highly correlated as several combinations of $\Delta P$, $\Delta S_w$ and $\Delta S_g$ can affect the magnitude and polarity in $\Delta A$ in the same way. For example, both an increase in pore pressure and an increase in gas saturation will give the same softening effect. So also that the solution does not over-fit the noise in data, it is therefore necessary to introduce additional constraints and a priori information to obtain stable estimates of $\Delta P$, $\Delta S_w$ and $\Delta S_g$.

One way to introduce a priori information is to impose upper, $m_{\text{upper}}$ and lower, $m_{\text{lower}}$ bounds for $\Delta P$, $\Delta S_w$ and $\Delta S_g$ so as to constrain the solution space of the multi-offset inversion in Equation 6-5, the objective then becomes to minimize:

$$f(m) = (d - Gm)^T C_d^{-1} (d - Gm)$$

subject to the constraints

$$m_{\text{lower}} \leq m \leq m_{\text{upper}}$$

Analytically, the solution of the linear programming problem in Equation 6-10 is not straightforward but various algorithms in numerical methods exist that allow solving this type of problem (e.g. Björck, 1988; Coleman and Li, 1993). The algorithm selected is that by Coleman and Li (1993), which has a built-in function in MATLAB. Further descriptions are given in Appendix C.

The upper and lower bounds (Equation 6-10) serve as a priori information which could be either uniform (i.e. the same for each seismic bin location) or spatially varying. Uniform bounds are based on engineering material balance laws and/or global well bottom-hole-pressure and saturation measurements, which may not be adequate to constrain each spatial location. To honour the 4D seismic data, I chose the more realistic spatially-varying constraints which is a key point of the proposed inversion scheme. These upper and lower bounds for pressure and saturation changes will be provided from multiple reservoir simulations, as will be discussed in the next section. Such spatial constraints are also quite necessary, as Figure 2-10 (b) shows that a gas saturation change of 50% may be confused for one of 10%. Uniform bounds can also be
used in the multi-monitor inversion in Equation 6-3 to obtain the sensitivity coefficients, $C_p$, $C_{S_w}$ and $C_{S_g}$. These bounds are obtained via data calibrated sensitivities (as carried out in Chapter 3). The bounds will ensure that the signs as in Equation 6-9 are maintained and a solution can be found with such minimum a priori information. In Figure 7-7 (see section 7.1.3), I show the uniform bounds used for the multi-monitor inversion for $C_p$, $C_{S_w}$ and $C_{S_g}$ (specific to each offset stack) – see also some results in Figure 7-9. In Figures 7-5 and 7-6 (see section 7.1.2) I show the spatially varying bounds used for the multi-offset inversion for $\Delta P$, $\Delta S_w$ and $\Delta S_g$ (specific to the particular monitor time)- see results in Figure 7-10(a) to (c) and Figure 7-14(a) to (c). Uniform bounds are also tested for the multi-offset inversion (see for example, Table 7-1, and results in Figure 7-14(d) to (f) and Figure 7-15(a) to (c)).

### 6.2.5 Multiple flow simulation models

Multiple models allow some uncertainty in the static reservoir properties to be accounted for. This concept was first implemented by Davolio (2013) on a synthetic model, which demonstrated its usefulness. By combining different uncertain properties such as porosity, permeability, fault transmissibility, etc. multiple simulation models can be generated. The results from the multiple simulation models can then be used to constrain the solution space of the multi-offset inversion for pressure and saturation changes. Thus, a statistical database can be obtained by computing the maximum, minimum, mean and the standard deviation at each spatial location based on the contribution from the generated models, which can then be used as spatially varying constraints. Figure 6-3 illustrates how the statistical database is extracted. As Davolio (2013) explains, first, uncertain reservoir properties are identified and assigned a distribution, in this case assuming there are “p” number of uncertain reservoir properties. These properties are then combined to build “m” number of reservoir simulation models. After simulating all the models, there will be “m” number of scenarios of pressure and saturation changes as predicted by the models. Every spatial point on the map or grid will thus have a minimum, maximum, mean and standard deviation assigned to it, based on all possible “m” number of model scenarios. The idea is to guide the inversion using limits from the simulation results, optimising the estimates to fall within these limits (Appendix C.2 describes how the optimisation
within the constrained inversion works).

In the inversion scheme (Figure 6-2), multiple simulation models from the engineering domain are applied in two ways. Firstly, in the multi-monitor inversion, each simulation model provides its own predicted pressure and saturation changes, which are used to estimate $C_S$ and $C_P$ for the specific model prediction (Equation 6-4). Secondly, in the multi-offset inversion, maximum and minimum values at each seismic bin location are extracted from all the predictions of pressure and saturation changes from the generated “m” number of models combined. These are then used to constrain the solution estimates for pressure and saturation changes (as seen in Equation 6-10), where minimum represents $m_{\text{lower}}$ and maximum represents $m_{\text{upper}}$).

![Figure 6-3 General procedure used to define limits of pressure and saturation change for each spatial point on the depth-averaged maps. 'Property 1', 'Property 2', 'Property p' are generic representations of the reservoir uncertainty and 'Model 1', 'Model 2' and 'Model m' are generic reservoir models generated from the combination of the reservoir uncertainties, modified after Davolio (2013).](image)

Three main reasons why the procedure in Figure 6-3 is proposed in the inversion scheme:

- The 4D seismic data is noisy and the inversion is inherently non-unique. Spatially varying engineering-consistent constraints to the inversion solution space will help yield inversion estimates that better honour material balance and flow conditions.
• Errors/uncertainties in reservoir static properties from using a single model. As, by definition, all models are wrong but some can be useful (Box et al., 2005), using many history-matched models allows for better uncertainty characterisation. In addition, as has been shown in Chapters 4 and 5, intra-survey reservoir fluctuations add to the uncertainty when linking acquired 4D seismic data to fluid flow simulation models. Many predictions from the models can thus help to reduce this, but, historical production data input into the simulation model are typically at coarse time scales of weekly to monthly intervals (Aanonsen et al., 2003).

• Multiple models offer flexibility, as several scenarios of pressure and saturation changes can be input to the multi-monitor inversion to estimate the sensitivity coefficients $C_p$, $C_{sw}$ and $C_s$, as well as an opportunity to find models that better honour the 4D seismic signals across the combination of 4D monitor times and also, models that better match historical data.

If an original (i.e. base) reservoir model already exists, then a perturbation of its uncertain static properties will facilitate the generation of many model realisations, which will in turn output predictions of pressure and saturation changes across the history of the field. The assumption here is that the base reservoir model is conditioned to 3D seismic data, well log data, engineering data and other data sources (Dubrule, 2003).

Historic production data is used as a quality indicator for the generated simulation models. This allows for a reduction of the dispersion across the models, such that only those models that honour historic data are selected to provide input to the inversion. The generated models undergo a validation process which assesses the match between the simulated predictions, $d_{sim}^m$ for each model and historic observations, $d_{hist}$ using the global objective value, $OF_{model}$, defined as:

$$OF_{model} = \sum_{d=1}^{K} X_d$$  \hspace{1cm} (6-11)

and the partial objective value, $X_d$ is calculated as
\[ X_d = w_d \sum_{i=1}^{N} w_i \left( \frac{d_i^{sim} - d_i^{hist}}{\sigma_d} \right)^2 \]

where

\( K \) is the number of different types of production data, \( d \),
\( w_d \) is the Global Weight (ranging from 0 to 1) for each type of production data, \( d \)
\( N \) is the number of data points in the series (from start to end of production)
\( w_i \) is the normalised weight for data point \( i \)
\( d_i^{sim} \) is the simulated value for data point \( i \)
\( d_i^{hist} \) is the historic (observed) value for data point \( i \)
\( \sigma_d \) is the Standard Deviation of the particular production data, \( d \)

The production data, \( d \), usually includes one or more of the following: gas production, oil production, water production (in rates or cumulative measures), gas-oil-ratio (GOR), water-cut (WCT), and well pressures (if available). So, \( X_d \) is calculated for each production data, and \( OF_{model} \) is the sum. For any simulation model, the smaller the result of \( OF_{model} \), the better the match to the historic data. For the application in section 6.3.4, the field GOR and WCT are the two production data used to compute \( OF_{model} \) and both are given equal weights, with \( w_d = 1 \). More details of how multiple simulation models are generated are also given in section 6.3.4.

The criterion used to qualify or reject a model is based on the percentage difference between the global objective value from the generated model, \( OF_{generated} \) and the global objective value from the original (base) model, \( OF_{base} \) such that:

\[
\text{Qualifying criterion : } -100\% \leq Q \leq 50\%
\]

where:

\[ Q = 100 \left( \frac{OF_{generated} - OF_{base}}{OF_{base}} \right) \]

Note that in Equation 6-11, the global objective function value, \( OF_{model} \), is calculated for both the generated models and the base model. Equation 6-12 implies that all generated models which match historic data better than the base model are qualified.
(i.e. \( Q \) is negative), and models which surpass the global objective function value from the base model beyond 50% are excluded. The selected models are then used to extract the limits for pressure and saturation for the multi-offset inversion (this is part of step 2 of the inversion scheme, as Figure 6-2 illustrates). If a base model is not available, then the criteria could be to select models with a global objective function value smaller than some percentage, in relation to the model with the maximum global objective function value. For the multi-monitor inversion, pressure and saturation predictions from the qualified models are then used in turn (Equation 6-4), to estimate the sensitivity coefficients (this is step 1 of the inversion scheme, as Figure 6-2 illustrates).

6.3 Multiple models application to the Heidrun field

This section introduces the Heidrun field and details how the multiple simulation models were generated for the Heidrun field which are then applied later in the inversion scheme in Chapter 7. The Heidrun field has been earlier introduced in Chapter 3.3.3.

6.3.1 Description of the Heidrun field simulation model

The simulation model has dimensions 154 x 146 x 66 (making 1,483,944 grid cells, with only 264,701 active grid cells), having an average cell size of 100 x 100 x 9.6 m and contains 1000 faults. The model is built to be consistent with the geological features, flow units and fault planes; hence, the grid uses non-vertical pillars and irregular cells (corner-point geometry (CPG)). The simulation model is a large fault-bounded structural closure dipping towards the south at angle of -5°, forming a complex network of faults, and covers an area of approximately 75.7 km² (Figure 6-4 (a)). The reservoir is composed of sandstones. The model porosity ranges between values of 0.01 and 0.38 and the permeability along X, Y and Z direction ranges between 0.0001 and 5000 mD. Vertical to horizontal permeability ratio ranges from 0.01 to 1.5. The static properties are well constrained by the large amount of well data. Data from wells and an acoustic impedance background trend were used in the porosity modelling. There are 67 geological horizons and 66 geological layers (otherwise called zones) in the model.
Figure 6-4 (a) Fluid-flow simulation model of the Heidrun field with a fault-bounded structure with ~1000 faults. The study area over which the inversion is performed for the Garn formation is highlighted in red, with several fault segments B to H in this area. (b) Vertical section of the simulation model along line A-B illustrating the zone allocations and average vertical thicknesses according to the four reservoirs (Garn, Ile, Tilje and Åre Formation). Non-reservoir units i.e. Shales are inactive in the model.
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Figure 6-5 Pre-production conditions of top reservoir (Garn Fm.) study area from the Heidrun field model (a) Initial pressure (b) Initial fluid distribution. Producers are in black and water injectors are in blue.

<table>
<thead>
<tr>
<th>Property</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Black oil system</td>
<td>Gas, oil, water, dissolved gas in live oil</td>
</tr>
<tr>
<td>Oil gravity</td>
<td>$34.4^\circ \text{ -- } 20^\circ$ API</td>
</tr>
<tr>
<td>Initial reservoir pressure ($P_I$)</td>
<td>$22.5 \text{ -- } 34.6$ MPa</td>
</tr>
<tr>
<td>Temperature</td>
<td>$85^\circ$ C</td>
</tr>
<tr>
<td>Oil viscosity</td>
<td>$0.53 \text{ -- } 2.27$ cp</td>
</tr>
<tr>
<td>Gas gravity</td>
<td>$0.7534 \text{ -- } 0.6036$</td>
</tr>
<tr>
<td>Salinity</td>
<td>$44,210$ ppm</td>
</tr>
<tr>
<td>Gas density</td>
<td>$0.9182 \text{ -- } 0.7243$ kg/m³</td>
</tr>
<tr>
<td>Oil density</td>
<td>$853 \text{ -- } 930$ kg/m³</td>
</tr>
<tr>
<td>Water density</td>
<td>$1033$ kg/m³</td>
</tr>
<tr>
<td>Rock compressibility (at $P_I =$ 24.5 MPa)</td>
<td>$0.000682 \text{ -- } 0.001060$ MPa$^{-1}$</td>
</tr>
<tr>
<td>Residual oil saturation ($S_{or}$)</td>
<td>$0.2 \text{ -- } 0.15$ fraction</td>
</tr>
<tr>
<td>Connate water saturation ($S_{wt}$ or $S_{wc}$)</td>
<td>$0.13 \text{ -- } 0.19$ fraction</td>
</tr>
<tr>
<td>Original gas-oil ratio (GOR)</td>
<td>$630 \text{ -- } 390$ scf/stb</td>
</tr>
<tr>
<td>Critical gas saturation*($S_{gc}$)</td>
<td>$0.038 \text{ -- } 0.041$ fraction</td>
</tr>
<tr>
<td>Residual gas saturation*($S_{gr}$)</td>
<td>$0.24 \text{ -- } 0.15$ fraction</td>
</tr>
</tbody>
</table>

Table 6-1 Fluid reservoir properties and initial reservoir conditions used in the Heidrun field’s simulation model. * indicates that the input applies only to the Tilje and Åre formation which make up the Båt Group reservoirs. Apart from pressure, where a range of values is provided, values closer to the first entry are more representative of the shallower Fangst Group reservoirs (Garn and Ile formation) and values closer to the last entry are more representative of the deeper Båt Group reservoirs.
The 66 zones are distributed across the four reservoirs, Garn, Ile, Tilje and Åre Formations (Figure 6-4(b)). The non-reservoir parts make up the remaining zones which are inactive i.e. the Not shale (< 8 m thick) which lies in-between the Garn and Ile Fm., making the Fangst Group and the Ror shale (~60 m thick) which separates the Fangst Group from the Båt Group reservoirs, comprising of the Tilje and Åre Formations. These are all preserved when generating the multiple simulation models, as well as the cell thicknesses. The top reservoir is the focus for the inversion, and so, only simulation results of pressure and saturation changes from the Garn Fm. which covers zones 3 to 7 are used. Figure 6-5 shows the initial pressure and fluid saturation distribution in the Garn formation, over the study area. Higher initial pressure in the water leg where water injectors support the aquifer, and lower initial pressure in the hydrocarbon leg situated in the shallower areas, with an initial gas cap present before the start of production in 1995. The fluid properties and initial reservoir conditions are given in Table 6-1.

6.3.2 Heidrun field 4D seismic data quality

Repeated towed streamer monitor surveys between 2001 and 2011 have been acquired over the field, spaced around 2 to 3 years apart, since the 1986/1991 merged baseline survey. Full stack time-migrated seismic data are available for all monitor times, 2001, 2004, 2006, 2008 and 2011, and offset stacks (near, mid and far) are provided for the 2006, 2008 and 2011 surveys for this study. All monitor surveys boast identical single-source and six cable configuration, and were acquired using Q-marine technology for repeatable positioning, by WesternGeco. Monitor seismic data from 2006 onward were co-processed along with the baseline seismic data in 2010 using a revised processing workflow which improved the data quality. The 2011 survey was also processed using the revised 2010 processing flow (Fischer et al., 2013).

Figure 6-6 shows the calculated NRMS data repeatability in the study area for the near and far stacks of the 2006, 2008 and 2011 monitor data relative to the baseline seismic data. This was calculated using a window of 100 ms above and below a relatively flat non-producing reflector, located 350 ms above top reservoir and 1540 ms below the seabed. Across the monitor datasets, the NRMS values range from 25% up to 70%, and are typically around 38% for the far offsets and 58% for the near offsets, which is rather
poor. For confidence in quantitative analysis, Behrens et al. (2002) suggest that the 4D signal-to-noise ratio (SNR or S/N) equal to 3 is a minimum. For the 4D seismic data from the Heidrun field, S/N is estimated to be between 1.3 and 4.8 (mean value of 2.3).

![NRMS chart indicating the 4D data repeatability range (30 % to 70%) for the offset stacked data shown in (b). In (b) the NRMS histograms across the 4D monitor times (2006, 2008 and 2011) for the near and far offset data from the Heidrun field. (c) A 2D map of the NRMS in the study area calculated for the 2011 monitor and baseline seismic data, showing high variations in the near offset (left) when compared to the far offsets (right). Data repeatability for both offsets are quite bad, and in (b) marginal improvements from 2006 to 2011 are observed.](image-url)

Figure 6-6
for the near offset stacks, and for the far offset stacks, S/N is between 2.2 and 5.1 (mean value of 3.6). Such low signal-to-noise ratio (S/N) is a clear limitation for the inversion. The solution is thus to introduce engineering-consistent pressure and saturation limits through the use of multiple fluid-flow simulation models (see Appendix A-2 for definition of NRMS and noise-to-signal ratio (N/S), which is the inverse of S/N).

6.3.3 Heidrun field 4D seismic response and production history

As of 2011, 77 producers and 25 injectors have been drilled since the start of production in October 1995. This constitutes 17 producers and 8 water injectors perforated in the top reservoir in the study area (Figure 6-5). By the 2011 monitor time, only water injectors I4, I5 and 18 are active and producers P13, P12, and P17. Observations across the 16 years of production history for water cut and gas-oil ratio for the Fangst Group, suggests an early water break through, accompanied by gas cap expansion prior to the first monitor survey in 2001 (Figure 6-7). Subsequent monitor times imply further increase in water cut due to continuous water flooding, and some fluctuations in gas-oil ratio which attempts to settle to a value closer to the start of production, by 2011, indicating that some of the gas dissolves back into solution.

The 4D seismic response (monitor – baseline) at the 2011 monitor time, together with the fluid flow simulator output of pressure, water and gas saturation changes from the base model, validate the general understanding from the historical profiles (Figure 6-8). Water-flooding effects (hardening) can be observed, with a significant movement of the oil-water contact by the 2001 monitor time. Gas saturation increase effects (softening) are also very clear, from the original gas-oil contact. All of the five monitor surveys show consistent 4D signals related to gas saturation increase and water flood. Pressure increase effects in the water leg are not very clear due to mild pressure increases coupled with high non-repeatable noise which is an intrinsic issue within the interpretations. Overall, the 4D seismic response is characterised by very weak unclear pressure effects with strong saturation dominance. The simulated changes are mostly in agreement with the observations from 4D seismic data.
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Figure 6-7 (a) Fluctuations in Water cut (left y-axis) and Gas-oil ratio (right y-axis) across 16 years of production from October 1995 (start) to 2011 for the Fangst Group. The predicted profiles from the base (original) simulation model tries to match the historic measurements. The times of the acquisition of the monitor surveys M1 to M5 are also shown. Offset stacks for the near, mid and far are only available for 2006, 2008 and 2011 seismic data. (b) A timeline of the different reservoir processes in the Fangst group across the five monitor surveys. Coloured coded areas within the arrow indicate the effects that are most interpretable in the observed 4D seismic data, relative to pre-production (i.e. baseline).

6.3.4 Generating multiple models for the Heidrun field

To generate multiple simulation models, a number of reservoir static properties from the base (original) model were selected that have the strongest influence on the reservoirs sensitivity coefficients $C_p$, $C_{Sw}$ and $C_{Sg}$. Faults are the main feature in this field for recovery optimisation, as a better understanding of the connectivity between the various segments will aid strategic drainage of the reservoir. However, the faults themselves do not control the reservoir’s sensitivity to pressure and saturation effects, but determine
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Figure 6-8 Top reservoir observed 4D seismic amplitude response, full-stack (monitor-baseline) shown for 2011-baseline monitor time. Interpretations have been made in the maps for the original oil-water contact (OOWC), original gas-oil contact (OGOC), post-production oil-water contact (POWC), and gas-oil contact (PGOC) as of the 2001 monitor time. The colour scale highlights the dominance of saturation changes over pressure changes. Depth-averaged maps for top reservoir for gas saturation, water saturation and pressure changes (2011-1995) from the base (starting) fluid flow simulation model are given in (b), (c) and (d) respectively. Note that the response is highly saturation driven. The softening signatures in the water leg (dominated by water injectors) are not due to the mild pressure change, but as a result of noise.
the pressure communication and fluid flow across the segments. Structural compartmentalisation affects the lateral and vertical extent of the dynamic changes represented by the 4D seismic signatures (Furre et al., 2006). The faults appear to define the extent of the water-flooding and gas cap changes (Figure 6-8). However, for this study, the fault transmissibility are kept as originally defined in the base model, assuming they are already well defined.

A comparison of the base model predictions to historic data shows that the base model is able to replicate the overall production, and the volumetrics are close to reality (Figure 6-7). In addition, predictions of pressure and saturation changes from this base simulation model correspond with the interpretations of the 4D seismic response (Figure 6-8). This gives confidence to the above assumption. The base reservoir model is therefore a good starting point for generating other models.

The uncertain static reservoir properties thus considered in this work on the Heidrun field, defined by global multipliers are as follows:

- Porosity and net-to-gross (NTG)
- Permeability X, Y and Z

For the base reservoir model of the Heidrun field, only porosity variations are defined and NTG is assigned a value of 1. This means that the model captures the fields NTG variability within its porosity distribution. So, a perturbation of the porosity, also accounts for NTG.

The implementation of the procedure in Figure 6-3 is detailed in Figure 6-9 which are of three main stages. Firstly, the perturbation of the base model to generate the model ensembles, followed by a validation of the generated models against historic data, and, then the evaluation of the limits from the validated models. The static properties from the base model are perturbed using global multipliers defined for each parameter as shown in Table 6-2, assuming a uniform distribution. This means that all models maintain similar static property distribution as the base model, in the sense that the models are a scaled version of the base model (Figure 6-10). In stage 1 (Figure 6-9), the models are generated using the Multiple Reservoir Optimizer (MEPO) platform. To create the model ensembles, MEPO gives the option of several Experimental Design
methods for sampling the initial parameter space (given in Table 6-2). These methods include: Plackett-Burman, Latin Hypercube Experimental Design (LHED) or Factorial Design (Schulze-Riegert and Ghedan, 2007; Zubarev, 2009). The method chosen is LHED which ensures that the entire multiplier distribution is represented and produces a set number of model simulations (for example, as presented in Tewari et al., 2014; Maschio et al., 2010).

The LHED is a statistical method for generating a sample of plausible collections of parameter values from a multidimensional distribution, and it is useful for exploring the uncertainty range (Schulze-Riegert and Ghedan, 2007; Risso et al., 2011; Maschio and Schiozer, 2014). So, to generate “m” experimental models, LHED calculates cumulative

Figure 6-9 Workflow formed of three stages for generating the multiple simulation models on the Heidrun field and extracting limits of simulated pressure and saturation changes to be used in the inversion. Each stage uses a different software from the Multiple Reservoir Optimizer (MEPO) platform to MATLAB.

The LHED is a statistical method for generating a sample of plausible collections of parameter values from a multidimensional distribution, and it is useful for exploring the uncertainty range (Schulze-Riegert and Ghedan, 2007; Risso et al., 2011; Maschio and Schiozer, 2014). So, to generate “m” experimental models, LHED calculates cumulative
probability distributions for every input parameter in Table 6-2, and proposes “m” uniformly distributed points for each of them. Values of input parameters, corresponding to those points are then randomly combined to define models of the sample. The multiplier distribution for the input reservoir parameters does not have to be uniform or of the same type, as Figure 6-3 illustrates, but a uniform distribution is explored here, as Table 6-2 indicates. As multiple models have extensive coverage of the search spaces, LHED delivers robust results (Roggero et al., 2007). In addition, any value of an input parameter is found only once in all the models of the dataset.

In Table 6-2, the starting values of the properties are the initial values, which is the base model, while the ranges are selected generally based on engineering judgement, and such that the perturbed model remains physically and geologically meaningful and consistent with the initial understanding of the field (Figure 6-10)). For example, the porosity multiplier range is given stricter bounds compared to the permeability multipliers. This is chosen such that apart from ensuring that the reservoirs cells are not de-activated due to unfeasible pore volume at the lower limit, porosity values at the upper limit should also lie below the critical porosity in sandstones, which is 40% (Nur et al., 1998). As porosity is the key parameter which has a high influence on the 4D seismic response, it was important to do a sensitivity test by perturbing porosity alone using the LHED method. This also allowed for a clear definition of the multiplier range chosen (as in Table 6-2), guided by well log information, but mostly by a reasonable match to historic data. The upper limit of the permeability multipliers is around 1.5 times their initial value, which is high but explores such possibilities, while the lower limit is 0.45.

Apart from the design parameters (Table 6-2) and historic production data for all wells, input to the MEPO platform is the ECLIPSE .DATA file of the base simulation model. The .DATA file includes the following: model unit (unit is METRIC), production start date, model dimensions, grid geometry (3D), permeability (X, Y, Z) and porosity (as grid properties), fault properties (position of faults through cells on the 3D grid and fault connectivity defined by transmissibility values), PVT properties of reservoir fluids (including: oil API, relative permeability curves, critical water saturation, variation of solution-gas oil ratio with depth, variation of solution-gas oil ratio/oil formation volume factor/ oil viscosity with pressure, variation of gas formation volume factor/ gas
Table 6-2 Model parametrisation using global property multipliers which are perturbed over the entire reservoir. The starting point is the base (original) reservoir model from which other models are generated.

<table>
<thead>
<tr>
<th>Static Property</th>
<th>Lower Limit</th>
<th>Start Value</th>
<th>Step increment</th>
<th>Upper Limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Global Porosity Multiplier</td>
<td>0.85</td>
<td>1</td>
<td>0.05</td>
<td>1.25</td>
</tr>
<tr>
<td>Global Permeability X Multiplier</td>
<td>0.45</td>
<td>1</td>
<td>0.10</td>
<td>1.55</td>
</tr>
<tr>
<td>Global Permeability Y Multiplier</td>
<td>0.45</td>
<td>1</td>
<td>0.10</td>
<td>1.55</td>
</tr>
<tr>
<td>Global Permeability Z Multiplier</td>
<td>0.45</td>
<td>1</td>
<td>0.10</td>
<td>1.55</td>
</tr>
</tbody>
</table>

Figure 6-10 Distribution bounds for reservoir static properties shown for (a) Porosity (b) Permeability X, for the generation of multiple models using global multipliers as in Table 6-2. Histogram for the Base (original) model is in yellow.
viscosity with pressure, fluid density and fluid compressibility), rock compressibility, aquifer properties, equilibrium conditions, fluid contacts, tracer information, and well information recorded to date (well locations, well trajectory, well completions, well schedule history and injection/production rates). The base model ECLIPSE .DATA file is modified to include a .MINC file which contains the multiplier keywords for the design parameters (Table 6-2), ready for MEPO using the ECLIPSE 100 black oil simulator.

For computing the global objective value, $\mathbf{OF_{model}}$ in Equation 6-11, the production data used are field gas-oil-ratio (FGOR) and field water-cut (FWCT) which are first order parameters for assessing the match to historic data, in addition to the overall material balance (Dake, 1997). Both are given equal weights with $w_d = 1$. Using the Latin-Hypercube Experimental Design method, all four static parameters: porosity and permeability X, Y and Z, were perturbed using global multipliers (Table 6-2) and simulations run. This generated a set number of 200 simulation models, out of which 95 models satisfied the criterion in Equation 6-12, removing poor fit models. Results for the global objective and partial objective value (Equation 6-11), and the qualifying criterion value (Equation 6-12) for the 95 models are tabulated in Appendix D.

For stage 2 in Figure 6-9, the simulation results from the 95 models are imported into Petrel E&P software platform and depth-averaged maps of pressure, water and gas saturation changes for each model and across the five monitor times are computed. Stage 3 is completed by exporting the depth-averaged maps of simulated pressure and saturation changes across all monitors and for all 95 models into MATLAB. The minimum and maximum values are then extracted across these models, which will be used as spatially varying constraints to the multi-offset inversion. Likewise, inputs to the multi-monitor inversion are the pressure and saturation changes from each model, which are used in turn (Figure 6-2).

Figure 6-11 shows the simulated profiles for water cut (WCT) and gas-oil ratio (GOR) for the accepted 95 models, compared with that of the base model. The models show a similar trend and some models match history data better or worse than the base model. However, mismatches are still observed, especially towards the end of history in 2011,
Figure 6-11 (a) Field water cut, FWCT (b) Field gas-oil ratio, FGOR, predicted from the restricted 95 model scenarios compared against history data, and the base model for the Fangst Group. The predicted models portray a similar trend as the historic data, also on the basis that the models were generated using global multipliers. Some models are closer to history than the base (original) model.
and particularly for GOR. In Figure 6-12, the corresponding partial objective function value as shown in Equation 6-11 are computed for each generated model including the base model, using the field water-cut and field gas-oil ratio data. It can be observed that most of the models match water-cut (Figure 6-12(a)) quite well, but strong mismatches occur for gas-oil ratio (Figure 6-12(a)). Likewise, some models match the historic data better than the base model. Apart from the base model (highlighted in red), a selected reference model (highlighted in green) is shown, for purposes to be discussed in section 6.3.5. The reference model (model number 23) matches GOR far better than the base model (model number 1), and for water-cut it is also better, although only slightly.

![Figure 6-12](image)

_Figure 6-12 Quantification of match to historic data based on the partial objective function value, $X_d$ (see Equation 6-11) computed for all generated models including the base simulation model, using (a) the field water-cut objective, $X_{FWC_T}$ and (b) the field gas-oil ratio objective, $X_{FGOR}$. The reference and base model are highlighted in red and green respectively._
The mismatches observed, particularly for GOR places a strong emphasis on the need for assigning an appropriate static model for better dynamic model predictions. This will thus involve defining more uncertain static properties, and performing not just a global perturbation (as is this case here) but also a local perturbation. Some of these include fault transmissibility multipliers, pore volume multipliers, endpoints of relative permeability curves etc. (Obidegwu, 2016), which will be a good extension of this study. For the Heidrun field, it is expected that a perturbation of the fault transmissibility will produce the biggest effect to match to the historical data. However, since the approach in this study does not update the reservoir static properties, the procedure to directly update the models will best be implemented via a joint history matching process using production data and 4D seismic data (for example, Fursov, 2015; Obidegwu, 2016; Yin, 2016).

### 6.3.5 Reference and base (original) model

A reference model is chosen for a synthetic application of the proposed inversion scheme, which is performed in Chapter 7. Going back to the inversion scheme (Figure 6-2), the observed seismic data from the seismic domain is now provided by this particular reference model. The reference model is kept aside and it is not among the generated models used to provide simulated pressure and saturation inputs to the multi-monitor inversion or pressure and saturation constraints to the multi-offset inversion. Note that the base model is also amongst the models used for the purposes above. In total, 95 models are used to perform step 1 and step 2 of the inversion scheme (Figure 6-2).

In this section I give details concerning the static and dynamic properties of the reference model from which synthetic seismic data are to be modelled. One of the 95 models that matches historic data 13% better than the base (original) model is chosen as a reference model (Figure 6-13). Other models can also be chosen as a reference model, as some models also match both water-cut and gas-oil ratio better than the chosen reference. However, for the purpose of the inversion scheme (Figure 6-2), the idea is not to choose a reference model based solely on the best match to historic data. Note that the reference model is chosen because the inversion scheme will be applied on synthetic 4D seismic data modelled from this reference model, in Chapter 7. If the inversion
Figure 6-13 Reference and base model static properties. Depth-averaged maps of the base model for the Garn. Fm. are shown for (a) Porosity, PHI (d) Permeability along the X direction in mD. Cross-section view along line A-B for porosity are shown in (b) for the base model and (c) for the reference model. Section view for Permeability X are shown in (e) for the base model and (f) for the reference model.
Figure 6-14 Prediction of pressure changes (2011-baseline) shown for (a) the base simulation model (b) the reference simulation model and (c) the difference in the simulated pressure change between both models, obtained by taking (b)-(a).
scheme was to be applied on the acquired observed 4D seismic dataset for the Heidrun field, there is no need to isolate a reference model. This chosen reference model is considered to be the true solution which is unknown (as is the case with observed 4D seismic data), and the inversion scheme would try to find other models that best match the reference model, in terms of the inverted sensitivity coefficients (see section 7.3.1) and in the final estimate of the inverted pressure and saturation changes (see section 7.3.2).

The reference and base model differ in terms of the four uncertain properties previously used to obtain the models (Table 6-2). In Figure 6-13, the porosity and permeability variations of the base and reference model are shown. The difference between the reference and the base model is further resolved by the simulated predictions for pressure (Figure 6-14), water (Figure 6-15) and gas (Figure 6-16) saturation changes, shown here for the 2011 – baseline monitor time. Both models show a similar scale of pressure changes, but because the reference model has a higher permeability than the base model, the magnitude of its pressure change is smaller, by up to 3.5 MPa. For water saturation changes, the major differences between the reference and base model occur in the top reservoir (Garn Fm.), with discrepancies in water saturation change of up to 40%. For gas saturation changes, the discrepancies are only very subtle, since vertical permeability between the reference and base model are the same, and the fault transmissibilities have been kept fixed across all the models. As a result, this is to be expected since very little dispersion in the simulated GOR across the qualified models is observed (Figure 6-11(b)), whereas for the outcome of water-cut, a wider dispersion is observed (Figure 6-11(a)).

6.4 Summary

This chapter introduces an engineering constrained map-based linear inversion scheme for the estimation of pressure, water and gas saturation changes from 4D seismic data. The estimation is a two-step inversion procedure, the first which is an innovative aspect of the scheme, is a multi-monitor inversion. This combines multiple monitor 4D seismic data to invert for offset-dependent spatially-varying sensitivity coefficients which relate the 4D seismic response to pressure and saturation changes. The second step is a multi-offset inversion which uses 4D seismic AVO data (partial-offset stacks of near, mid and
Figure 6.15 Prediction of water saturation changes (2011-baseline) shown for (a) the base simulation model (b) the reference simulation model and (c) the difference between both models obtained by taking \((b)-(a)\).
Figure 6-16 Prediction of Gas saturation changes (2011-baseline) shown for (a) the base simulation model (b) the reference simulation model and (c) the difference between both models obtained by taking (b)-(a).
far offsets) for a specific monitor time, combined with the estimate sensitivity coefficients, to invert for pressure and saturation changes at the same monitor time. Utilizing the information preserved across multiple monitor seismic data bypasses the need for rock-physics modelling, as the reservoir’s sensitivity can be obtained directly via the inversion data calibration. The engineering constraints are obtained from multiple history-matched fluid-flow simulation models.

The first part of the inversion scheme which concerns the generation of the multiple models is described and applied to the Heidrun field reservoir model. This uses global multipliers to perturb static properties, such as porosity (and NTG), vertical and horizontal permeability from the geologically-consistent base (original) model. A set number of 200 simulation models were generated, out of which 95 models matched historic data to within a qualifying criterion. Using historic data to qualify the models reduced the dispersion across the models, a complement to the proposed inversion scheme. Across the monitor times, some of the models matched historic data better than the base model, but the models, however, fail to match historical data adequately in the last few months of the 16 year production history for the Heidrun field. This emphasises the need for assigning an appropriate static model for better dynamic forecast. An extension of this study will involve defining more uncertain static properties such as fault transmissibility multipliers, particularly for the Heidrun field. However, since the approach in this study does not update the reservoir static properties, model updates can be implemented via a joint history-matching process using well production data and 4D seismic data.

The next stage is to implement the inversion scheme by performing the multi-monitor and multi-offset inversion, incorporating the pressure and saturation changes from the qualified multiple simulation models. A synthetic application on the Heidrun field will be carried out using modelled 4D seismic data based on the reference model introduced in this chapter. This will be done in the next chapter.
Chapter 7

Application of the engineering-constrained inversion for the quantification of pressure and saturation changes on the Heidrun Field

In this chapter the inversion scheme earlier described in Chapter 6 is implemented on synthetic data (which includes offset amplitude stacks for each 4D monitor time), modelled with 4D seismic noise estimated from the observed 4D seismic data. Firstly, a preliminary assessment of the multi-monitor inversion which estimates the reservoirs sensitivity to the dynamic changes, and the multi-offset inversion which finally estimates the dynamic reservoir changes, fulfilled several objectives. These included assessing the influence of additional 4D monitor data in the multi-monitor inversion, assessing the effectiveness of spatially-varying or uniform solution constraints in the presence of strong 4D noise, and comparing the reliability of the conventional assumption of uniform reservoir sensitivity versus spatially-varying sensitivity derived from the multi-monitor inversion. Secondly, the inversion scheme is fully implemented and uncertainties for the inverted sensitivity coefficients, as well as for the inverted pressure and saturation changes are estimated and discussed. The added benefit of the multi-monitor inversion is that it allows for a soft “close-the-loop” between the engineering and the 4D seismic domain, as it is one way (but less direct way) to assess the best model from the generated multiple simulation models, besides the use of a history-matching objective.
7.1 Input data preparation for synthetic data application on Heidrun Field

7.1.1 Synthetic seismic modelling and 4D noise estimation

The observed 4D seismic data for the Heidrun field are extremely noisy across the offset stacks (Figure 6-6), with high data non-repeatability variations, corresponding to 4D signal-to-noise ratios less than 3 in most areas. Such data are not recommended for quantitative interpretation (Behrens et al. 2002). It was therefore decided that the inversion scheme (Figure 6-2) be demonstrated on a realistic synthetic dataset based on Heidrun field’s properties. Having already generated the multiple simulation models in section 6.3.4, a reference model from one of the qualified 95 models, which matches historic data 13% better than the base model (Figure 6-12) is chosen to represent the observed 4D seismic response after seismic modelling. The difference between the reference and base (i.e. original) model and the reasons behind choosing a reference model are discussed in section 6.3.5. The simulated pressure and saturation at pre-production (i.e. baseline) and across the five monitor times (2001, 2004, 2006, 2008 and 2011) from the base and reference models are converted to amplitudes using the ETLP Reservoir Geophysics group’s in-house Simulation to Seismic (Sim2Seis) code (Amini, 2014). This converts simulation model data (static and dynamic properties) into

Figure 7-1 Offset-dependent wavelets used for synthetic seismic convolution modelling on the Heidrun Field. The wavelets were extracted from the observed baseline seismic data for the near, mid, far and full offset stacks through a seismic-to-well tie procedure. Details of the wavelet phase are also provided in the inserted box. The seismic-to-well tie quality is also given by the cross-correlation value for each offset stack. The wavelets have a typical North Sea reverse polarity with a dominant frequency around 26 Hz.
impedances (via petro-elastic modelling), and then into synthetic seismic volumes (via 1D convolution). The wavelets (Figure 7-1) for performing the 1D convolution are extracted individually from the real field observed baseline seismic volumes of the near, mid, far and full offset stacks through a seismic-to-well tie procedure (Simm and Bacon, 2014). The quality of the seismic-to-well tie is given by the cross-correlation value (‘1’ implies a perfect tie, and ‘0’ implies no correlation). The well-tie quality decreases as data quality decreases from full stack, followed by the far stack, and then the near stack which is the noisiest data. The simulator-to-seismic modelling outputs a synthetic seismic database, with 4D amplitudes for each monitor time (2001, 2004, 2006, 2008 and 2011) and for the near (0° to 14°), mid (14° to 28°), far (26° to 40°) and full (0° to 40°) angle stacks, which is the same angle range as in the observed seismic data.

![Figure 7-2](image)

*Figure 7-2* Noise-free full-stack synthetic 4D seismic amplitude response for the top reservoir, for the 4D year 2006-baseline, shown for (a) the reference model (b) the base model. The percentage difference in (a) relative to (b) is given in (c), calculated as \( \left( \frac{\Delta A_{(a)} - \Delta A_{(b)}}{\Delta A_{(b)}} \right) \times 100 \). Producers are in black and water injectors in blue. Interpretations have been made in the maps for the original oil water-contact (OOWC), original gas-oil contact (OGOC), post-production oil-water contact (POWC), and gas-oil contact (PGOC) as of the 2001 monitor time. The softening response to pore pressure increase in the water leg (perforated by injectors) appears the same in (a) and (b), but the difference in (c) emphasises their dissimilarities.
Figure 7-2 compares the synthetic 4D RMS amplitude response computed along top reservoir after implementing Sim2Seis separately for the base simulation model and the reference simulation model. In Figure 7-2(c) the disparity in the static reservoir properties between the reference and base model (Figure 6-12) is captured in the modelled 4D seismic responses with stronger differences in the water leg where only pressure increases occur. Changes in the gas leg are also weaker in Figure 7-2(a) compared to Figure 7-2(b).

![Figure 7-2](image)

**Figure 7-2** (a) The disparity in static reservoir properties between the reference and base model (Figure 6-12) is captured in the modelled 4D seismic responses with stronger differences in the water leg where only pressure increases occur. Changes in the gas leg are also weaker in (a) compared to (b).

Figure 7-3 (a) The estimated 4D noise in amplitudes for Near offset stack (2006-base) at the reservoir level using observed 4D seismic amplitude response computed at top reservoir and NRMS maps computed in the overburden (see also Appendix A.2 for equations) (b) Histograms of the 4D noise at the near and far offsets for different monitor data, with mean value close to zero. 15% of this noise is added to the synthetic 4D amplitude maps. In absolute terms, the estimated 4D noise is the data uncertainty shown in (c) for the near offsets and in (d) for the far offsets, for the 2006-base amplitude response at top reservoir in the observed seismic data (Figure 7-4 (d) to (f)).
Figure 7-4 Top reservoir 4D amplitude response for 2006-baseline shown for the synthetic data from the reference model with noise added (top) and the observed data (bottom). In (a) or (d) near offset stacks (b) or (e) mid offset stacks, and in (c) or (d) far offset stacks. The synthetic data (top) reveal increasing 4D amplitude response with increasing offset in the saturation dominated areas, not easily interpreted in the observed data (bottom) due to strong noise. Fluid contacts are marked as in Figure 7-2.
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The synthetic 4D amplitudes from the reference model are to be used in the inversion, taken as the observed measure of truth. The overall response is quite similar, as both models honour the historical data. The water leg as expected shows very weak amplitude response to the mild pressure increases (< 3.5 MPa), when compared to the response associated with saturation effects during this time.

To emulate real seismic data, 4D seismic noise (Figure 7-3(a) and (b)) is estimated from the observed 4D seismic data for each offset (i.e. angle). Non-repeatability (NRMS) maps computed above the reservoir and outside production areas, and the 4D amplitude response computed at top reservoir are combined to estimate the 4D seismic noise (see Appendix A-2 for calculations). In absolute terms, the estimated 4D seismic noise at the reservoir level is a measure of the uncertainty in the observed 4D seismic response (Figure 7-3(c) and (d)). The noise maps per offset stack are then scaled to smaller magnitudes (i.e. 15% of the estimated 4D seismic noise), and added to the synthetic 4D amplitude maps modelled from the reference model. This yields practically achievable 4D signal-to-noise ratios with mean around 5.8 (up to 16.7) for the near offsets and 7.6 (up to 20.3) for the far offsets. However, in the water leg where water injectors are located, the signal-to-noise ratio varies between 1.1 and 2.4 for the near offsets and are between 0.1 and 0.27 for the far offsets, due to very weak amplitude response to pressure changes at far offset relative to the magnitude of the added noise.

In Figure 7-4 the synthetic 4D seismic amplitudes maps from the reference model with noise added is shown, together with the observed 4D seismic amplitude maps. The observed 4D seismic response (Figure 7-4 (d) to (f)), particularly, the mid and far offset maps, show acquisition footprints in a northwest to southeast direction, evident as false softening (light yellow) signals, in the water leg region. This is where the effect of the injection related 4D softening response associated to mild pore pressure increases has not been detected. In the synthetic 4D seismic response (Figure 7-4 (a) to (c)), this region is mostly affected by the added noise, due to the modelled weak response to pressure. The 4D amplitude variation with offset character is difficult to interpret in the observed data due to the high noise levels, but in the synthetic data, the saturation dominated areas appear to increase with increasing offset, which agrees with the observed data.
Figure 7-5 Spatially-varying bounds to be used as constraints for pressure and saturation inversion, extracted from the 94 models (although 95 models were generated, one model is kept as a reference). Depth-averaged maps over top reservoir for the 4D year 2006-baseline are shown for (a) Minimum pressure change (c) Minimum water saturation change (e) Minimum gas saturation change. (b), (d) and (f) are the same properties but for the maximum values. Fluid contacts are marked as in Figure 7-2.
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Figure 7-6 Histograms showing the range for the (a) minimum and (b) maximum depth-averaged predictions of pressure (left), water saturation (middle) and gas saturation (right) changes across the 4D monitor times, 2004, 2006, 2008 and 2011, relative to the 1995 pre-production state, extracted from the 94 simulation model scenarios (Note that 95 models were generated, but one model is kept aside as a reference model and it is not used to provide constraints, see also section 6.3.5). Though still conserved due to a strict qualifying criteria based on match to historical data, a bigger range between minimum and maximum for each of the monitor time is observed for pressure changes, than for saturation changes.
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7.1.2 Multiple models: pressure and saturation spatially varying bounds

Depth-averaged maps of simulated pressure, water and gas saturation changes are computed over top reservoir for each of the 95 models earlier qualified by their match to historical data as described in section 6.2.3. Minimum and maximum values are then extracted only along 94 models (one model is kept aside as a reference model, see section 6.3.5), each for the 4D monitor times, which are spatially varying constraints, upper and lower limit to be used in the multi-offset inversion. Figure 7-5 shows the minimum and maximum values for the monitor time 2006-baseline. The variations in dynamic changes across the 94 models occur mostly in fault segment G and H for saturation, but for pressure this is across all segments, as to be expected. Histograms show similar variations between minimum and maximum saturations for other monitor times (Figure 7-6), across the 94 model scenarios, due to the strict qualifying criterion based on the match to historical data (Equation 6-12). Moreover, the study area was predominantly water flooded, with some gas cap expansion by the 2001 monitor time. For pressure changes, greater dispersion is observed, and the maximum limits increase at later monitor times due to injection.

7.1.3 Uniform bounds for pressure and saturation sensitivity

In the multi-monitor inversion for the sensitivity coefficients, uniform upper and lower bounds are used to constrain the solution space, (Equation 6-10). The uniform limits for the sensitivity coefficients were obtained following the procedure in Chapter 3. The noise-free synthetic 4D seismic data from the reference survey was used to calibrate the strongest and weakest 4D seismic signals around the injectors, and in saturation dominant areas, to the magnitudes of simulated pressure, water and gas saturation changes from the reference model at the same locations. Figure 7-7 plots the mean, upper, and lower range for pressure, water and gas saturation sensitivity for the near, mid, far and full offset stacks. The sensitivity is expressed as the percentage change in amplitude (relative to baseline) per unit change in the dynamic property. For saturations, the unit change is also in percentage, for pressure the unit change is MPa. For the inversion, the pressure sensitivity will need to be multiplied by 0.01, to maintain the same order as the saturation terms as in Equation 6-2. This reveals how small the $C_P$ term is, compared to the $C_{S_w}$ and $C_{S_g}$ terms. Pressure sensitivity decreases with offset,
with approximately zero response at far offset, whereas the saturation sensitivity increases with offset. Notice also that the dispersion from the mean value reduces/increases depending on the sensitivity direction with offset. Sensitivity to gas saturation changes is strongest, followed by water saturation, as already observed in Chapter 3.

Figure 7-7 Synthetic derived uniform constraints (upper and lower limit) for the sensitivity for each offset (i.e. angle) stack (a) Pressure sensitivity, $C_P$, expressed as percentage change in amplitude per unit change in MPa. (b) and (c) are water, $C_{S_w}$ and gas, $C_{S_g}$, saturation sensitivity, respectively, expressed as percentage in amplitude per unit change in saturation, measured in percentage. The dots represent the mean value, and the range represents the variation in sensitivity.
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7.2 Preliminary assessment of the inversion scheme

7.2.1 The multi-monitor inversion

As Figure 7-8 illustrates, in this exercise I focus on three objectives:

- To compare the use of two 4D monitor dataset (which is the minimum number to use) versus three monitor dataset: I use the noise free synthetic data to test how well the sensitivity coefficients are obtained using two or three 4D monitors. I also compare the resulting pressure and saturation changes estimated from both cases, to those predicted from the reference simulation model, considered to be the truth.

- To assess the predictive ability of the multi-monitor inversion: I also check whether pressure and saturation changes can be reliably estimated for a particular 4D monitor time, not used in the multi-monitor inversion.

- To evaluate how robust the constrained inversion scheme is in the presence noise: I perform the multi-monitor inversion and multi-offset inversion using the noisy synthetic datasets.

![Diagram of the multi-monitor and multi-offset inversions](image)

*Figure 7-8 Illustration of the various ways for pilot application of the multi-monitor inversion, which feeds into the multi-offset inversion*
In all test cases, the uniform upper and lower bounds (Figure 7-7) constrain the multi-monitor inversion. In the multi-offset inversion, the minimum and maximum pressure and saturation changes (Figure 7-5, Figure 7-6), obtained from the 95 simulation models provides spatially varying constraints to the solution space. Figure 7-9 shows the result of the multi-monitor inverted sensitivity coefficients obtained using noise-free synthetic 4D seismic data combined for the three monitor times, 2006, 2008 and 2011. The amplitude sensitivity to pressure changes decreases with offset, and the opposite is observed for saturation sensitivity. The sensitivity varies spatially depending on the underlying effects in the 4D seismic signatures (polarity and magnitude) from the combined monitor data. As to be expected, areas where there are no saturation changes (for example, the water injectors located in the water leg), the saturation sensitivity coefficients are zero. Areas where all the effects combine, then the multi-monitor inversion is able to resolve the sensitivity to the various effects.

To check that pressure and saturation changes can be estimated reliably for a particular 4D monitor time that was not used in the multi-monitor inversion, I show the results of the multi-offset inverted pressure and saturation changes for the 2004-baseline 4D time (Figure 7-10). The inversion combined the near, mid and far offset synthetic 4D seismic amplitude data with the corresponding offset sensitivity coefficients in Figure 7-9. The results are compared with the depth-averaged simulator predictions from the reference model (Figure 7-10 (d) to (f)). Subtle mismatches between the inverted and simulated saturation changes with differences of up to 0.1 (in fraction) are noted in the gas dominant area. For pressure changes, the mismatch is less than 0.3 MPa in both the water leg and water saturation dominant area, whereas in in the gas dominant area the mismatch is up to 1.5 MPa. It should also be noted, that the discrepancies between the inverted estimates and the flow simulator are in a small part contributed by the inversion. As a linear inversion equation (Equation 6-1a) was used, this may introduce small scale errors, especially, for the inverted gas saturation changes, although this is negligible. However, the error here is to a large extent contributed by the differences in scale/resolution between the 4D seismic domain and the flow simulator. The simulator-to seismic modelling procedure transforms the simulator grid (lateral and vertical cell sizes) to the seismic grid (lateral bin size) which carries uncertainties (Amini, 2014). More so, the 4D seismic maps are root-mean-square amplitudes calculated using a time
window along the top reservoir, whereas, the simulator maps are depth-averages.

Figure 7.9 Inverted sensitivity coefficients using three monitors (2006, 2008 and 2011) from the noise-free synthetic 4D seismic amplitude stacks. Results are shown for (a) $C_P$ for the near offset (b) $C_P$ for the far offset (c) $C_{S_w}$ for the near offset (d) $C_{S_w}$ for the far offset (e) $C_S$ for the near offset (f) $C_S$ for the far offset.
Figure 7-10 Constrained multi-offset inversion results for the 2004-baseline time using the spatially varying upper and lower limits from the 95 models, and the inverted sensitivity coefficients (Figure 7-9). Results are (a) Pressure changes (b) Water saturation changes (c) Gas saturation changes. The difference between the seismically-derived estimates in (a) to (c) and depth-averaged simulations from the reference model are shown in (d) to (f) for the respective properties in (a) to (c). For well labels and marked fluid contacts, see Figure 7-2.
Figure 7-11 Comparing the influence of using two versus three monitors in the constrained inversion using noise-free synthetic data. The difference between the inverted sensitivity coefficients using three monitors (2006, 2008 and 2011) versus two monitors (2006 and 2008) are shown in (a) $C_p$ for the near offset (b) $C_{S_w}$ for the near offset and (c) $C_{S_g}$ for the near offset. The difference between the inverted dynamic results at the 2004 baseline monitor time for the case of three monitors versus two monitors are shown for (d) Pressure changes (e) Water saturation changes (f) Gas saturation changes. For well labels and marked fluid contacts, see Figure 7-2.
Next, the inverted results obtained using three 4D monitor data (2006, 2008 and 2011) are compared against those obtained using only two 4D monitor data (2006 and 2008). In Figure 7-11 (a) to (c) the differences between the inverted sensitivity coefficients for the three monitor versus two monitor case are given. The differences reveal that the three monitor case estimates a stronger sensitivity to pressure changes than the two monitor case, in most areas. For sensitivity to water and gas saturation changes, both monitor cases are similar. In Figure 7-11 (d) to (f) the differences in the inverted pressure and saturation changes for the 2004-baseline monitor time are shown for the three monitor versus two monitor case. As the multi-offset inversion is spatially constrained in both cases, their estimated saturation changes are almost identical, hence very subtle differences (less than 0.04 in fraction) around a few producers in the gas dominant area. For pressure changes (Figure 7-11 (d)), the differences are typically less than 0.2 MPa. In areas where the discrepancies in the inverted pressure sensitivity (Figure 7-11(a)) are largest, particularly in the gas dominant area, the differences in the inverted pressure changes can be up to 2 MPa, between the three monitor and two monitor cases. It was also found that the three monitor case performs slightly better than the two monitor case when compared to the simulated predictions, particularly for pressure changes.

Finally, the multi-monitor inversion for the sensitivity coefficients is again performed for the three monitor case (2006, 2008 and 2011), but this time using the noisy synthetic 4D seismic data. The uniform upper and lower bounds (Figure 7-7) are again used to constrain the inversion. The multi-offset inversion follows this, also constrained by the spatially varying bounds (Figure 7-6). This final exercise is to assess the constrained inversion in the presence of noise. Figure 7-12 shows the inverted estimates of pressure and saturation changes, and compares these to the depth-averaged maps of pressure and saturation changes from the reference simulation model. As pressure is more affected by the noise due to the weaker sensitivity compared to saturation sensitivity, the inverted pressure changes are noisier (particularly in the water leg) than the saturation changes. Moreover, the spatially varying limits from the 95 models used to constrain the solution for saturations are less dispersed than for pressure. Hence, the inversion is better able to estimate the saturation changes within the tight bounds, with results almost identical to the noise-free case (Figure 7-10), than for pressure changes. Nevertheless, the pressure changes are still reliably estimated within the limits, close to the simulator predictions.
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Figure 7-12 The results of the multi-offset inversion for the 4D monitor time, 2004-baseline, obtained using the noisy synthetic data, shown for (a) Pressure changes (b) Water saturation changes (c) Gas saturation changes. The difference between the seismically-derived inverted results and depth-averaged simulations from the reference model are shown in (d) to (f) for the respective properties in (a) to (c). For well labels and marked fluid contacts, see Figure 7-2. Also compare with the noise-free case in Figure 7-10.
7.2.2 The multi-offset inversion

Figure 7-13 illustrates the various implementations of the multi-offset inversion using noise-free synthetic data modelled from the reference simulation model.

![Diagram showing multi-offset inversion implementations]

In other studies (Floricich, 2006), the sensitivity coefficients were assumed uniform. Here I compare the use of uniform (i.e. constant) versus spatially varying sensitivity coefficients in the multi-offset inversion. The uniform sensitivity values are based on the mean derived from synthetic data calibration per offset stack (Figure 7-7). The case of the spatially varying sensitivities has been earlier obtained from the multi-monitor inversion (Figure 7-9). When utilising the uniform or non-uniform sensitivity coefficients, the multi-offset inversion compares two types of constraints to the \( \Delta P \) and \( \Delta S \) solution space:

- Uniform \( \Delta P \) and \( \Delta S \) bounds based on a single maximum and minimum value from the entire 95 models, specific to the 4D monitor time (Table 7-1).
- Spatially varying \( \Delta P \) and \( \Delta S \) bounds from the 95 models (Figures 7-5 and 7-6).

<table>
<thead>
<tr>
<th>Uniform bounds</th>
<th>( \Delta P )</th>
<th>( \Delta S_w )</th>
<th>( \Delta S_g )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper</td>
<td>4.14</td>
<td>0.89</td>
<td>0.97</td>
</tr>
<tr>
<td>Lower</td>
<td>-3.74</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 7-1 Upper and lower bounds for the case of utilising uniform constraints in the multi-offset inversion, shown for the 2004-baseline monitor time. \( \Delta P \) is in MPa and \( \Delta S \) in fraction.
Figure 7-14 The 2004-baseline multi-offset synthetic inversion results for the case of uniform $C_p$, $C_{S_w}$, and $C_{S_g}$ sensitivities. Left column are estimated (a) Pressure changes (b) Water saturation changes and (c) Gas saturation changes, when the inversion is constrained using spatially varying upper and lower limits. The right column (d), (e) and (f) are the same but for the case where only uniform upper and lower limits are used. For well labels and marked fluid contacts, see Figure 7-2.
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Figure 7-14 compares the multi-offset inversion results for the 2004-baseline monitor time when \( C_P, C_{S_w} \) and \( C_{S_g} \) are assumed uniform across the reservoir. In Figure 7-14 (a) to (c), spatially varying upper and lower limits from the 95 models (Figure 7-6) were used to constrain the inverted pressure and saturation changes, and in Figure 7-14 (d) to (f), uniform limits (Table 7-1), were instead used. In the case where only uniform constraints are used, the constant set of \( C_P, C_{S_w} \) and \( C_{S_g} \) fail to reproduce the expected changes, particularly, where pressure and saturation changes overlap beyond the water leg. This is clear for the inverted pressure changes (Figure 7-14 (d)) where pressure decreases are estimated where only pressure increases are expected and vice versa. For gas saturation changes (Figure 7-14 (f)), a leakage also occurs for the case of uniform constraint, as only gas saturation increases are predicted during this 4D monitor time, and the changes should be restricted to within the gas leg. For water saturation changes, only little discrepancies in the gas leg for both cases in Figure 7-14 (b) and (e) are observed. The comparisons above suggest that the use of uniform \( C_P, C_{S_w} \) and \( C_{S_g} \) can only yield reliable solutions when appropriate constraints are imposed in the multi-offset inversion. Better, if the constraints are spatially varying and honour material balance and flow conditions, as is the case for Figure 7-14 (a) to (c), otherwise a leakage between the inverted pressure and saturation changes is unavoidable, as is the case in Figure 7-14 (d) to (f).

Finally, in Figure 7-15 I show the multi-offset inversion results which uses the spatially varying sensitivity coefficients (Figure 7-9), but in this case only uniform pressure and saturation limits (Table 7-1) are used to constrain the inversion. Figure 7-15 (a) to (c) details the inverted pressure and saturation changes, and Figure 7-15 (d) to (f) details the difference between the inversion results and the predictions from the reference simulation model. Figure 7-10 is offered for comparison, as it represents the complete case of spatially varying sensitivity coefficients as well as spatially varying pressure and saturation constraints to the inversion, based on the 95 simulation models. Figure 7-15 (a) to (c) show that using the spatially varying \( C_P, C_{S_w} \) and \( C_{S_g} \) and uniform constraints, pressure and saturation changes are estimated reliably, when compared to the case of constant \( C_P, C_{S_w} \) and \( C_{S_g} \) and uniform constraints (Figure 7-14 (d) to (f)). The differences (Figure 7-15 (d) to (f)) also reveal how far off the inversion results are from reality. When compared to Figure 7-10 (d) to (f), the inconsistencies are largest in the
Figure 7-15 Constrained multi-offset inversion results for 2004-baseline time using uniform upper and lower limits (Table 7-1) for the case of spatially varying sensitivity coefficients (Figure 7-9). Results are (a) Pressure changes (b) Water saturation changes (c) Gas saturation changes. The difference between the seismically-derived inverted results and depth-averaged simulations from the reference model are shown in (d) to (f) for the respective properties in (a) to (c). For well labels and marked fluid contacts, see Figure 7-2.
gas leg. As the 2004-monitor dataset was not used in the multi-monitor inversion from which the $C_p$, $C_{Sw}$ and $C_{Sg}$ coefficients are derived, such large errors occur here, as changes in saturations across the later monitor times that were indeed used (2006, 2008 and 2011) occur mainly in the gas leg. In this gas leg area, the inversion estimates a higher magnitude in water saturation changes by up to 0.5 in fraction, while in reality, little or no water saturation changes occur here for the 2004-baseline monitor time. Likewise for gas saturation, the inverted gas saturation changes are smaller by up to -0.3 in fraction than in reality, because the 2006, 2008 and 2011 monitor times represent a period of gas saturation decrease, whereas earlier in 2004, the gas saturation had increased. These discrepancies suggest it is best to use all monitor data in the multi-monitor inversion, for which pressure and saturation changes are to be estimated, as this will give a more representative, $C_p$, $C_{Sw}$ and $C_{Sg}$ coefficients, albeit the success with the two monitor (Figure 7-11) and three monitor (Figure 7-10, Figure 7-15) case studies. In any case, the discrepancies also highlight the need for spatially varying pressure and saturation constraints to the multi-offset inversion and these can only be obtained from multiple models, as opposed to using uniform constraints. The pilot application of the inversion scheme therefore suggests the best case to be that of Figure 7-10, followed by Figure 7-15, in the absence of spatially varying pressure and saturation constraints.

7.3 Application of the inversion scheme for a soft “close-the-loop” on the Heidrun Field

The inversion scheme (Figure 6-2) detailed in section 6.2.1 is fully implemented here. The observed data from the Heidrun field is taken to be the noisy synthetic dataset previously modelled from the reference simulation model, which is considered here to be the truth. By using constraints such as the maximum and minimum limits extracted from the 95 history-matched models, a reliable solution for pressure and saturations changes can be reached via the multi-offset inversion. Additionally, the inversion estimates can also be compared to simulated pressure and saturation changes from the reference model. Prior to this, the scheme uses each of the 95 models in a multi-monitor inversion, which helps to find the model that is closest to the truth, preserved in the 4D seismic signals of the reference model across the monitor times. This added component is a strong benefit of the scheme, as it helps to address uncertainties by using multiple
models as well as a robust way of choosing the best model, hence a soft “close-the-loop”.

7.3.1 The multi-monitor inversion scheme for best model validation

The multi-monitor inversion (Figure 6-2) helps to identify models that best honour the 4D seismic data. This is possible because the multi-monitor inversion combines all 4D monitor data and uses data according to each offset (near, mid, far and full) in turn. Such 4D seismic monitor data are spatially dense historical measurements from the field, which helps fill the gaps with spatially coarse well production data. Inputs to the multi-monitor inversion are also the simulated pressure and saturations for each model scenario, $G[i]$, with the inversion repeated per model (Equation 6-4). Therefore, by computing the norm of residuals, $\|d - G[i]m[i]\|^2_2$ (terms earlier defined in Equation 6-4), the best model which estimates the unknown variables in $m$ (i.e. $C_P$, $C_{S_w}$ and $C_{S_g}$) closest to the observed 4D seismic response (provided here by the reference model) can be isolated. Note that $C_P$, $C_{S_w}$ and $C_{S_g}$ are already known for the reference model. This was achieved by running the multi-monitor inversion using all data solely from the reference model. The data are observed 4D seismic data (which has been modelled from the reference model), and simulated pressure and saturation changes contained from the reference model. For the rest of the 94 simulation models, $d$ is kept the same (as it is the observed 4D seismic data) and $G[i]$ changes because this is provided by each model, from the 1st model to the 94th model. So, besides the true solution of the sensitivity coefficients in $m$ from the reference model, the multi-monitor inversion produces 94 estimates of $m[i]$ based on the other 94 simulation models. The inversion norm of residuals for each model is calculated, and which ever model that has the next smallest norm (besides the reference model which has the smallest norm) is identified as the best model. Three 4D seismic data for the monitor surveys 2006, 2008 and 2011 are combined for each offset stack (near, mid and far) as in Equation 6-2 to invert for $m[i]$, containing the sensitivity coefficients, $C_P[i]$, $C_{S_w}[i]$ and $C_{S_g}[i]$. The noisy synthetic 4D seismic dataset from the reference model, $d$, ((Figure 7-4 (a) to (c)) along with its data uncertainty (Figure 7-3(c) and (d)) is the data used in the inversion. The multi-monitor inversion is also constrained using the uniform limits (Figure 7-7), so as not to over-fit
Figure 7-16 Cross-validating the match to historic production data with the multi-monitor inversion, to identify the best model closest to the reference model. (a) Plot of the global misfit from the history matching, based on the qualifying criterion, Equation 6-12, for all 95 models relative to the base model (b) plot of the total residual from the multi-monitor inversion (utilising all the offset stacks) for each of the models normalised by the reference model. Base, reference and best models are annotated. Other models are highlighted in yellow for inspection. Models 54 and 77 are close alternatives to the chosen best model.
noise in the 4D seismic data. The norm of residuals obtained can also be inspected alongside the global history-matching objective (Equation 6-11). On performing the multi-offset inversion for all 94 models, Figure 7-16 details this comparison, which also identifies other models closer to the reference model, apart from the best model. In Figure 7-16 (a), the global misfit from the history match, based on the qualifying criterion, Equation 6-12, is plotted for each of the models. A value less than zero, implies that the model is better history-matched than the base model. In Figure 7-16 (b), the total residual from the multi-monitor inversion (i.e. sum of all residual norms obtained per offset stack) for each of the models are normalised by the reference model. A value greater but close to 1, implies that the model is closer to the reference model. The base, reference and best models are identified on both plots. In Figure 7-16 (b), the best model differs from the reference model by 2.11%, whereas for the base model, this is 39.4%. Alternatives to the best model, for example, models 54 and 77 can be just as satisfactory. It can be argued that models with residual norm closer to the reference are also as close to the reference model in their history match objective function value. There are outliers to this trend, for example, model 49, matches historical data similar to the reference model, but the inversion residual norm is much higher, whereas for model 50, the opposite is observed.

This highlights possible trade-offs that may arise when simultaneously matching production data and the 4D seismic response (Obidegwu et al., 2015). However, in this case, the outliers are due to the fact that only results from the top reservoir (zones 3 to 7) have been used in the inversion, whereas the history matching accounts for all four reservoirs characterised in the Heidrun field’s reservoir model (Figure 6-4). Nevertheless, the use of multiple models in the multi-monitor inversion scheme offers a way to identify better models, while at the same time deriving the best estimate of the sensitivity coefficients.

Figure 7-17 shows the cumulative field oil production over the 16 years of history for the field. The reference model simulation result is almost identical to the historical data. Compared to the base model, the best model which was identified by the inversion is not too far off from the reference. In terms of the static properties which define the reference and best model, this is given by global multipliers (Table 7-2).
Figure 7.17 The benefit of multiple models to the inversion. Simulation results for cumulative oil production from the qualified 95 models highlighting the reference model (green), the best model (blue) identified by the inversion, and the base model (red), compared against historical data (black). Alternatives to the best model via the inversion are highlighted in yellow, and the rest of the models in grey. The reference and best model match history better than the base model.

<table>
<thead>
<tr>
<th>Static property multipliers</th>
<th>Porosity</th>
<th>Permeability X</th>
<th>Permeability Y</th>
<th>Permeability Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base model</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Reference model</td>
<td>0.932</td>
<td>1.488</td>
<td>1.435</td>
<td>1</td>
</tr>
<tr>
<td>Best model</td>
<td>1.018</td>
<td>1.507</td>
<td>1.381</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 7.2 Base, reference and best model properties defined by global multipliers. A multiplier value of 1 means the property is the same, as in the base model.

7.3.2 Results of the completed inversion scheme

Once the model that best honours the observed 4D seismic signals is identified via the multi-monitor inversion, the estimated sensitivity coefficients are then used to invert for pressure and saturation changes across the 4D monitor times. For each 4D monitor time, the corresponding minimum and maximum spatially varying limits extracted from
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Figure 7-18 Results for pressure after implementing the overall inversion scheme. The multi-monitor inverted pressure sensitivity for the near and far offsets are shown in (a) and (c) respectively, determined by the best model. The estimated uncertainty, stdev, for the results in (a) and (c) are shown in (b) and (d) respectively. The multi-offset inverted pressure change for the 2004-baseline monitor time is given in (e), and the estimated uncertainty, stdev, for the result in (e) is given in (f). For well labels and marked fluid contacts, see Figure 7-2.
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Figure 7.19 Results for water saturation after implementing the overall inversion scheme. The multi-monitor inverted water saturation sensitivity for the near and far offsets are shown in (a) and (c) respectively, determined by the best model. The estimated uncertainty, stdev, for the results in (a) and (c) are shown in (b) and (d) respectively. The multi-offset inverted water saturation change for the 2004 baseline monitor time is given (e), and the estimated uncertainty, stdev, for the result in (e) is given in (f). For well labels and marked fluid contacts, see Figure 7.2.
Chapter 7: Synthetic application of the engineering-constrained inversion scheme on the Heidrun Field

Figure 7-20 Results for gas saturation after implementing the overall inversion scheme. The multi-monitor inverted gas saturation sensitivity for the near and far offsets are shown in (a) and (c) respectively, determined by the best model. The estimated uncertainty, stdev, for the results in (a) and (c) are shown in (b) and (d) respectively. The multi-offset inverted gas saturation change for the 2004-baseline monitor time is given (e), and the estimated uncertainty, stdev, for the result in (e) is given in (f). For well labels and marked fluid contacts, see Figure 7-2.
the 94 history-matched models, besides the reference model, (Figure 7-5, Figure 7-6), are used to constrain the solution to the multi-offset inversion. The map-based inversion scheme combines 4D noise from different monitor data, as well as, from the near, mid and far offset stacks. It is necessary to also estimate the uncertainty in the inversion solution estimate (Equation 6-8), which is contributed mostly by noise in the data (Figure 7-3). Figure 7-18 shows the best model’s inverted pressure sensitivity for the near and far stacks and the inverted pressure changes for the 2004-baseline monitor time, as well as their estimated uncertainties (i.e. standard deviation). Results for water saturation are shown in Figure 7-19, and for gas saturation in Figure 7-20.

Pressure sensitivity is strongest at the near offset (Figure 7-18(a)) and weakest at far offset (Figure 7-18(c)), the same for the 4D noise across the three monitor data used in the multi-monitor inversion. This also means that the uncertainty in pressure sensitivity is highest at the near offset (Figure 7-18(b)), and lowest at the far offset (Figure 7-18(d)). Since both pressure effects and the 4D noise are strongest and are of similar magnitudes at the near offset, the uncertainty in the inverted pressure changes (Figure 7-18(f)) mirrors the spatial variability of the noise for the near offset data (Figure 7-3). However, the inverted pressure changes (Figure 7-18(e)) honour the 4D seismic response (Figure 7-16 (b)) and are consistent with engineering constraints, due to the conditioning from multiple models. The uncertainty (Figure 7-18(f)) is up to 100% of the inverted pressure changes.

The sensitivity to saturation changes (Figure 7-19, Figure 7-20) is strongest at far offset and weakest at near offset, but the observed 4D noise (Figure 7-3) depicts the opposite. For any offset stack, the saturation sensitivity is also 20 times greater or more, than the pressure sensitivity. This explains the clear dominance of saturation effects even in the presence of the added noise (Figure 7-4(a) to (c)), leading to very high 4D signal to noise ratio. Since the influence of noise is very weak where saturations are concerned, regardless of offset, the estimated uncertainties are lower in magnitudes (less than 25%) than the inverted saturation sensitivities themselves. This is the same for the estimated uncertainties in the inverted saturation changes.

For the inverted water saturation changes (Figure 7-19(e)), areas with higher uncertainties (Figure 7-19(f)) of around 50% are associated to areas where either the
sensitivities at near, mid or far offset is near zero. This is due to a weak or a lack of 4D seismic signals on the 4D maps (Figure 7-4 (a) to (c)), relative to the magnitude of noise at these locations, particularly close to faults or small scale barriers in the simulation model from which the synthetic data was generated. For the inverted gas saturation changes (Figure 7-20 (e)), the uncertainty is around 10% (Figure 7-20 (f)).

![Figure 7-21](image)

**Figure 7-21** The effectiveness of the inversion scheme highlighted by the resulting error obtained by subtracting the depth-averaged maps of the dynamic reservoir changes simulated by the reference model, from the maps of inverted changes for the 2004-baseline monitor time, shown for (a) Pressure changes (b) Water saturation changes (c) Gas saturation changes. For well labels and marked fluid contacts, see Figure 7-2.

The inverted estimates of pressure and saturation changes for the 2004-baseline monitor time using the best $C_p$, $C_{sw}$ and $C_{sg}$ from the best model are then compared to the depth-averaged maps from the reference simulation model. Figure 7-21 shows the error (i.e.
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Figure 7-22 Results of the overall inversion scheme for the 2011-baseline monitor time. The multi-offset inversion results as determined by the best model are for (a) Pressure changes (b) Water saturation changes (c) Gas saturation changes. The error (i.e. difference) between the inversion estimates in (a) to (c) and depth-averaged simulations from the reference model are shown in (d) to (f) for the respective properties in (a) to (c). For well labels and marked fluid contacts, see Figure 7-2.

difference) which highlights the effectiveness of the inversion scheme with noisy 4D seismic data. The inverted estimates are lower in saturation changes (Figure 7-21 (b)
and (c)) by up to 0.1 in fraction, compared to the predictions of the reference simulation model. For pressure changes (Figure 7-21 (a)), weaker pressure decreases of up to -2.5 MPa error (in the gas leg) is estimated by the inversion compared to the reference simulations. Elsewhere, the error in inverted pressure change is around 0.4 MPa or less. The inverted estimates from the best model are not expected to match the reference model, as the static properties in both models are close but different (Table 7-2). It is however shown here that the inverted saturation changes are closer to the reference, than the pressure estimates. This is mostly due to the added noise which corrupts the already weaker response to pressure changes. Pressure is also sensitive to the slight differences in the static properties of both models, also true for gas saturation effects.

Figure 7-22 shows the inverted results for the 2011-baseline monitor time from the best model, which agree with the above findings. At this monitor time, only pressure increases occur, and the produced gas leg is also now waterflooded, which was not the case in the 2004 monitor time. The inversion scheme is able to separate reliably the various changes, and the error (Figure 7-22 (d) to (f)) with respect to the simulator results from the reference model are biggest for gas saturation and pressure changes. The error in pressure changes (Figure 7-22 (d)) is also smaller at the 2011 monitor time, than at the 2004 monitor time (Figure 7-21 (a)), due in part that only the 2006, 2008 and 2011 monitor data were used to estimate the sensitivity coefficients from the multi-monitor inversion, which fed into the multi-offset inversion. However, the ability of the inversion scheme to estimate the reservoir’s dynamic changes across all 4D monitor times that are close enough to the truth (represented here by the reference model) is clear. The scheme can be viewed as a soft ‘close-the-loop’ through the use of multiple models, without directly updating the base model.

### 7.4 Summary

This chapter applied the map-based engineering-consistent inversion scheme which was introduced in Chapter 6 to a gas-oil-water system. A reference model was selected from one of the 95 models generated for the Heidrun field, from which simulator-to-seismic modelling created a realistic synthetic dataset for the Heidrun field by adding the observed 4D seismic noise to the modelled data.
• A preliminary assessment was performed for the multi-monitor inversion which estimates the sensitivity coefficients as spatially varying quantities. The multi-offset inversion which estimates pressure and saturation changes was also assessed.

• For the multi-offset inversion two cases are highlighted using noise-free synthetic data. The conventional inversion which assumes that the sensitivity coefficients are constant for the entire reservoir versus that which uses the spatially varying sensitivities derived from the multi-monitor inversion. Both cases solve the inversion by incorporating constraints based on a single upper and lower bound for pressure and saturation changes derived by computing the overall maximum and minimum from the 95 models. The inversion using spatially varying sensitivity coefficients performed much better and honoured the 4D seismic response. The case of constant sensitivity coefficients failed to reproduce the expected changes, particularly, where pressure and saturation changes overlap, yielding a leakage between the inverted pressure and saturation changes, with wrong polarity of change.

• For the multi-monitor inversion, two cases were tested on noise-free synthetic data. The inversion compared the use of three versus two 4D monitor data. In both cases, the inversion solution is constrained use a single upper and lower bound derived from prior calibrated sensitivities around wells for pressure, and in saturation dominated areas on the 4D seismic amplitude maps. Both cases gave similar results in terms of the overall magnitude and distribution of the inverted sensitivity coefficients. On comparing the result of using both cases in the multi-offset inversion, it was found that the three monitor case performs slightly better in its closeness to the simulation model maps, particularly for pressure change.

• After the preliminary assessment of the multi-monitor and multi-offset inversion, the constrained inversion scheme which also estimates uncertainties, was fully implemented on the Heidrun field. This used the noisy realistic synthetic data from the reference model, considered here to be the observed 4D
seismic amplitude data which represents the truth. Some findings and recommendations are summarised:

- The transformation of the 4D seismic amplitude response across multiple monitors into a single offset-dependent and spatially-varying sensitivity respective to pressure, water and gas saturation changes has been demonstrated via the multi-monitor inversion. The realistic synthetic data showed that the reservoir's sensitivity to gas saturation changes is strongest, followed by water saturation, and then pressure for the Heidrun field. This agrees with observations on the Heidrun field data in Chapter 3. Pressure sensitivity is strongest at the near offset and weakest at the far offset. The opposite is the case for saturation sensitivity. The sensitivity also varies spatially, capturing the reservoir heterogeneity as preserved in the 4D seismic response.

- At least two 4D monitor data are needed to solve for the sensitivity coefficients. It is recommended that all available 4D monitors, for which pressure and saturation changes are to be inverted for, should be used in the multi-monitor inversion. This gives more robust sensitivity coefficients which better represent the 4D monitor times. However, if the multi-offset inversion to follow is suitably constrained for engineering consistency, the need for this selection is unnecessary.

- The use of constraints, such as uniform upper and lower limits based on data calibrated sensitivities obtained prior to the inversion has proven effective in the multi-monitor inversion, particularly in the presence of 4D noise (which is different across the 4D monitor data, and also across offset stacks).

- A more robust form of constraints is exemplified by the use of multiple history-matched fluid-flow simulation models. These provided spatially varying maximum and minimum bounds of pressure and saturation changes to the solution of the multi-offset inversion at each 4D monitor time, and ensured engineering consistency at each seismic bin location.
The quantitative integration of the reservoir engineering domain via multiple models, and the seismic domain via inversion lays the foundation for an effective model update via a joint 4D seismic-history matching procedure. The seismically-derived 4D attributes used in the history-matching could be either the inverted sensitivity coefficients from the best model, or the inverted pressure and saturation changes. Additionally, the best model identified by the multi-monitor inversion could be the starting point for direct model updating instead of the base (original) model.

As an alternative to direct model updating, a soft “close-the-loop” was achieved by generating multiple history-matched simulation models, and using the constrained multi-monitor inversion to find the model out of the 95 models that best honours the observed 4D seismic response. This was achieved here, and the best model was found to be 97.8% close to the truth. The truth being an earlier chosen reference model from the 95 models, which was kept aside and was used to provide synthetic 4D seismic data for the inversion scheme.
Chapter 8

Conclusions and Recommendations

“The beautiful thing about learning is that no one can take it from you!”
-- unknown --

This chapter summarises the findings of this research on quantitative 4D seismic data interpretation for the quantification of pressure and saturation changes in clastic reservoirs, and then provides recommendations for future work that will enhance the efficiency and effectiveness of the workflow. The key objective of this thesis which is the enhancement of the data-driven inversion approach, the introduction of engineering-consistent constraints, and the analysis of uncertainties in quantitative 4D seismic data interpretation are examined, and the perceived limitations are prescribed as future recommendations.
8.1 Conclusions

The entire theme of this thesis demonstrates multiple data integration between the reservoir engineering and the 4D seismic data domain with direct consequences application to seismic-assisted history matching. This was achieved at two fundamental levels: firstly, in the interpretation and inversion of 4D seismic data to quantify pressure and saturation changes in the reservoir, and secondly, in addressing more uncertainties in the acquired 4D seismic data by relating the spatio-temporal characteristics of two common offshore seismic acquisitions to the reservoir dynamic domain (see Figure 8-1).

In interpretation, quantitative estimates of the reservoir dynamic changes (pressure, and water and gas saturations) from 4D seismic data are often desired for reservoir management purposes. This is a challenge where pressure and saturation changes occur in the same place and their effects often compete, yielding an ambiguous 4D seismic response that is difficult to interpret qualitatively and quantitatively as being caused by either of the two effects. A first step in addressing this challenge is a quantitative measure of the reservoir’s 4D seismic response to independent effects of pressure (increase and decrease) and fluid saturation (gas and water) changes; hence, a measure of the reservoir’s sensitivity. In Chapter 2, a generalised rock-physics modelling is performed to build this understanding using standard 4D seismic attributes such as zero-offset amplitudes and time-shifts. This gives insights as to the complementary between 4D amplitudes and time-shifts, the specific nature of the reservoir’s sensitivity at various magnitudes of dynamic changes, and the imbalance of sensitivity between pressure and saturation effects. Of further significance is the dependence of sensitivity on physical properties such as porosity, net-to-gross, and consolidation.

As the main focus of this research concerns 4D seismic data interpretation and its uncertainties, of greater concern is the pressure and saturation sensitivity measured directly from the acquired and processed 4D seismic data. This is of greater practical value as current measures are based on laboratory measurements on core plugs that have limited applicability to the in-situ field-scale reservoir response; and rock-physics modelling which are lacking in accuracy and replicability of the measured 4D seismic
response. In Chapter 3, a complementary technique for estimating pressure and saturation sensitivity is implemented which works by critically evaluating seismic and pressure-saturation measurements. This is possible in selected areas around and away from wells where pressure or saturation variations contribute predominantly to the observed 4D seismic response. Multiple monitor 4D seismic data are used to calibrate these areas as a function of field production time. This allowed the quantification of the sensitivity of the reservoir to pressure and saturation changes independently, at several monitor times. The technique uses both 4D seismic amplitudes and time-shifts from stacked (full offset) time migrated data acquired using towed streamer technology and is applied across a variety of producing North Sea clastic reservoirs. These fields included three normally pressured sandstones (Norne, Heidrun and Schiehallion fields) and a high-pressure-high-temperature (HPHT) sandstone (the Shearwater field). The results indicate that pressure and saturation sensitivity varies according to the geology of each reservoir, which favour rock-physics understanding. The purpose is to demonstrate a strategy by which the in-situ sensitivity can be reliably obtained from 4D seismic data. This gives a quantifiable understanding of different rocks, and provides a way of monitoring how the reservoir’s sensitivity varies laterally, and also at different monitor times. Apart from non-repeatable noise, a limitation is that the quantified sensitivity is not fully laterally extensive, as only specific areas around or away from wells where an appropriately strong 4D seismic signal exists is used, which is in turn controlled by the production mechanisms of each field. In addition, lack of historical well pressure and repeated saturation measurements adds to the uncertainty.

In any quantitative 4D seismic study, the accuracy of the magnitudes of 4D seismic signals (amplitudes, time shifts or other 4D attributes) is often a concern. A joint workflow linking the seismic survey geometry and timings of shots of a towed streamer and permanent reservoir monitoring (PRM) acquisitions, to the spatio-temporal fluctuations of pressure and saturations in the Norne field reservoir under production is carried out in Chapter 4. This gives an interesting understanding of the uncertainties in the interpretability of the acquired 4D seismic data, beyond the multiple causes of non-repeatable noise, often tied to acquisition-geometry differences. Particularly, that conventional CMP stacking (i.e. averaging for post-stack data) which increases signal-to-noise ratio will be inadequate for 4D seismic data acquired when production
fluctuations occur during the shooting of seismic data. This is because the same CMP bin location will have been acquired at different times during the shooting, and therefore will have captured different reservoir changes. By averaging, there is a lack of truth in the resultant reservoir change.

Chapter 5 brings us to seismic modelling via 1D convolution and a migration operator on the Norne field simulation model, where it is observed that such reservoir fluctuations which occur during the shooting of the PRM and towed streamer monitor seismic acquisition creates a complicated spatio-temporal imprint on the pre-stack data, and errors when interpreting the 4D seismic data quantitatively. This signature does not translate into a clear post-stack seismic image of pressure effects, even when geometric non-repeatability is perfect. It is found that the true absolute reservoir changes could not be obtained, but instead a mixed version of reality which depends on the sequence and timings of the shots during the acquisition. Both pressure and fluid saturation changes are affected by this phenomenon – both suffer from lack of spatial location of the change, and quantification of the absolute value of that change. With fluid saturation changes, the main errors are concentrated around the fluid fronts, but with pressure the errors are more widely spread across field compartments due to its quick diffusive nature. The near, mid and far-offsets are found to sample both pressure and saturation changes differently and this affects the ability of time-lapse analysis to accurately separate changes of saturation and pressure. The outcome is a lack of accuracy in the measurement of reservoir changes using post-stack or offset sub-stacks from the 4D seismic data, as they are found to be in error. It is recommended that pre-stack 4D seismic data should be analysed using the time stamp of the acquisition within each CMP bin, and the data shot in a consistent pattern to optimise time coverage. This however has limitations for towed streamer acquisitions, which are of a considerably lower fold than PRM systems.

Intrigued with the quantitative integration of data from the reservoir engineering and seismic domain, a map-based inversion scheme for separating and estimating pressure and saturation changes from 4D seismic data is discussed in Chapter 6 and applied on the Heidrun field in Chapter 7. Inverse theory is applied using data-driven linear equations developed and validated for an oil-water-gas system within the ETLP group over the last 12 years. A common feature of my inversion scheme combines multiple
offset amplitude stacks (near, mid and far) to separate pressure, water saturation and gas saturation changes. A new feature, however, is the strategic use of repeated multiple monitor 4D seismic data, as a natural extension of the work carried out in Chapter 3 which bypasses the need for rock-physics modelling. Data acquired at different monitor times (three monitors used on the Heidrun field) are combined to invert for the laterally extensive reservoir’s sensitivity. The estimated sensitivity is obtained for each offset stack and used as spatially varying weighting coefficients for pressure and saturation separation, which is shown to be more accurate and consistent, compared to using a single sensitivity value, as was the case in previous ETLP research. A weaker aspect of the multiple monitor data inversion is that it requires some prior knowledge of pressure and saturation changes at each monitor time, and this is obtained from a history-matched fluid-flow simulation model. The inversion scheme compensates for the inaccuracies in the original model by generating multiple reservoir models, obtained by global perturbation of static properties such as: lateral and vertical permeability and porosity (NTG). The models are simulated and qualified by their history match, and predictions from each of these models are used in turn in the multiple monitor inversion for the sensitivity coefficients. By generating multiple models, I address the uncertainties with using only one reservoir model (i.e. the model donated by sponsors), which may not be the best. Incorporating these into the map-based inversion also does a soft ‘closing the loop’, where a better model can be found based on the data misfit.

Apart from the reservoir engineering domain, uncertainties are also contributed by the 4D seismic data due to non-repeatable noise (and intra-survey fluctuations) which are different for the near, mid and far offset stacks, and are also different for each monitor 4D seismic data. The inversion scheme incorporates the noise uncertainty from each offset and for the monitor 4D seismic data, and outputs estimates of uncertainty in the solution of the inverted reservoir sensitivity, and also the inverted pressure and saturation changes.

In addition, the inversion problem is ill-posed as there is not enough information contained in the multiple offset 4D stacks (i.e. AVO stacks) to unambiguously invert for pressure and saturation changes (the determinant of the inversion matrix is zero); therefore it is fundamental for the inversion to incorporate a priori information that allows for an engineering-consistent solution. In this work, this challenge is resolved by
restricting the inversion solution space to known ranges of pressure, water and gas saturation changes. The restrictions are upper and lower bounds which are obtained a priori and could be either uniform (i.e. the same for each seismic bin location) or spatially varying. Uniform bounds are most common but have been found in this work to be inadequate to constrain each spatial location, particularly in noisy data. Such bounds are based on engineering material balance laws (for example, maximum and minimum water and gas saturation change) combined with bottom-hole-pressure measurements, if available.

Therefore, another key feature of my inversion scheme is the use of spatially varying upper and lower bounds, which addresses the pitfalls with uniform bounds. The spatially varying constraints for pressure and saturation changes are provided from the previously generated multiple history-matched fluid flow simulation models. The geologically consistent models honour material balance, flow conditions and well production history making the inversion solution at each seismic bin location more engineering consistent. The inversion scheme was successfully applied on a synthetic dataset built from the Heidrun field model and modelled with observed 4D seismic noise, where it was possible to analyse the reliability of the multiple monitor inversion for the reservoir’s sensitivity, the pressure and saturation inversion, the robustness to noise, as well as the effectiveness of the multiple models constraints.

At least two 4D seismic monitor data are needed to solve for the sensitivity coefficients, but the use of more monitor data helps to reduce redundancy leading to more robust sensitivity estimates which can better represent any 4D monitor time. A minimum of three different offset stacks (near, mid and far) are needed to solve for the three dynamic changes, pressure, water saturation and gas saturation. Estimating pressure and saturation changes at each 4D monitor time (all together five monitors), when only three monitors were used to obtain the inverted sensitivity also demonstrated the robustness of the inversion scheme where the effects on the 4D seismic signatures are quite similar across monitor times, as was the case on the Heidrun Field. This remains to be applied on other only non-compacting sandstones, but it is expected that the multiple monitor approach is widely applicable to clastic fields. Other field types, such as carbonate and chalk reservoirs undergo compaction combined with changes in effective porosity during production. The requirement of non-changing effective porosity (which
predominantly determines the reservoir’s sensitivity) in order to apply the multi-monitor inversion is invalid for these field types.

In applications to observed 4D seismic data, the challenge is that the generated models should be different enough to cover a wide range of uncertainties such that the observed 4D seismic signal can be explained within the bounds of predicted pressure and saturation changes from these models, but the models must be constrained by their history match quality, which in turn reduces the dispersion across the models. In addition, the bounds should not be too restrictive so as to give a higher degree of freedom to the solution of pressure and saturation space. This all depends on the confidence in the acquired and processed 4D seismic data, and in the generated models.
Figure 8-1 Summary of the accomplishments of this thesis.
8.2 Limitations and recommendations for future research

8.2.1 Key aspects of pressure and saturation quantification

In Figure 8-2 I summarise the main considerations for the separation and quantification of pressure and saturation changes in 4D seismic data. Some of these have been addressed (in bold) in this thesis, through the use of data-driven methods, but there is still much to be done in this area which are summarised below.

(1) Using different 4D seismic attributes:
Using two distinct 4D seismic attributes e.g. 4D seismic amplitudes as an interface property and 4D seismic time-shifts as an interval property can help to add further constraints to the inversion. Amplitude changes are caused by altered impedance contrasts in the vicinity of the bounding reservoir interfaces, and also depend on the reflection contrast of the reservoir interface. Such a response could therefore be influenced by local anomalies and intra-reservoir inhomogeneities. Time-shifts of seismic waves which have passed through the entire reservoir integrate the local velocity changes and can potentially provide a more robust measure of the average changes in the reservoir. In Chapter 2, it was shown that the reservoir’s sensitivity quantified using amplitudes and intra-reservoir time-shifts are quite complementary. Through the field case studies in Chapter 3 where large intra-reservoir time-shifts of up to 3 ms and 1.7 ms were observed on the Shearwater and Norne field, respectively, it was also suggested that time-shifts are a more robust measure than amplitudes for these fields. In the inversion scheme in Chapter 6 and 7, only mapped 4D amplitudes were used, but intra-reservoir time-shifts can also be incorporated (Equation 6-1) still applies for each offset stack). Using time-shifts will depend how reliably these can be estimated from the 4D seismic data of the particular field, with respect to data quality (noise and resolution) and magnitude of the 4D seismic response. The 2D maps of the inverted sensitivity obtained using amplitudes and time-shifts can be compared side-by-side for each offset stack. Pressure and saturation changes can then be estimated as 2D maps using time-shift data and amplitude data separately, and the inversion results compared. Both results can also be normalised (for example, by taking the mean of the two results), to produce a
final estimate of pressure and saturation changes, constrained both by amplitudes and time-shifts.

(2) Using the linear/non-linear inversion equation:
Equation (6-1) shows the governing mathematical expressions relating the 4D seismic response to pressure and saturation changes through the reservoir’s sensitivity terms. The inversion scheme used the linear approximation (Equation 6-1a) for the application on the Heidrun field in Chapter 7. The reasons for using the linear equation are also discussed in section 6.2.3, which depends on the magnitudes of pressure and saturation changes that occur across the monitor times of the field. This induced production will cause the 4D seismic response to lie within the linear or non-linear region in Figure 2-10 across the monitor times. If in doubt, then the quantified sensitivity (using Equation 2-23 and Equation 2-26) at each monitor time, as carried out in Chapter 3, will help to reveal whether to use a linear or non-linear equation. For the same location, if the calibrated sensitivities are of similar magnitudes between monitor times (i.e. less than 20% difference in sensitivity across all monitors), then the linear expression (Equation 6-1a) can be used. However, this calibration of sensitivity is usually localised, and may not always be representative of the entire reservoir. Thus, it is highly recommended to apply the inversion scheme using the non-linear equation (Equation 6-1b), and this may yield more accurate estimates of the reservoir’s properties, both in the inverted sensitivity coefficients and in the inverted pressure and saturation changes.

(3) Using offset/angle gathers or timestamped post-stack 4D seismic data:
The inversion scheme in Chapter 7 has been applied using post-stack data (i.e. partial offset stacks of the near, mid and far offset) were conventional stacking has been done by common-midpoints (CMP) alone. In Chapters 4 and 5, the implications of intra-survey reservoir fluctuations was quantified to reveal NRMS errors of up to 7.5% between the near offset and far offset 4D seismic data which were stacked conventionally (Table 5-4). This adds to the inaccuracies in estimating pressure and saturation changes using offset stacks. If
a high quality and carefully processed 4D seismic dataset is available (i.e. NRMS < 10%), the use of pre-stack 4D seismic gathers instead of post-stack data might help to extract more accurate reservoir dynamic changes from 4D seismic data. Alternatively, as suggested in section 5.4.1, time binning of each trace within a CMP gather, and then stacking each group of time-binned traces separately can help reduce the error between timestamped stacks of the near, mid and far offset stacks (see Figure 5-20). The inversion can then be performed using timestamped and stacked offset data (also see section 8.2.5 for workflow).

(4) Bayesian formulation for uncertainty analysis:

In the application in Chapter 7, a deterministic inversion which accounted for uncertainties from the 4D seismic domain was implemented, however, a stochastic approach could instead be adopted by formulating the inversion scheme (section 6.2) within a Bayesian framework (see for example, Floricich, 2006; Buland and El Ouair, 2006; Veire et al., 2006; Fursov, 2015). This will allow the incorporation of the dependencies between different variables - 4D amplitudes, time-shifts, pressure/saturation, sensitivity coefficients, and allows the combination of data from different sources (wells, maps). For this, apart from 4D seismic data uncertainty, multiple simulation models will provide a priori statistical representations of pressure and saturation changes (a priori mean and standard deviation), and the uncertainty in well pressure/saturation production data (i.e. measurement error) can also be incorporated. Apart from the minimum and maximum values which was used as upper and lower bound constraints to the inversion carried out in Chapter 7, other statistical data such as the mean and standard deviation extracted from the multiple simulation models was not used in the inversion scheme. One other conventional way to incorporate constraints besides the use of upper and lower bounds, would be to introduce an a priori solution along with an a priori uncertainty for pressure and saturation changes. Here, the a priori solution and uncertainty represent the mean and standard deviation from the entire simulation models, respectively. The inversion objective is no longer to only minimize the fitness to the 4D seismic data accounting for data uncertainty, but also the closeness of the inversion solution to the a priori solution, with the a priori model uncertainty also taken into account (Menke, 1989). As the Bayesian scheme is well suited
for tracking uncertainties, from the multiple monitor inversion for the reservoir’s sensitivity, to the final inversion for pressure and saturation changes, probabilistic maps of the inverted sensitivity and also the inverted pressure and saturation estimates can also be obtained.

(5) Volumetric inversion for thick reservoirs:

The data-driven approach in this thesis was performed on 2D maps which is quite appropriate for thin reservoirs. This definition of thickness is based on the seismic thickness of reservoirs which is dependent on the wavelength and frequency content of the seismic data at the target depth. Thus, depending on the seismic data quality, reservoirs of thicknesses of 10 to 70 m could be of half a wavelength cycle (i.e. peak to trough), which are considered seismically thin. Averaging across such a thin reservoir will not compromise the 4D seismic signals, as this can still be directly related to impedance changes, and thus, reflect the primary reservoir changes in pressure and saturation. On the other hand, seismically thick reservoirs are of a wavelength cycle or more. The reflectivity contrast at the top and base of the reservoir will have very different characters. Unlike thin reservoirs which are only affected by tuning effects (which can be catered for by using quadrature- phase difference seismic data to compute the mapped amplitudes), averaging over a thick reservoir introduces interference, tuning and side lobe complexities (Johnston, 2013). The averaged 4D signals can no longer represent the primary reservoir changes in pressure and saturation due to too many destructive and constructive seismic events within the thick reservoir. For reservoir changes such as pressure, which has a long wavelength spatial component, averaging the 4D seismic response across the entire reservoir will smear the signals where competing effects of pressure and saturation changes occur. The smearing also applies to water and gas saturations, as such effects generally concentrate on the bottom and top of the reservoir, respectively, depending on pressure gradients, gravity, mobility ratios and reservoir heterogeneity.

To apply the inversion scheme to thick reservoirs, the 4D seismic signals at the top and bottom reservoir interfaces can be computed separately, but this does not neglect the need for a volumetric inversion in three dimensions (3D).
Chapter 8: Conclusions and Recommendations

Figure 8-2 Summarising the key aspects for an engineering-consistent pressure and saturation inversion from 4D seismic data. In bold are the key data-driven features of this thesis.
The inversion can be extended to 3D volumes if the inversion is performed inside the simulation grid. This is quite useful as most producing fields have multi-layered reservoirs. Performing the inversion on the simulation grid, however, is a challenge, due to scale inconsistencies between the vertical and lateral resolution of seismic data and the irregular simulation model grid. This will involve transforming a band limited continuous information (the 4D signal extracted from 3D seismic data) into layered blocky information.

As of yet, the data-driven method which can use both 4D seismic amplitudes or time-shifts attributes have been applied on 2D maps, and it is not straightforward to directly transfer such attributes unto the reservoir simulation grid. Model-based techniques, however, have achieved this by inverting the 3D seismic traces to elastic properties via rock-physics inversion. Thore (2011) demonstrates a typical rock-physics based but layer-consistent inversion which requires a dense number of wells across the field to define the layering. Porosity and NTG wireline logs are used to define the blocky layers based on the vertical reservoir grid (since the vertical resolution of the seismic data is limited), and the layering is geologically compatible such that permeable layers and shaly layers are clearly delineated in the blocked logs. Inversion for elastic properties: density, P-wave velocity and S-wave velocity changes along the blocky layers are performed for seismic traces at wells using a simulated annealing technique based on rock-physics. The elastic properties could later be transformed into changes of pressure and saturation via a second inversion. The inverted property changes at the well positions are then extended to the rest of the seismic dataset by using a conjugate gradient algorithm to perform the inversion of each trace. The full inverted elastic property changes can then be in-filled into the reservoir grid, first by down-scaling and then up-scaling. The down-scaling uses an intermediate mapping object called Voxet which has the lateral resolution of the seismic data and the vertical resolution of the reservoir grid (i.e. block of layers of the Voxet corresponds to the inversion layers). The inverted properties are transferred to the Voxet, and lateral up-scaling of the Voxet to the reservoir grid is then performed, which has its associated loss of resolution.
Although Thore’s (2011) model-driven procedure addresses the loss of vertical content associated with the data-driven map-based approach, it is however compute-intensive and complex, and defeats the purpose of readily available and reliable pressure and saturation change maps for quick decision making. From a reservoir management point of view, the 2D maps of inverted pressure and saturation changes from the data-driven technique implemented in this work are useful for monitoring sweep efficiency, defining the locations of new infill wells, identifying major inconsistencies in the reservoir model and accelerating joint history matching of production and seismic data. However, as we continue on the path of better quantitative integration between the 4D seismic domain and reservoir engineering domain, (for example, in seismic history matching), the transfer to the reservoir grid will become common place.

### 8.2.2 Limitations for the applicability of the inversion scheme in Chapters 6 and Chapter 7

The inversion scheme described in Chapter 6 and implemented in Chapter 7 is formed of two main parts - the engineering domain from which multiple history-matched simulation models are generated, and the seismic domain from which 4D seismic data are provided for the inversion which is of two steps. Step 1 is the multi-monitor inversion which combines (a) multiple monitor 4D seismic data for each offset stack (near, mid and far offset) and (b) simulated pressure and saturation changes from the multiple simulation models, to estimate (c) the reservoir’s sensitivity as a spatial 2D map per offset stack. Step 2 is the multi-offset inversion which combines (a) multiple offset stacks (near, mid and far offset) of 4D seismic data for any monitor time and (b) the reservoir’s sensitivity obtained from step 1, to estimate (c) the reservoir’s pressure and saturation changes as a spatial 2D map at the monitor time. The limitations for the inversion scheme concern the available dataset: the availability of offset stacks of 4D seismic data at different monitor times; the availability of a geologically-consistent simulation model from which multiple models can be generated; and the availability of historic well production measurements for qualifying the match of the simulated...
production data to historic production data. Here I note the limitations due to data availability and offer possible alternatives.

(1) Only a single monitor 4D seismic data has been acquired on the field:

In this case, the multi-monitor inversion (Equation 6-2) becomes a single-monitor inversion to obtain the sensitivity coefficients spatially. This single-monitor inversion is applicable if only a maximum of two types of effects have occurred in the reservoir. To clarify, the two types of effects imply pressure changes accompanied with either water saturation changes alone or gas saturation changes alone - so a two fluid-phase system. For example, depleting a HPHT gas condensate reservoir above dew point will only induce pressure changes accompanied with some saturation changes due to gas condensate displacement. Another example would be producing an oil-water reservoir above bubble point pressure - so the only changes that occur are pressure and water (or oil) saturation. The inversion scheme which applies multiple history-matched simulation models is still applicable for this case of a single monitor data.

(2) If an original (base) history-matched simulation model is not available for the field:

In this case, a spatial 2D map of the sensitivity coefficients cannot be obtained. However, by using a single value for each of the sensitivity coefficients (for example, a mean value as shown in Figure 7-7), pressure and saturation changes can still be estimated as a spatial 2D map. This was the case carried out in Section 7.2.2; see Figure 7.14 (a) to (c)). Alternatively, this single value of sensitivity can be obtained by least squares inversion (an example shown in Equation 1-14). Magnitudes of pressure and saturation changes, as well as the 4D seismic attribute changes are extracted around the well locations, and combined. This was the approach by Floricich (2006). In addition, it is necessary to constrain the multi-offset inversion which uses this single value of sensitivity, but spatially varying bounds in the form of maximum and minimum pressure and saturation changes defined for each spatial location can no longer be applied as inversion constraints. This is because these spatial constraints can only be obtained from multiple simulation models. Since a simulation model is not available, then the alternative is to apply a uniform bound constraint based on a
single minimum and maximum value of pressure and saturation changes. This was the case applied in section 7.2.2, but the results can be rather poor (see Table 7-1 and Figure 7.14 (d) to (f)). For pressure bounds, this can be derived from well pressure measurements by taking the maximum and minimum pressure change at the wells as this is where the biggest pressure changes occur. For saturation bounds, this will be based on material balance laws, using some practical maximum for saturation changes. For example, maximum water saturation changes can be calculated as \((1 - S_{wc} - S_{or})\), where \(S_{wc}\) is the connate water and \(S_{or}\) is the irreducible (or residual) oil saturation, and minimum taken to be zero or the negative of the maximum water saturation. Bounds for gas saturation changes could have similar limits as that for water saturation changes.

(3) If there are no usable well production/pressure measurements in the field:

It is unlikely that a field under 4D seismic surveillance (i.e. at least one monitor survey has been acquired) will lack usable well production data. Again, in this case, the sensitivity coefficients cannot be quantified at every spatial location, but its calibration is restricted to specific locations using Equation 2-23 for amplitudes and Equation 2-26 for time-shifts. This approach was carried out in Chapter 3 using multiple monitors of 4D seismic data, which, depending on production activity, gave the possibility of obtaining both saturation sensitivity and pressure sensitivity at the same location, but at different monitor times. This practical application on four fields was limited by the lack of well pressure measurements for all fields, but history-matched simulation models where available for all fields, which helped to provide both pressure and saturation changes at specific locations around and away from injectors and producers. The saturation changes around producers can also be estimated based on the magnitude of production data such as producing gas-oil ratio and water-cut measured in the producers (Floricich, 2006).

If these production data are not available and there are no repeated formation tester saturation logs, then the magnitude of saturation changes can be calculated using material balance equations (Dake, 1997). This type of model excludes fluid flow inside the reservoir, and considers fluid and rock
expansion/compression effects only, in addition, of course, to fluid injection and production. This requires knowledge of the reservoir which is field dependent: formation volume factor for gas/oil/water; rock (pore) compressibility; fluid (oil, water, gas) compressibility; pressure change (baseline – monitor time); cumulative oil, water, gas injected and produced; cumulative aquifer influx; cumulative producing gas-oil ratio; solution gas-oil ratio; preproduction (i.e. baseline) gas cap size, original oil in place; reservoir temperature, bulk volume and pore volume; density of reservoir fluids; and sand porosity. Also, if there are no pressure data for wells, material balance calculations can help to estimate pressure (Dake, 1997). This is most appropriate for an isolated compartment of the reservoir, but such an approach is highly biased.

After this, one can then estimate the sensitivity, and compute the mean and standard deviation of pressure sensitivity and also saturation sensitivity. This mean and standard deviation will be based on the contribution from multiple (or single) monitors and the contribution from various locations calibrated for separate effects of pressure and saturation. The inversion scheme can then use this computed mean of sensitivity (i.e. a non-spatially varying sensitivity) to estimate pressure and saturation changes at each spatial location (this was the case carried out in section 7.2.2, see 7.14 (a) to (c)). The computed standard deviation mentioned above signifies the variation in sensitivity across monitor time and across the locations calibrated. For example in Figure 3.22, the spread from the mean of sensitivity for each field is this variation in sensitivity, likewise, in Figure 7-7. This spread can also be incorporated as uncertainty in the inversion. In this case, the inversion using only the mean of sensitivity (i.e. one value for all spatial locations) is best carried out within a Bayesian framework to account for the variation in sensitivity computed as the standard deviation from the mean.
(4) If there are no available well production/pressure measurements in the field, no history-matched simulation model for the field, and not enough information for material balance calculations:

In this case, the data-driven approach in Chapter 3 cannot be carried out for the field. However, one can use the database of quantified sensitivity (Figure 3-22) based on one of the fields that can be considered an analogue to the new field in question. Alternatively, a model-driven approach should be sought. The sensitivity can be estimated by rock-physics modelling using a range of expected pressure and saturation changes which was carried out in its simplest form in Chapter 2. For reservoir applications, rock physics modelling requires petrophysical well log calibration and laboratory-based measurements on dry cores, with a variety of rock-physics models to choose from for a reservoir-based parameterisation (Briceno, 2017).

8.2.3 Recommendations for the intra-survey seismic modelling in Chapters 4 and 5

As the analysis of intra-survey reservoir fluctuations in Chapters 4 and 5 is a first, it was necessary to strip the seismic modelling down to its simplest form; a modified 1D convolution at a fixed angle of incidence, and an applied migration operator. However, future studies of this problem will need to consider the limitations behind the assumptions discussed in Section 5.2.1. More sophisticated seismic modelling such as Ray-tracing methods (for example, Burnes et al., 2002) or Finite difference (FD) elastic modelling (for example, Thore, 2006; Arts et al., 2007) in the pre-stack domain can now be considered. However, it will still be necessary to model using a homogenous overburden so as not to introduce any bias in the modelling results due to overburden complexity.

As a direct seismic modelling method, FD captures the different wave propagation effects, and source and receiver directivity that influence amplitudes. Such effects include spreading, reflection and transmission in discontinuities, diffractions, scattering, and focusing and defocusing. Pre-stack elastic FD modelling thus generates the closest response to wave propagation through the subsurface. For both the PRM and towed
streamer surveys, the seismic shot records at the baseline and monitor acquisitions obtained from FD modelling, can undergo typical steps in 4D seismic processing workflows (for example, Figure 8-6(b)), and thus will inherit the processing and imaging artefacts, in close realisation to observed seismic data. Although seismic acquisitions and processing/imaging algorithms aim to generate a clear and reliable seismic image at the reservoir interval, it is likely that some unwanted noise are left untreated in the final processed seismic data. The curiosity behind applying the FD modelling method is to investigate the intra-survey reservoir fluctuation problem and its significance in a realistic 4D seismic dataset. However, it will no longer be possible to separate AVO response, geometric non-repeatability errors and the intra-survey impact. The 4D seismic amplitude response at the reservoir interval will thus be affected by all of these.

The shot gathers at the baseline time is modelled using (1) its acquisition geometry, (2) a wavelet, and (3) the 3D earth model (V_p, V_s and \( \rho \)) at the pre-production state of the reservoir. The added complexity with the monitor survey is that it requires a dynamic 3D earth model (Figure 8-3). For simulating a shot record at a shot point, the FD modelling could use the 3D earth model (V_p, V_s and \( \rho \)) derived from the simulation model (static and dynamic properties) for the shot time corresponding to that shot point. Thus, within the timeframe of the monitor acquisition, each shot time can be considered as a monitor survey with the same geometry but with a different earth model. The difference between the earth models at each shot time is dependent on the production fluctuations during the acquisition. For simplicity, the elastic properties (V_p, V_s and \( \rho \)) in the homogenous overburden remains unchanged at the baseline and monitor time. So, FD modelling will generate \( N_{time} \) shot gathers; \( N_{time} \) being the total number of shot times (associated with the shot points) in the monitor acquisition. For the monitor survey of the towed streamer, \( N_{time} = 16,047 \) and for the PRM survey, \( N_{time} = 44,589 \) (Table 4-2). For the baseline, FD modelling will also generate \( N_{shot} \) shot gathers; where \( N_{shot} \) is the total number of shot points at the baseline acquisition. Since the baseline survey is assumed to be acquired at pre-production it uses only one earth model. The FD algorithm also requires an extended earth model with a regular Cartesian grid. As the fluid-flow simulation model is built with irregular corner-point geometry, its grid
must be converted to the Cartesian grid, with cell sizes of less than 1 m to minimize numerical dispersion effects.

The shot gathers from baseline and monitor are sorted according to CMP locations on a common grid and are processed (for example, using the workflow in Figure 8-6(b)). Pre-stack migration (e.g. Kirchoff time migration, Gray and May 1994; Sun et al., 2000) is applied on sorted offset gathers. The RMS velocities for pre-stack migration are derived from interval velocities based on the respective earth models. The complexity for the monitor data is that the shot gather for each shot point has been modelled using a dynamic earth model which is different for each shot time. To avoid this dilemma, the FD modelling can be repeated for the entire monitor acquisition geometry using a different earth model at a time (Figure 8-3). The time corresponds to each shot time of the monitor survey, so that the FD modelling is repeated for the total number of shot times, $N_{\text{time}}$. This way, by using the earth model for each shot time, pre-stack migration can be performed on the entire data modelled for that shot time. This means that within the monitor acquisition, seismic data over the entire acquisition/reservoir area is obtained and processed for each shot time.

Outputs for the monitor survey are pre-stack migrated CMP gathers for all shot times at each location on the grid. Using this common CMP grid of the baseline and monitor geometry obtained through processing, spatio-temporal binning combines the monitor outputs. Note that at each CMP location on the common grid, the time of shot from the monitor survey must also be known. Similar to the workflow in Figure 4-13, the CMP gathers at a particular location that do not correspond to the time of shot for that location are removed. The resulting seismic data will thus have the correct migrated CMP gathers at the correct location that the gathers were imaged. Both the baseline and monitor seismic data are then stacked according to different offset/angle groups, to obtain AVO stacks (near, mid, far and full offsets).

In theory, the proposed workflow (Figure 8-3) appears promising, but in practise the parameterisation and implementation of the FD modelling is compute intensive and very time consuming. The workflows (Figure 4-13 and Figure 5-2) implemented for the intra-survey analysis take less than 3 months combined for both the towed streamer and
Figure 8.3 Recommended workflow for future study of the intra-survey reservoir fluctuation problem considering seismic wave propagation effects and geometric non-repeatability. Instead of 1D convolution followed by a migration operator, pre-stack elastic finite difference (FD) seismic modelling, followed by processing (which includes pre-stack time migration) is proposed. FD requires an earth model containing the elastic properties (P-wave and S-wave velocity and density). For simplicity, the overburden and underburden in the earth model are homogenous, and the overburden does not change. The reservoir’s elastic properties is heterogenous, and is derived from the simulation model (static and dynamic). At baseline time, the earth model is simply based on the pre-production state of the reservoir. At monitor time, the dynamic behaviour of the reservoir fluctuates during the acquisition, requiring an earth model for each shot time. which in turn dictates the number of times FD modelling is run. This sets the order for the CMP-based processing using a common grid for the baseline data and monitor data (at each shot time). The time of shot at each midpoint location of the grid should also be known. Spatio-temporal binning uses this grid to reconstruct the monitor seismic data. This is achieved by keeping only the timestamped CMP gathers that are located on the common grid with the correct time of shot associated with that location.
PRM acquisitions, whereas, the FD modelling and processing workflow in Figure 8-3, using a powerful cluster system, are expected to take a minimum of 20 times the above mentioned for one type of survey, as it will have to repeated over the entire area with a different dynamic earth model for each shot time of the monitor acquisition.

Perhaps, the 1D convolution seismic modelling combined with a migration operator in Chapter 5 (Figure 5-2) is a more practical approach. Amini (2014) shows that 1D convolution including a range of incidence angles coupled with a migration operator, yields similar post-stack (full stack) seismic results to finite difference seismic modelling on a 2D line (Figure 8-4). This observation is however confined to thin reservoirs (30 to 100 m) and by modelling using the first two assumptions in Section 5.2.1.
Figure 8-4 Seismic modelling comparison between finite difference (FD) for a single source and 2.5 km streamer configuration, and 1D convolution in terms of the monitor-baseline noise free 4D seismic response on post-stack (full offset) data; (a) the 4D seismic section from FD, (b) the 4D seismic section from ordinary 1D convolution, (c) the 4D seismic section from 1D convolution after application of the migration operator; it is visually similar to the section from FD modelling; (d) the difference between (a) and (b), (e) the difference between (a) and (c). To highlight the differences between the respective 4D seismic responses, the 4D amplitude in the difference result is multiplied by two, after Amini (2014).
8.2.4 Making post-stack 4D seismic data interpretation reliable by 4D timestamp binning

In 4D processing, monitor and baseline traces are binned using a common grid based on geometric criteria (for example, monitor and baseline traces with similar source and receiver positions) or on the basis of minimum azimuth difference (Figure A-2) or by selecting monitor traces closest to the bin centre of the baseline CMP bin. These are necessary steps in improving 4D data repeatability on the basis of spatial consistency, however, the complexities of intra-survey reservoir fluctuations are not considered. To cater for this, the timestamp binning strategy discussed in Chapter 5 can be embedded into 4D processing workflows. Figure 8-5(a) shows a proposed workflow for the time-binning of monitor data using the shot times and Figure 8-5(b) illustrates where this time-binning step could be applied within a typical 4D processing workflow. A way to embed this in such processing workflows would be to perform time-binning just after CMP binning. So, within each CMP bin, monitor traces are sorted based on the similarity of the time each monitor trace was shot. The criteria for similarity would be based on, for example, traces shot a few days apart. If wells are monitored during the acquisition, then the time interval for binning can be distributed according to the periods of significant production fluctuations. This time interval can also be irregular over the time frame of the monitor acquisition. This is in effect, a secondary binning that uses the shot timestamp of the monitor traces to address the temporal aspects of the 4D seismic signal as a result of intra-survey reservoir fluctuations.

The processing steps that follow timestamp binning will need to be applied to each group of time-binned traces within each CMP bin. The final stack at the end of the processing is thus specific to a timestamped group. Alternatively, one can implement timestamp binning at the end of the processing sequence (i.e. after pre-stack migration, and before stacking), however, it has been strategically placed in its current position of the processing workflow Figure 8-5(b). For example, it is suspected that acquisition footprints in 4D seismic data could be reduced after timestamp binning, thus, making “Footprint removal” unnecessary, however, it may still be best to perform timestamp binning as the last processing step. “Although binning is used in 4D (and 3D) processing, it is not the only process that needs to be considered when analysing the total effect of intra-survey changes. Indeed, all multichannel processes that combine
data recorded at different times need to be included as well. These include data regularisation, noise removal, and, most of all, migration.

Figure 8-5 (a) Baseline and monitor processing sequence for time-binning of the monitor data. Only the shot timestamps of the monitor data are required for 4D analysis. The 4D binning is not just a geometric (or spatial) aspect, but also considers the temporal aspect of the monitor acquisition. (b) A typical 4D processing workflow showing an example application on data from a Gulf of Mexico field (modified after Helgerud et al., 2011). 4D processing quality control for each processing step are tracked using NRMS values calculated between monitor and baseline seismic data (0-perfectly matched traces and 2-anti-correlated traces). A fast-track strategy helps to evaluate repeatability issues in the data and to produce early interpretation products. Coprocessing however results in better repeatability and less interpretation uncertainty. In the workflow, I have highlighted (in red) when my proposed timestamp binning should be implemented, and it is expected that this will improve the repeatability. The final stack is not a conventional CMP binned stack, but many stacks representing each common timestamp group within a CMP bin (see also Chapter 5, section 5.4)
The requirements for those processes also need to be addressed, not least with respect to spatial sampling. For these reasons, any attempt to examine or ameliorate intra-survey effects would need to defer timestamp binning until the final step in processing, i.e., after (prestack) migration. The migration would also need to be performed shot by shot, and without summation across different shots. Some multichannel processes such as common receiver noise removal or Radon demultiple would also need to be excluded if the acquisition time of the traces in the gathers is too large. In addition, spatial sampling will need to be sufficient within each time bin used for the analysis, while the length of the (time) bin should be short enough that intra-survey effects can be neglected”. (H. Jakubowicz, Personal communication, 4 July 2017).

The vertical axis on Figure 8-5(b) shows the improvements in 4D seismic data repeatability (NRMS) at each completed processing step. It is expected that the proposed 4D timestamp binning will improve the data repeatability across both Fast track and Coprocessing routes, but as of yet there is no telling by how much.

The shot timestamp of the baseline acquisition is not necessary if the baseline seismic data was acquired prior to production start, thus, the reservoir is in pressure equilibrium at this time. For mature fields, however, it is common for an older monitor survey to be assigned as the baseline (or reference), when, for example, the pre-production baseline survey was not a 4D dedicated survey. This is usually the case where more advanced acquisition technology, for example, from towed streamers to ocean-bottom-seismometers (nodes, OBN, or cables, OBC) has been implemented after production start-up. In this case, the reference monitor shot timestamp should also be considered.

In addition to this, it is suspected that if time-binning of the traces is performed before CMP stacking, this can help reduce the impact of other non-production effects such as water velocity changes and tidal variations which can fluctuate independently during monitor surveys. MacKay et al. (2003) show examples where temperature changes in a deep-water location introduce significant cross-line statics within a single survey. Baseline and monitor surveys are subject to this, and such non-production effects causes misalignments of long-period free surface and water-bottom multiples (which are in effect, non-repeatable) between monitor and baseline seismic data, which in turn produces a time-shift bias that depends linearly on the difference in tides and water
velocity between surveys. The resulting misalignments create artefacts that interfere with 4D seismic data interpretation. Calvert (2005a and 2005b) develops a method that removes multiple differences from observed 4D seismic data by shooting one (or both) of the surveys twice at different tidal or two-way water time states and by deriving an operator that removes the multiples on the 4D (monitor-baseline) seismic data. Hatchell et al. (2008) correct for this misalignment by using the correlation between water velocity differences and observed 4D seismic time-shifts between monitor and baseline.

As variations in tides and water velocity are of a temporal nature, it is common practice to measure the sea tidal states and water velocity during the shooting of the surveys. Timestamp binning can then be performed on the acquired seismic data (monitor or baseline), and tidal and water velocity corrections applied using the measurements taken at similar times to the shot timestamp groups of the seismic data. This will thus help to align multiples (and also primaries) in baseline and monitor seismic data and improve 4D seismic data repeatability. At later processing steps, the baseline (or assigned reference monitor) seismic data can be stacked conventionally according to CMP bins only. However, in order to address intra-survey reservoir fluctuations, the subsequent monitor data can be resorted into timestamp groups in agreement with production fluctuations time intervals.

Finally, from the perspective of seismic history matching, timestamp binning of 4D seismic data also addresses the timescale issues between the 4D seismic domain and the reservoir engineering domain. As the 4D seismic data is acquired over weeks or months, timestamp binning reduces uncertainties when comparing the acquired post-stack seismic data to synthetic post-stack seismic data modelled using the instantaneous predictions from the flow simulation model (see also section 5.4).
8.2.5 *An inversion scheme for “closing the loop” via seismic assisted history matching*

The inversion scheme (see Figure 6-2) which embodies the quantitative integration of the reservoir engineering domain via multiple models, and the seismic domain via inversion lays the foundation for model updating using a joint 4D seismic-history matching procedure (Figure 8-7). Calibrating the 4D signals via the inversion scheme, before running a history matching, helps to reduce incorrect information into the matching. This will help to improve the predictive capability of the reservoir simulation model. The history-matching could use the inverted pressure and saturation changes or the best estimate of the inverted sensitivity coefficients from multiple models approach.

*Figure 8-6 Proposed Seismic Assisted History Matching Workflow (modified after Obidegwu et al., 2015) after implementing the inversion scheme in Figure 6-2 - combining the production data with the 4D seismic data. The blue arrows (lower part) highlight the production history match loop; the black arrows (upper part) highlight the seismic history match loop using the inverted pressure and saturation changes; the green arrows (middle part) showcases their individual or combined path; while the black arrows (circular arrows) shows the direction of the loop. The dashed grey arrows (upper most part) illustrate that 4D amplitudes obtained from the inverted sensitivity coefficients could instead be used in the seismic history match loop. The red arrows indicate the inversion part. There is also a potential for Geological model updating as indicated by the dashed light blue arrows.*
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If using the inverted sensitivity coefficients, it is best to convert these to synthetic amplitude maps (simulated) so as to avoid any inversion from the reservoir engineering domain via simulator-to-seismic modelling. The simulated 4D amplitude maps can instead be obtained quickly using the linear or non-linear inversion equations (Equation 6-1). The inverted sensitivity coefficients already derived from observed 4D seismic data can be combined with the simulated pressure and saturation changes from the model ensembles to generate 4D seismic synthetic maps at each monitor time.

The synthetic (i.e. simulated) 4D seismic maps can then be compared with the observed 4D seismic maps using an appropriate objective function (for example, least squares) for history-matching. However, it is recognised that the inverted pressure and saturation changes already obtained from the inversion scheme is the most direct attribute for seismic history-matching. Additionally, the best model identified by the inversion scheme could be the starting point from which ensembles of models are generated.

A second least-squares objective function (OF) is designed to compare the simulated and historic (i.e. observed) well production data. Together, both objective functions form a joint objective function for history matching with the aim of minimising the misfit between simulated parts and observed (or inverted) parts. The parameterisation usually involves the local or global perturbation of volumetric/ connectivity reservoir properties which include horizontal and vertical permeability multipliers, NTG multipliers, pore volume multipliers, endpoints of relative permeability curve (connate water saturation, critical gas saturation) and transmissibility multipliers for geobodies and/or faults depending on field geology. Uncertainties must be carried forward, both those estimated from pressure and saturation inversion of 4D seismic data, and also from measurement errors associated with historic well data. For comparing different resulting maps, vectors or initial realisations, estimating the norm of the differences should be used as a standard procedure. The Geological model can also be introduced into the history matching loop. This is necessary as more information is obtained about the reservoir, the initial assumptions about the fine scale geological model (from which the reservoir model is obtained by upscaling) will need to be addressed and updated.
8.3 Final remarks

The research output of this thesis has been driven by curiosity and passion with an attempt to raise relevant questions, conceptualise ideas to proffer solutions to them, as well as raise even more inquiries, all to push the boundaries of science. “Knowledge is of no value unless it is put into practice”. I hope that the knowledge that has been inspired through this research is taken forward in future studies, just as the many efforts in the past, have laid the foundation for the accomplishments of this thesis.

“The greatest challenge to any thinker is stating the problem in a way that will allow a solution”

-- Bertrand Russell, British philosopher, logician, mathematician, historian, writer, social critic, political activist & Nobel laureate (1872-1970) --
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4D seismic data non-repeatability (NRMS) and estimation of 4D noise using maps
A.1 Measure of 4D seismic data repeatability, NRMS

The normalised root-mean-square (NRMS) metric is calculated as the RMS difference between two traces in a given window, divided by their average RMS, expressed as a percentage (Kragh and Christie, 2002). The window is above and away from the reservoir, outside any areas undergoing production. If \( a_t \) and \( b_t \) are the two traces, the NRMS is expressed as,

\[
NRMS = \left\{ 100 \frac{2(RMS(a_t - b_t))}{RMS(a_t) + RMS(b_t)} \right\},
\]

where the RMS operator is calculated as:

\[
RMS = \sqrt{\frac{\sum_{n=1}^{N} (x_i)^2}{N}}
\]

and \( N \) is the number of samples of the trace \( x_t \) in the window \( t_1 - t_2 \)

**Figure A-1 NRMS colour chart. Theoretically, if two traces are identical, the NRMS is 0, if both traces contain random noise, NRMS is 141% and if they are 180° out of phase, the NRMS is 200%.**

The NRMS is extremely sensitive to the smallest of changes between the two input traces, whether it is in the overall static, phase or amplitude.

From a very general point of view 4D noise can be assigned to three classes according to its source (Hubans, 2016):

- “Random noise” is the independent energy recorded by seismic sensors even when no seismic source is active. That is, it is environmental noise such as
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swell, drilling, ground roll, seabed, rig noise, microseismic, etc. This noise has absolutely no relation or correlation with seismic survey.

- Repeatability noise is the 4D noise linked to the fact that the acquisition experiment cannot be perfectly repeated. The main source of non-repeatability in offshore streamer acquisition domain is the positioning error (Figure A-2) due to streamer feathering. Eiken et al. (2003) illustrates this simply by taking a seismic section, shifting it laterally by 25 m, and subtracting it from itself. The NRMS value of the difference in such a scenario averages approximately 40%. But in new domains or using new technology other non-repeatability effects may have greater impact than topographic errors: coupling, tidal impact on multiples, water bottom changes with season (velocity variations), seismic processing artefacts, focusing and defocusing effects and scattering etc. For example, water velocity variations between monitor and baseline of 10 m/s is equivalent to 1 ms two-way time at 100 m, and tidal changes of only 0.67 m is equivalent to 1 ms. Using the formula, $NRMS = 2\pi f \cdot dt$ (Jakubowicz, 2012) then for $dt = 1$ ms and frequency of seismic data $f = 30$ hz, the NRMS between the monitor and baseline trace is 18.8%.

Figure A-2 Geometric repeatability measure for time-lapse traces in a CMP bin. The source and receiver location, $S_B$ and, $R_B$, of one baseline trace are connected by the green line. The respective source and receiver location, $S_M$ and, $R_M$, for the monitor trace are connected by the red line. The measured distance between repeat source and receiver location is $\Delta$Source and $\Delta$Receiver, respectively. $\Delta$Azimuth is the azimuth difference between the baseline and monitor source and receiver positions.
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- Coherent noise, very often related to non-repeated multiples.

It is therefore important that changes in the reservoir reflect in an NRMS measure greater than that outside the reservoir zone in order to detect a usable time-lapse signal.

Typical NRMS values for non-repeatability noise calculated outside and above the reservoir zone in post-stack seismic data are around 15-45% (offshore, towed streamer), 2-15% (offshore, PRM), 20-60% (Onshore, conventional), 0-1% (onshore, PRM).
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A.2 Estimation of 4D seismic data uncertainty

Let us consider two 2D amplitude maps $A_{\text{base}}(x,y)$ and $A_{\text{mon}}(x,y)$, such as base and monitor datasets. Each of them is composed of a geological (signal) part (G) and of a noise part (N):

$$A_{\text{base}}(x,y) = G_{\text{base}}(x,y) + N_{\text{base}}(x,y)$$
$$A_{\text{mon}}(x,y) = G_{\text{mon}}(x,y) + N_{\text{mon}}(x,y)$$

The noise parts correspond to acquisition and processing artefacts with specific structural characteristics: short scales for random noise and a strong spatial anisotropy ratio for an acquisition footprint for example (Magneron, 2016). In a 4D context $N_{\text{base}}$ and $N_{\text{mon}}$ are not correlated. Considering their structural content, the geological parts are generally well discriminated from the noise parts. Production effects result in differences between $G_{\text{base}}$ and $G_{\text{mon}}$ so that they are not 100% correlated.

The observed 4D seismic amplitude response, $\Delta A$ is a contribution from the pure 4D signals contributed by production effects, $\Delta G$ and 4D noise, $\Delta N$. The noise is assumed additive:

$$\Delta G(x,y) = G_{\text{mon}}(x,y) - G_{\text{base}}(x,y)$$
$$\Delta N(x,y) = f (N_{\text{mon}}(x,y), N_{\text{base}}(x,y))$$
$$\Delta A(x,y) = \Delta G(x,y) + \Delta N(x,y)$$

To quantify the observed seismic 4D noise, $\Delta N$, the seismic repeatability metric, NRMS as in section A-1, measured as a fraction between two 3D seismic datasets from the two surveys (which results in a 2D map), is applied as,

$$NRMS = \frac{2 \times RMS(3D_{\text{mon}} - 3D_{\text{base}})}{RMS(3D_{\text{mon}}) + RMS(3D_{\text{mon}})}$$

This is related to the 4D noise-to-signal ratio, $N/S$ between the monitor and baseline seismic data (Grion et al., 2000; Behrens et al., 2002) as:
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\[ \frac{N}{S} = \frac{NRMS}{\sqrt{2 - NRMS^2}} \]

As seen in the above formula, N/S is the 4D noise-to-signal ratio, and it is the inverse of the signal-to-noise ratio (SNR or S/N).

Assuming non-repeatability noise is the main source of uncertainty, the 4D seismic noise, \( \Delta N \), as a 2D map can then be quantified as:

\[
\Delta N(x, y) = \Delta G(x, y) \times \frac{N}{S}
\]

\[
\Delta N(x, y) = \frac{\Delta A(x, y)}{1 + \frac{N}{S}} \times \frac{N}{S}
\]

\[
\Delta N(x, y) = \frac{\Delta A(x, y) \times NRMS}{\sqrt{2 - NRMS^2} + NRMS}
\]

The observed 4D seismic response, \( \Delta A \) is the RMS amplitude map computed along the top reservoir, and the \( NRMS \) attribute is computed above the reservoir outside any influence of production effects.
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This appendix contains a literature review up until 2016 of reservoir pressure effects observed in 4D seismic amplitude and intra-reservoir time-shift data for various producing clastic fields taken from published papers where the magnitude of the pressure change (MPa) and the data noise levels expressed as “normalised RMS” (root-mean-square) were reported. The data included for each field have the limitation of being compiled from several papers, thus, multiple references. First, the table used to generate Figure 3-1 is provided, and then, the references are provided.
### Table B-1 Literature review of pressure increase and decrease effects in 4D seismic data for various producing fields

A combination of papers which reported the magnitude of pressure changes and the NRMS data repeatability are used.

<table>
<thead>
<tr>
<th>Field name</th>
<th>Location</th>
<th>geology</th>
<th>pressure up</th>
<th>time-shift</th>
<th>duration</th>
<th>pressure down</th>
<th>time-shift</th>
<th>duration</th>
<th>NRMS</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Troll Ost</td>
<td>Norwegian Sea</td>
<td>Shallow marine, gas field</td>
<td>-1.5 MPa</td>
<td>+0.2 to 1 ms</td>
<td>6 years</td>
<td>-1.5 MPa</td>
<td>8 months</td>
<td>33% and 24%</td>
<td>13%</td>
<td>Eiken et al. 2005</td>
</tr>
<tr>
<td>Shearwater</td>
<td>Central North Sea</td>
<td>HPHT shoreface sand</td>
<td>-53 MPa</td>
<td>-2 ms</td>
<td>3 years</td>
<td>-53 MPa</td>
<td>3 years</td>
<td>7%</td>
<td>Stamp</td>
<td>Staples et al. 2007, Ji, 2016</td>
</tr>
<tr>
<td>South Gas Basin</td>
<td>North Sea</td>
<td>Tight cemented gas sands with open fractures</td>
<td>-12.4 MPa</td>
<td>-1.2 ms</td>
<td>7 years</td>
<td>-12.4 MPa</td>
<td>8 months</td>
<td>~41%</td>
<td>Hall et al. 2006</td>
<td></td>
</tr>
<tr>
<td>Sarawak</td>
<td>Offshore Sarawak</td>
<td>Compacting reefal carbonate</td>
<td>-4.5 MPa</td>
<td>-1 ms</td>
<td>3 years</td>
<td>-4.5 MPa</td>
<td></td>
<td>20%</td>
<td>Barker et al. 2008</td>
<td></td>
</tr>
<tr>
<td>Schiehallion</td>
<td>UK continental</td>
<td>Turbidite</td>
<td>+17 MPa</td>
<td>2.4 ms</td>
<td>1.25 years</td>
<td>-15 MPa</td>
<td></td>
<td></td>
<td>Barker et al. 2008</td>
<td></td>
</tr>
<tr>
<td>Troll East</td>
<td>Norwegian Sea</td>
<td>Poorly consolidated</td>
<td>+4 MPa</td>
<td>-1</td>
<td>3 years</td>
<td>-4 MPa</td>
<td>8 months</td>
<td>~15%</td>
<td>Avseth et al. 2013</td>
<td></td>
</tr>
<tr>
<td>Elgin</td>
<td>Central North Sea</td>
<td>HPHT, gas condensate</td>
<td>-50 MPa</td>
<td>-0.4</td>
<td>4 years</td>
<td>-50 MPa</td>
<td>8 months</td>
<td>~12%</td>
<td>Grandi et al., 2010</td>
<td></td>
</tr>
<tr>
<td>Curlew D</td>
<td>Central North Sea</td>
<td>Shallow marine, Gas condensate</td>
<td>-34 MPa</td>
<td>-0.2</td>
<td>8 years</td>
<td>-34 MPa</td>
<td></td>
<td>30%</td>
<td>Femmers et al., 2007</td>
<td></td>
</tr>
<tr>
<td>Terra Nova</td>
<td>Offshore Canada</td>
<td>Fluvial</td>
<td>1</td>
<td>6.5 years</td>
<td>6 years</td>
<td>-0.2 ms</td>
<td>5.5</td>
<td>~25%</td>
<td>Andersen et al., 2011</td>
<td></td>
</tr>
<tr>
<td>Bluffsk North Sea</td>
<td>Chalk</td>
<td>+4.13 MPa</td>
<td>0.36 ms</td>
<td>6 months</td>
<td>4.13 MPa</td>
<td>0.26</td>
<td>6 months</td>
<td>5%</td>
<td>Lyngnes et al., 2013, Wong, 2016</td>
<td></td>
</tr>
<tr>
<td>Valhall</td>
<td>North Sea</td>
<td>Chalk</td>
<td>+2 MPa *</td>
<td>1</td>
<td>3 years</td>
<td>-7 MPa</td>
<td>3 years</td>
<td>8%</td>
<td>Corzo, 2009</td>
<td></td>
</tr>
<tr>
<td>Norne</td>
<td>Norwegian Sea</td>
<td>Shallow marine</td>
<td>+20 MPa</td>
<td>1.3 ms</td>
<td>3 years</td>
<td>+20 MPa</td>
<td>8 months</td>
<td>25%</td>
<td>Osdal et al. 2006</td>
<td></td>
</tr>
<tr>
<td>Swale</td>
<td>Norwegian Sea</td>
<td>Coastal plain env., heterolithic</td>
<td>+2</td>
<td>8 months</td>
<td>20%</td>
<td></td>
<td></td>
<td></td>
<td>Alos et al., 2009</td>
<td></td>
</tr>
<tr>
<td>Peace river</td>
<td>Onshore Canada</td>
<td>Unconsolidated</td>
<td>+5 MPa</td>
<td>0.55 ms</td>
<td>5 weeks</td>
<td>+5 MPa</td>
<td></td>
<td>&lt;2%</td>
<td>La Follet et al., 2015, Barker et al. 2015</td>
<td></td>
</tr>
<tr>
<td>Baobab</td>
<td>Gulf of Guinea</td>
<td>Turbidite with interbedded</td>
<td>+14.7 MPa</td>
<td>4 ms</td>
<td>9 years</td>
<td>+14.7 MPa</td>
<td></td>
<td>22%</td>
<td>Amini, 2016</td>
<td></td>
</tr>
<tr>
<td>Snoere</td>
<td>Norwegian Sea</td>
<td>Fluvial</td>
<td>-11 to -15 MPa</td>
<td>12 years</td>
<td>15%</td>
<td></td>
<td></td>
<td></td>
<td>Raste et al. 2015</td>
<td></td>
</tr>
<tr>
<td>Mars</td>
<td>Gulf of Mexico</td>
<td>Turbidite</td>
<td>-48 MPa</td>
<td>9 years</td>
<td>32%</td>
<td></td>
<td></td>
<td></td>
<td>Tura et al 2005</td>
<td></td>
</tr>
<tr>
<td>Europa</td>
<td>Gulf of Mexico</td>
<td>Turbidite</td>
<td>-27 MPa</td>
<td>5 years</td>
<td>32%</td>
<td>Tura et al 2005</td>
<td></td>
<td></td>
<td>Eiland et al, 2008</td>
<td></td>
</tr>
<tr>
<td>Holstein</td>
<td>Gulf of Mexico</td>
<td>Turbidite</td>
<td>-17 to -29 MPa</td>
<td>5 years</td>
<td>21%</td>
<td></td>
<td></td>
<td></td>
<td>Hudson et al. 2005, Hogson et al. 2007, Magesan et al. 2005</td>
<td></td>
</tr>
<tr>
<td>Genesis</td>
<td>Gulf of Mexico</td>
<td>Turbidite</td>
<td>+35 MPa</td>
<td>3 years</td>
<td>45%</td>
<td></td>
<td></td>
<td></td>
<td>Hagnasser 2012</td>
<td></td>
</tr>
<tr>
<td>Erskine</td>
<td>Central North Sea</td>
<td>HPHT, gas condensate</td>
<td>-40 MPa</td>
<td>3 years</td>
<td>26%</td>
<td></td>
<td></td>
<td></td>
<td>De Gennaro et al. 2008</td>
<td></td>
</tr>
<tr>
<td>Kristin</td>
<td>Norwegian Sea</td>
<td>HPHT, gas condensate</td>
<td>-30 MPa</td>
<td>2 years</td>
<td>~29%</td>
<td>Dyvik et al. 2010, Hansen et al 2009</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Forties</td>
<td>North Sea</td>
<td>Turbidite</td>
<td>+6 MPa</td>
<td>8 years</td>
<td>27%</td>
<td>Amoyedo et al. 2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cormorant</td>
<td>North Sea</td>
<td>Fluvial Deltaic sands</td>
<td>+8 MPa</td>
<td>7 years</td>
<td>40%</td>
<td></td>
<td></td>
<td></td>
<td>Fornirich 2006</td>
<td></td>
</tr>
<tr>
<td>Gullfaks North Sea</td>
<td>Unconsolidated to</td>
<td>+9 MPa (85 - 99)</td>
<td>4 years</td>
<td>9 MPa</td>
<td>3 months (03-01)</td>
<td>34 % and 28%</td>
<td></td>
<td></td>
<td>Strønen and Digranes 2004, El Ouair et al. 2007, Lumley et al. 2003, Landre et al., 1999</td>
<td></td>
</tr>
<tr>
<td>Stybarrow</td>
<td>Western Australia</td>
<td>Poorly consolidated tu</td>
<td>+13 MPa</td>
<td>1 year</td>
<td>18%</td>
<td></td>
<td></td>
<td></td>
<td>Herren et al. 2012</td>
<td></td>
</tr>
<tr>
<td>South Arne</td>
<td>Danish North Sea</td>
<td>Chalk</td>
<td>+30 MPa</td>
<td>5 years</td>
<td>15%</td>
<td></td>
<td></td>
<td></td>
<td>Herwanger et al. 2010</td>
<td></td>
</tr>
<tr>
<td>Franklin</td>
<td>HPHT, gas condensate</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>De Gennaro et al. 2008</td>
<td></td>
</tr>
<tr>
<td>Dani</td>
<td>Chalk</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Hatchell et al. 2007</td>
<td></td>
</tr>
<tr>
<td>Skua</td>
<td>Central North Sea</td>
<td>HPHT, gas condensate</td>
<td></td>
<td></td>
<td>13%</td>
<td></td>
<td></td>
<td></td>
<td>Staples et al. 2007</td>
<td></td>
</tr>
</tbody>
</table>
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Appendix C

Matrix set-up,
MATLAB in-built “lsqlin” function and the reflective-trust region algorithm for solving bounded linear inverse problems

Appendix C-1 summarises how the matrices are set up for the multi-offset and multi-monitor inversion introduced in section 6.2, and introduces the MATLAB in-built solver “lsqlin” which is used to solve the constrained linear inverse problem described in section 6.2.4. The solver is an optimisation technique based on the Interior-reflective Newton method via a Bounded Trust-Region approach. Appendix C-2 introduces optimisation algorithms and looks into how the “lsqlin” function attempts to solve the constrained linear inverse problem. This is based on the work by Coleman and Li (1993).
C.1 Matrix formulations

The general linear system

\[ \mathbf{d} = \mathbf{Gm} + \mathbf{e} \]

satisfies the linear data-driven formulation for pressure and saturation inversion, and sensitivity coefficients inversion, in this thesis (see section 6.2.2):

\[ \Delta \mathbf{A} \approx \left( C_P \Delta P + C_{sw} \Delta S_w + C_{sg} \Delta S_g \right) \mathbf{A}_b + \Delta N \]

where, \( \Delta \mathbf{A} \) is a 4D seismic amplitude map (monitor-baseline), \( \Delta P \) is the change in pore pressure, \( \Delta S_w \) is the change in water saturation, \( \Delta S_g \) is the change in gas saturation, \( \mathbf{A}_b \) is the baseline seismic amplitude map which captures the effects of the reservoir geology, porosity, net-to-gross and general static seismic properties. \( C_P, C_{sw} \) and \( C_{sg} \) are sensitivity coefficients and \( \Delta N \) which is the same as \( \mathbf{e} \) is the estimated 4D seismic noise in \( \Delta \mathbf{A} \) (see Appendix A-2).

Figure C-1 Multi-offset simultaneous linear equation representation using three offset stacks (near, mid and far offset). (a) Matrix formulation as a general linear system \( \mathbf{d} = \mathbf{Gm} + \mathbf{e} \). Note that \((x,y)\) represents each seismic bin location, in this case there are “M” number of seismic bin locations. The linear mapping operator \( \mathbf{G} \) which contains the sensitivity coefficients is a sparse matrix. Also note that its elements are internally pre-multiplied by the baseline amplitude map, \( \mathbf{A}_b \) for each offset (see Equation 6-3). (b) Matrix representation of the data error covariance matrix, \( \mathbf{C}_d \) for each offset stack. Note that only the diagonal entries are defined, whose elements are the noise estimates defined by their variance, \( \sigma_{x,y}^2 \), (i.e. a normal distribution of data errors with zero mean and non-zero standard deviation, \( \sigma \)) so that \( \mathbf{C}_d = \sigma^2 \mathbf{I} \), where \( \mathbf{I} \) is the identity matrix. Note that as the noise is spatially varying, the variance is also spatially, and that the noise is different for near, mid and far \( \Delta \mathbf{A} \) stacks.
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For the formulations in the multi-offset inversion which combines near, mid and far offset amplitude stacks to obtain the unknown pressure and saturation changes at a monitor time, the above equation becomes a linear system of equations (Figure C-2). Likewise, for the multi-monitor inversion which combines 4D amplitude stacks at different monitor times, for a specific offset to obtain the unknown pressure and saturation sensitivity coefficients (Figure C-3). Note that the sensitivity coefficients will be different for each offset stack, as Figure C-2 indicates.

Figure C-2 Multi-monitor simultaneous linear equation representation for three monitor vintages. The monitor data, denoted by M1, M2 and M3 are for a specific 4D amplitude offset stack, ΔA. Note that (x,y) represents each seismic bin location, in this case there are “M” number of seismic bin locations. (a) Matrix formulation as a general linear system \(d = Gm + e\). The linear mapping operator G which contains pressure and saturation changes is a sparse matrix. Also note that its elements are internally pre-multiplied by the baseline amplitude map, \(A_i\), to satisfy the above equation. (b) Matrix representation of the data error covariance matrix, \(C_d\) for each monitor data. Note that only the diagonal entries are defined, whose elements are the noise estimates defined by their variance, \(\sigma^2\) (i.e. a normal distribution of data errors with zero mean and non-zero standard deviation, \(\sigma\)), so that \(C_d = \sigma^2 I\), where \(I\) is the identity matrix. Note that as the noise is spatially varying, the variance is also spatially, and that the noise is different for each monitor time, M1 to M3.

As discussed in section 6.2.1, also note that, in Figure C-3, the matrix mapping operator G contains “simulated” pressure and saturation changes for all monitor times, M1 to M3, which are taken one by one from multiple fluid-flow simulation models. One out of the several predictions of pressure and saturation changes from the models will provide the best estimate of \(C_p\), \(C_{sw}\) and \(C_{sg}\) that honours the observed 4D seismic offset data, ΔA, combined for all monitor times. In Figure C-2, the matrix mapping operator G is...
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different, as it now contains this best estimate of $C_p$, $C_{Sw}$ and $C_{Sh}$ for each offset stack. This allows us to estimate $\Delta P$, $\Delta S_w$ and $\Delta S_g$, for any monitor time, M1, M2 and M3.

C.1.1 MATLAB functions for solving constrained inverse problems

MATLAB offers several Optimisation Toolbox™ solvers for various types of functions, $f(m)$ and constraints, with the objective of finding the vector solution, $m$, (Table C-1). I use the “lsqlin” solver which implements the trust-region reflective algorithm described in section C.2 for a bounded linear problem. For more details see the references below.

<table>
<thead>
<tr>
<th>Solver</th>
<th>$f(m)$</th>
<th>Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>mldivide</td>
<td>$Am - b$</td>
<td>None</td>
</tr>
<tr>
<td>lsqnonneg</td>
<td>$Am - b$</td>
<td>$m \geq 0$</td>
</tr>
<tr>
<td>lsqlin</td>
<td>$Am - b$</td>
<td>Bound, linear</td>
</tr>
<tr>
<td>lsqnonlin</td>
<td>General $f(m)$</td>
<td>Bound</td>
</tr>
<tr>
<td>lsqcurvefit</td>
<td>$f(m, mdata) - ydata$</td>
<td>Bound</td>
</tr>
</tbody>
</table>

Table C-1 Some built-in functions in MATLAB. The solver used in this thesis is the “lsqlin” solver highlighted in red. The lsqlin solver is applied because a linear inversion equation is used. If a non-linear equation is used, then the “lsqnonlin” solver should be used instead (see section 6.2.2)

C.1.2 The lsqlin function for a constrained linear inversion problem

In MATLAB, the in-built lsqlin function which is a linear least-squares solver with bounds or constraints minimizes the objective $f(m)$:

$$\min_m f(m) = \|b - Am\|_2^2 \text{ so that } m_{lower} \leq m \leq m_{upper}$$

where $A = (G^T C_d^{-1} G)$ and $b = G^T C_d^{-1} d$, which can be rewritten as,

$$\min_m f(m) = (d - Gm)^T C_d^{-1} (d - Gm) \text{ such that } m_{lower} \leq m \leq m_{upper}$$
with \( \mathbf{m} \) as the unknown variables with an error covariance matrix for its solution estimated as \( \mathbf{C}_m = \mathbf{A}^{-1} \) where the variance of the model variables, \( \sigma_m^2 \) is given by the diagonal elements of \( \mathbf{C}_m \), and \( \sigma \) is the standard deviation.

As shown in Figures C-2 and C-3, \( \mathbf{G} \) is the \( cM \times nM \) matrix mapping operator with \( n \) as the number of unknown variables to be estimated (such as \( C_i \) or \( \Delta i \ (i = P, S_w, S_g) \)) in \( \mathbf{m} \) which is a vector with dimension, \( nM \times 1 \), containing the unknown variables; \( \mathbf{d} \) is the 4D seismic data vector with dimension \( cM \times 1 \), where \( M \) is the number of seismic bin locations \((x, y)\). The data could represent offset stacks for a particular 4D monitor time (so, using only near, mid and far offset stacks, \( c = z = 3 \)) or 4D monitor vintages for a particular offset stack (in this case, minimum number of monitors is \( c = v = 2 \)).

The 4D seismic noise, \( \mathbf{e} \), which is estimated from 4D seismic data is a vector with dimension \( cM \times 1 \), which forms the diagonal elements of the data error covariance matrix \( \mathbf{C}_d \). \( \mathbf{C}_d \) has dimensions \( cM \times nM \). Only the diagonal elements are defined, thus assuming that 4D seismic data measurement errors are independent. Similarly, \( \mathbf{C}_m \) has dimensions \( cM \times nM \). As with the unknown solution \( \mathbf{m} \), the upper, \( \mathbf{m}^{\text{upper}} \) and lower, \( \mathbf{m}^{\text{lower}} \) bounds are vectors with dimension, \( nM \times 1 \), containing the maximum and minimum values respectively. In the case of the multi-monitor inversion for the sensitivity coefficients, \( C_P, C_{S_w} \) and \( C_{S_g} \), a priori minimum and maximum values are defined in the bounds, and these are the same for every seismic bin location (see section 7.1.3). In the case of the multi-offset inversion for pressure and saturation changes, bounds containing maximum and minimum values for \( \Delta P, \Delta S_w \) and \( \Delta S_g \) are defined, which can be the same or different for each seismic bin location (see section 7.1.2).
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C.2 Introduction to optimisation algorithms

- All optimisation algorithms start from an initial solution point, denoted by $\mathbf{m}_0$. For a non-linear problem, $\mathbf{m}_0$ must be provided by the user either starting at zero or some a priori values, but linear problems do not require initial values for $\mathbf{m}_0$, where $\mathbf{m}_0$ is the unknown.
- Beginning at $\mathbf{m}_0$, the optimisation algorithm generates a sequence of iterates $\mathbf{m}_1, \mathbf{m}_2, \mathbf{m}_3, \ldots, \mathbf{m}_k, \mathbf{m}_{k+1}, \ldots$
- The process of iteration terminates when either
  - No more progress can be made or
  - It seems that the solution has been approximated with sufficient accuracy, at a tolerance value supplied by the user
- For moving from the current iterate $\mathbf{m}_k$ to a new iterate $\mathbf{m}_{k+1}$, most of the continuous optimisation algorithms follow one of these approaches: Line Search methods or Trust-Region methods.

![Figure C-3 Geometric interpretation between Line Search and Trust-Region Steps](image-url)
Appendix C: Matrix setup and inversion algorithm in MATLAB

C.2.1 Trust-Region method

Trust-region is a term used in mathematical optimisation to denote the subset of the region of the objective function that is approximated using a model function (often a quadratic). If an adequate model of the objective function is found within the trust region then the region is expanded; conversely, if the approximation is poor then the region is contracted.

- Trust-Region methods assume a quadratic model \( x^{(k)} \) that approximates the objective function, \( f(m) \) in a finite region near the unknown \( m^{(k)} \).
- This region, \( \Delta \), where the model, \( x^{(k)} \) is a good approximation of \( f(m) \), is called the trust-region.
- This method chooses the step length, \( \Delta \) to move towards the approximate minimum of the model, \( x^{(k)} \) in this region.
- The step length, \( \Delta \) is also updated at each iteration using heuristics.

Figure C-3 compares the approaches represented by Line Search and Trust-Region methods. Line Search methods, starting from the initial point, \( m_0 \), move straight away towards the minimum of the model, \( x^{(k)} \), whereas the Trust-Region methods are moving in a somewhat different direction. Trust-Region methods first choose step length and then a step direction, whereas, Line Search methods first choose step direction and then a step length.

It can also be inferred from the representative objection function, \( f(m) \), that the Trust-Region methods are not only minimising the model, \( x^{(k)} \), but they also remain near to the global minimum of the objective function, whereas, Line Search methods appear to deviate from the global minimum.

The model \( x^{(k)} \) in Trust-region methods is most often a quadratic obtained by a Taylor series expansion of \( f(m) \) around \( m^{(k)} \), i.e.

\[
x^{(k)} = f(m^{(k)}) + \frac{\partial f(m^{(k)})}{\partial m^{(k)}} \cdot p + \frac{1}{2} p^T \frac{\partial^2 f(m^{(k)})}{\partial m^{(k)}^2} \cdot p,
\]

For notation clarity, let \( g(m^{(k)}) = \frac{\partial f(m^{(k)})}{\partial m^{(k)}} \) and \( H(m^{(k)}) = \frac{\partial^2 f(m^{(k)})}{\partial m^{(k)}^2} \) which are matrices of first order and second order partial derivatives of the objective function \( f(m^{(k)}) \) relative to \( m^{(k)} \), at the current iterate, \( k \), respectively. \( H(m^{(k)}) \) is also known as the Hessian matrix.
The subproblem to be solved to find the step length, $\Delta$ to take during the iteration is given by,

$$\min_{\|p\| \leq \Delta} f(m^{(k)}) + g(m^{(k)}) p + \frac{1}{2} p^T H(m^{(k)}) p,$$

The iteration step itself is

$$m^{(k+1)} = m^{(k)} + p_k,$$

where $p_k$ is the step direction. The heuristic* to update the size of the trust-region depends on the ratio of the expected improvement from the model approximation with the actual improvement observed in the objective function, i.e.

$$\rho_k = \frac{f(m^{(k)}) - f(m^{(k)} + p_k)}{x^{(k)} - x^{(k)}(p_k)},$$

where the numerator is the actual objective function value at the current iterate minus the predictive objective function value at the current iterate. The denominator is the value of the quadratic model at the current iterate minus its predicted value.

- If there is a good agreement between predicted and actual values ($\rho_k \approx 1$), then the step length, $\Delta$ is increased;
- If the agreement is poor, i.e. $\rho_k$ is small ($\rho_k \ll 1$), then $\Delta$ is decreased
- If $\rho_k$ is smaller than a threshold value (e.g. $\approx 10^{-4}$), the step is rejected and the value of $m^{(k)}$ is retained, but $\Delta$ is decreased accordingly.

* a heuristic is a technique designed for solving a problem more quickly when classic methods are too slow, or for finding an approximate solution when classic methods fail to find any exact solution. This is achieved by trading optimality, completeness, accuracy, or precision for speed. In a way, it can be considered a shortcut.
C.2.2 Interior-reflective Newton method - a Bounded Trust-Region approach

The MATLAB in-built “lsqlin” function based on Coleman and Li (1993) and some explanations taken from (Mayorov, 2015), works as a box-constrained quadratic programming problem for a minimised inverse solution for linear problems as follows:

$$\text{min } f(m^{(k)}), \quad m^{(k)} \in \mathcal{F} = \{ m^{(k)}: m^{lower} \leq m^{(k)} \leq m^{upper} \}$$

where $m^{lower}$ and $m^{upper}$ are vectors containing minimum and maximum values, respectively, so that the solution $m^{(k)}$ lies within this bound. The bounds remain the same at any iteration, $k$.

Some of the components of $m^{lower}$ and $m^{upper}$ can be infinite meaning no bound in this direction, but this is not the case in this work, all components are defined within a reasonable expected bound. The notation $g(m^{(k)}) = \frac{\partial f(m^{(k)})}{\partial m^{(k)}}$ and $H(m^{(k)}) = \frac{\partial^2 f(m^{(k)})}{\partial m^{(k)}^2}$ which are the first order and second order partial derivatives of the objective function $f(m^{(k)})$ relative to $m^{(k)}$, at the current iterate, $k$, respectively, is also used here. The Hessian, $H(m^{(k)})$ has to be a semi-positive symmetric matrix, which is an optimality condition to make sure it is a minimum.

The first order necessary conditions for $m^{(k)}$ to be a local minimum are:

$$g(m^{(k)})_i = 0 \text{ if } m^{lower}_i < m^{(k)}_i < m^{upper}_i$$
$$g(m^{(k)})_i \leq 0 \text{ if } m^{(k)}_i = m^{upper}_i$$
$$g(m^{(k)})_i \geq 0 \text{ if } m^{(k)}_i = m^{lower}_i$$

where $i$ denotes a seismic bin location $(x, y)$. The bounds $m^{lower}$ and $m^{upper}$ could be spatially varying or the same for each spatial location, $i$.

A vector, $v(m^{(k)})$ is then defined with the following components:

$$v(m^{(k)})_i = \begin{cases} m^{upper}_i - m^{(k)}_i & g(m^{(k)})_i < 0 \text{ and } m^{upper}_i < \infty \\ m^{(k)}_i - m^{lower}_i & g(m^{(k)})_i > 0 \text{ and } m^{lower}_i > -\infty \\ 1 & \text{otherwise} \end{cases}$$
The components of the vector, $v(m^{(k)})$, are distances to the bounds at which anti-gradient points exist (if this distance is finite). We then define a matrix $D(m^{(k)}) = \text{diag}\left(v(m^{(k)})^{1/2}\right)$, where the first order optimality can be stated as $D(m^{(k)})^2 g(m^{(k)}) = 0$. This allows us think of our optimisation problem as the diagonal system of non-linear equations, which is the main idea here:

$$D(m^{(k)})^2 g(m^{(k)}) = 0$$

The first order derivative (otherwise known as the Jacobian, $J$) of the left hand side exists whenever $v(m^{(k)})_i \neq 0$ for all $i$, which is true when $m^{(k)} \in \text{int}(\mathcal{F})$ (not on the bound). Assuming that this holds, then Newton step for this system satisfies:

$$\left(D(m^{(k)})^2 H(m^{(k)}) + \text{diag}(g(m^{(k)}) J^p)\right) p = -D(m^{(k)})^2 g(m^{(k)})$$

Here, $J^p$ is the diagonal Jacobian matrix (i.e. first order derivative) of $v(m^{(k)})$, its elements take values $\pm 1$ or $0$, note that all elements of the matrix $A(m^{(k)}) = \text{diag}(g(m^{(k)}) J^p)$ are non-negative.

Now we introduce the change of variables:

$$m^{(k)} = D \hat{m}^{(k)}$$

where $D$ is a diagonal scaling matrix. In the new variables we have Newton step satisfying:

$$\hat{B}(m^{(k)}) \hat{p} = -\hat{g}(m^{(k)})$$

where $\hat{B}(m^{(k)}) = D H(m^{(k)}) D + A(m^{(k)})$ and $\hat{g}(m^{(k)}) = D g(m^{(k)})$

Note that $\hat{g}(m^{(k)})$ is a proper gradient of $f(m^{(k)})$ with respect to the “hat” variables. Looking at this Newton step we formulate the corresponding trust-region subproblem (i.e. a quadratic minimisation problem at each iteration):
\[
\min_{p} \hat{x}^{(k)}(\hat{p}) = \hat{g}(m^{(k)})^T \hat{p} + \frac{1}{2} \hat{p}^T \hat{B}(m^{(k)}) \hat{p}, \text{ such that } \|\hat{p}\| \leq \Delta,
\]
where \(\Delta\) is the step length and \(\hat{p}\) is the step direction in the “hat” space.

In the original space, we have:
\[
B(m^{(k)}) = H(m^{(k)}) + D^{-1} A(m^{(k)}) D^{-1}
\]
and the equivalent trust-region problem:
\[
\min_{p} x^{(k)}(p) = g(m^{(k)})^T p + \frac{1}{2} p^T B(m^{(k)}) p, \text{ such that } \|D^{-1}p\| \leq \Delta,
\]
where \(\Delta\) is the step length and \(p\) is the step direction.

In large scale problems, the better approach is to solve the trust-region problem in “hat” space, so that \(D^{-1}\) would not need to be computed since it can become arbitrarily large when the optimum is on the boundary and the algorithm approaches it. However, for small scale bounded linear problems (\(n, m < 100\), where \(n\) is number of rows and \(m\) is number of columns, a simplified step to calculate \(p\) works just fine:
\[
p = -D(m^{(k)})^2 H(m^{(k)}) + \text{diag}(g(m^{(k)}) J_v)^{-1} D(m^{(k)})^2 g(m^{(k)})
\]
By iterating on the above step, the solution for a small scale bounded least squares problem should converge generally within a few iterations.

A modified improvement ratio of our trust-region solution is computed as follows:
\[
\rho_k = \frac{f(m^{(k)} + p_k) - f(m^{(k)}) + \frac{1}{2} \hat{p}_k^T A(m^{(k)}) \hat{p}_k}{\hat{x}^{(k)}(\hat{p}_k)}
\]
Based on \(\rho_k\) we adjust a radius of trust-region using some reasonable strategy as outlined in section C.2.1, until convergence is attained. The quadratic model \(x^{(k)}\) has also been earlier introduced in section C.2.1.

In this section, we used a first-order optimality condition to introduce a scaling matrix \(D\), which allowed us to reformulate the constrained problem as the system of non-linear equations. Then motivated by the Newton process for this system, we formulated the corresponding trust-region subproblem. The purpose of the matrix \(D\) is to prevent steps directly into bounds, so that other variables can also be explored during the step. This
does not mean that after introducing such a matrix, we ignore the bounds, specifically, our estimates \( \mathbf{m}^{(k)} \) must remain strictly feasible. Such feasibility can be achieved through reflective transformation.

Conceptually we apply a special transformation \( \mathbf{m} = R(\mathbf{y}) \), such that \( \mathbf{y} \) is the unbounded variable and try to solve the unconstrained problem \( \min_{\mathbf{y}} f(R(\mathbf{y})) \). Coleman and Li (1993) suggests a reflective transformation: a piecewise linear function, equal to identity when \( \mathbf{y} \) satisfies the initial bound constraints, otherwise reflected from the bounds as a beam of light (hopefully, you get the idea!). They also show that their simple transformation does not also increase significantly the complexity of the function to minimize. It is not differentiable when \( \mathbf{m} \) is on the bounds, requiring the moderate use of strictly feasible iterates. The general idea of the reflective Newton method is to do a Line Search along the reflective path (or a traditional straight line in \( \mathbf{y} \) space).

A high level description of the Trust-Region Reflective algorithm goes like this (Mayorov, 2015):

1. Consider the trust-region problem in “hat” space as described in the above section.
2. Find its solution in the “hat” space and compute the corresponding solution in the original space \( p = D^{-1} \hat{p} \).
3. Restrict this trust-region step to lie within bounds if necessary. Step back from the bounds by \( \delta = \min(0.05, \|D^2g\|) \) times the step length, \( \Delta \). Do it for all types of steps below.
4. Consider a single reflection of the trust-region step if bound was encountered in 3. Use 1-D minimisation of the quadratic model \( \mathbf{x} \) to find the minimum along the reflected direction (this is trivial).
5. Find the minimum of the quadratic model along the \( \hat{g} \).
6. Choose the best step among 3, 4, 5. Compute the corresponding step in the original space as in 2, update \( \mathbf{m} \).
7. Update the trust region radius by computing \( \rho \) as described in the above section.
8. Check for convergence and go to step 1 if the algorithm has not converged.
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Appendix D

Objective function results and global multipliers for
the multiple simulation models generated on the
Heidrun field

This appendix concerns Chapter 6 where the procedure for generating multiple models is described. This appendix details the global objection function, $OF_{model}$ (Equation 6-11) results for each model that was found to meet the history-matching qualifying criteria, $Q$, (Equation 6-12) relative to the original (i.e. base) model of the Heidrun Field that was provided by Statoil. Two history matching parameters are used, Field Gas-oil ratio (FGOR) and field water-cut (FWCT) in the global objective function (Equation 6-11). The models were generated via global multipliers for Permeability X, Y and Z and Porosity using the Multiple Reservoir Optimizer (MEPO) platform. An algorithm chosen was the Latin-Hypercube algorithm which samples the entire multiplier distribution and produces a set number of model scenarios. The following tables detail the multiplier values for all 95 models that were qualified out of the 200 models generated. The global objective function values labelled as ‘$OF_{model}$’ (as well as the partial objective function for the two history matching parameters, labelled as $X_{FGOR}$ and $X_{FWCT}$) and the qualifying value, $Q$, (Equation 6-12) are also recorded for each model. Where a multiplier entry value is 0, it means that the specific property remains the same as in the base (starting) model. Models that match history better than the base model are highlighted in red.
Appendix D: Objective function results and global multipliers for the multiple simulation models

<table>
<thead>
<tr>
<th>Models</th>
<th>MULTPERMX</th>
<th>MULTPERMY</th>
<th>MULTPERMZ</th>
<th>MULTPOR</th>
<th>Global, OF_model</th>
<th>Partial, X_FCOR</th>
<th>Partial, X_FWCT</th>
<th>Qualifier value, Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.935535, 1259.008, 1259.006</td>
<td>0.00272</td>
<td>20.72893</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.094644, 1280.501, 1280.5</td>
<td>0.001814</td>
<td>22.78995</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.044424, 1090.63, 1090.629</td>
<td>0.001213</td>
<td>4.582807</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.027291, 1040.606, 1040.605</td>
<td>0.001183</td>
<td>-0.21413</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.922566, 1294.661, 1294.658</td>
<td>0.003202</td>
<td>24.14776</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.898944, 1547.7, 1547.695</td>
<td>0.004163</td>
<td>48.41214</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.082696, 1227.047, 1227.046</td>
<td>0.001615</td>
<td>17.6461</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.115779, 1387.001, 1386.9999</td>
<td>0.002253</td>
<td>33.00245</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.979091, 1081.895, 1081.893</td>
<td>0.001598</td>
<td>3.745138</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.000681, 1050.738, 1050.737</td>
<td>0.00131</td>
<td>0.757462</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.974319, 1105.238, 1105.238</td>
<td>0.001696</td>
<td>5.983778</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1.288813459</td>
<td>0.614258625</td>
<td>0</td>
<td>0</td>
<td>1.102412, 1346.276, 1346.275</td>
<td>0.001526</td>
<td>29.09722</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>1.388824124</td>
<td>0.624513083</td>
<td>0</td>
<td>0</td>
<td>1.084287, 1296.109, 1296.108</td>
<td>0.00195</td>
<td>24.28663</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>1.239900276</td>
<td>0.688699649</td>
<td>0</td>
<td>0</td>
<td>1.034181, 1190.287, 1190.286</td>
<td>0.000889</td>
<td>14.13906</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0.802772509</td>
<td>0.648190357</td>
<td>0</td>
<td>0</td>
<td>1.094228, 1328.879, 1328.877</td>
<td>0.001594</td>
<td>27.42894</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>1.004815639</td>
<td>1.247301164</td>
<td>0</td>
<td>0</td>
<td>0.884349, 1377.624, 1377.618</td>
<td>0.005132</td>
<td>32.10319</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0.539055788</td>
<td>0.998283436</td>
<td>0</td>
<td>0</td>
<td>1.183922, 1532.507, 1532.502</td>
<td>0.004646</td>
<td>46.95525</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>1.220705122</td>
<td>1.30656014</td>
<td>0</td>
<td>0</td>
<td>1.027736, 976.8074, 976.8062</td>
<td>0.001193</td>
<td>-6.33191</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.886932221</td>
<td>0.707118233</td>
<td>0</td>
<td>0</td>
<td>1.142629, 1434.068, 1434.065</td>
<td>0.002772</td>
<td>37.51575</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>0.780291499</td>
<td>0.748909622</td>
<td>0</td>
<td>0</td>
<td>1.129694, 1424.799, 1424.797</td>
<td>0.002486</td>
<td>36.62696</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0.945353365</td>
<td>0.950267229</td>
<td>0</td>
<td>0</td>
<td>0.966716, 1105.77, 1105.769</td>
<td>0.001348</td>
<td>6.034579</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0.637071037</td>
<td>0.883034602</td>
<td>0</td>
<td>0</td>
<td>0.993819, 1320.149, 1320.148</td>
<td>0.00149</td>
<td>26.59187</td>
<td></td>
</tr>
</tbody>
</table>

Table D-1 Results of multiple model generation via global property multipliers on the Heidrun field model. Models that match history close to or better than the base model (donated by Statoil) are in red.
Table D-2 Results of multiple model generation via global property multipliers on the Heidrun field model. Models that match history close to or better than the base model (donated by Statoil) are in red. The reference model from which synthetic data on the Heidrun field was modelled is highlighted in light green. The best model closest to the reference model that was identified after the multiple monitor inversion (see chapter 7.3) is highlighted in light blue.
Table D-3 Results of multiple model generation via global property multipliers on the Heidrun field model. Models that match history close to or better than the base model (donated by Statoil) are in red.

<table>
<thead>
<tr>
<th>Models</th>
<th>MULTPERMX</th>
<th>MULTPERMY</th>
<th>MULTPERMZ</th>
<th>MULTPOR</th>
<th>Global, ( OF_{model} )</th>
<th>Partial, ( X_{FCO} )</th>
<th>Partial, ( X_{FWT} )</th>
<th>Qualifier value, Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>1.042990368</td>
<td>0.841343625</td>
<td>0.670757634</td>
<td>1.072502</td>
<td>1156.744</td>
<td>1156.743</td>
<td>0.00137</td>
<td>10.92261</td>
</tr>
<tr>
<td>51</td>
<td>0.679700649</td>
<td>1.120114792</td>
<td>1.082913889</td>
<td>1.076998</td>
<td>1170.043</td>
<td>1170.042</td>
<td>0.001779</td>
<td>12.1979</td>
</tr>
<tr>
<td>52</td>
<td>1.504144718</td>
<td>1.540673964</td>
<td>0.593541222</td>
<td>1.035459</td>
<td>888.7092</td>
<td>888.708</td>
<td>0.001202</td>
<td>25.15691</td>
</tr>
<tr>
<td>53</td>
<td>1.026825747</td>
<td>0.734008312</td>
<td>0.838691795</td>
<td>0.959584</td>
<td>1305.185</td>
<td>1305.183</td>
<td>0.001806</td>
<td>-14.7798</td>
</tr>
<tr>
<td>54</td>
<td>1.355753757</td>
<td>0.506886802</td>
<td>1.268988487</td>
<td>1.05236</td>
<td>1287.56</td>
<td>1287.559</td>
<td>0.000777</td>
<td>23.46681</td>
</tr>
<tr>
<td>55</td>
<td>0.827921839</td>
<td>0.529670207</td>
<td>0.54078214</td>
<td>1.00585</td>
<td>1552.813</td>
<td>1552.813</td>
<td>0.000948</td>
<td>48.90251</td>
</tr>
<tr>
<td>56</td>
<td>1.3095147</td>
<td>1.497155094</td>
<td>0.518975901</td>
<td>1.107552</td>
<td>1306.521</td>
<td>1306.518</td>
<td>0.002303</td>
<td>25.28498</td>
</tr>
<tr>
<td>57</td>
<td>0.723355355</td>
<td>1.149088762</td>
<td>0.811611478</td>
<td>1.046768</td>
<td>1082.651</td>
<td>1082.649</td>
<td>0.001486</td>
<td>3.817618</td>
</tr>
<tr>
<td>58</td>
<td>0.910460188</td>
<td>1.087777056</td>
<td>0.77566198</td>
<td>0.957212</td>
<td>1162.286</td>
<td>1162.284</td>
<td>0.002152</td>
<td>11.45402</td>
</tr>
<tr>
<td>59</td>
<td>0.949457712</td>
<td>1.391167656</td>
<td>0.574425866</td>
<td>0.979135</td>
<td>983.8112</td>
<td>983.8095</td>
<td>0.001725</td>
<td>-5.6603</td>
</tr>
<tr>
<td>60</td>
<td>1.501795217</td>
<td>0.890943116</td>
<td>0.907132134</td>
<td>1.131236</td>
<td>1529.204</td>
<td>1529.202</td>
<td>0.00242</td>
<td>46.63855</td>
</tr>
<tr>
<td>61</td>
<td>1.11060439</td>
<td>0.869908692</td>
<td>0.608530004</td>
<td>1.167421</td>
<td>1509.015</td>
<td>1509.012</td>
<td>0.003581</td>
<td>44.70259</td>
</tr>
<tr>
<td>62</td>
<td>0.592884402</td>
<td>1.463840803</td>
<td>1.197834217</td>
<td>1.14427</td>
<td>1441.063</td>
<td>1441.059</td>
<td>0.003701</td>
<td>38.18651</td>
</tr>
<tr>
<td>63</td>
<td>1.149608778</td>
<td>1.192950463</td>
<td>0.72334918</td>
<td>0.98765</td>
<td>919.9097</td>
<td>919.9082</td>
<td>0.001476</td>
<td>-11.7879</td>
</tr>
<tr>
<td>64</td>
<td>0.687332122</td>
<td>0.791834798</td>
<td>0.632937732</td>
<td>1.079315</td>
<td>1270.638</td>
<td>1270.636</td>
<td>0.001591</td>
<td>21.84408</td>
</tr>
<tr>
<td>65</td>
<td>0.500874069</td>
<td>0.914754381</td>
<td>1.162859679</td>
<td>1.103629</td>
<td>1340.33</td>
<td>1340.328</td>
<td>0.00238</td>
<td>28.52704</td>
</tr>
<tr>
<td>66</td>
<td>1.007246737</td>
<td>1.281634483</td>
<td>1.28961407</td>
<td>0.880238</td>
<td>1470.467</td>
<td>1470.462</td>
<td>0.005383</td>
<td>41.00617</td>
</tr>
<tr>
<td>67</td>
<td>0.526335352</td>
<td>1.171712315</td>
<td>0.86782451</td>
<td>1.031111</td>
<td>1136.937</td>
<td>1136.935</td>
<td>0.001688</td>
<td>9.023208</td>
</tr>
<tr>
<td>68</td>
<td>0.990458757</td>
<td>0.524279217</td>
<td>0.488677675</td>
<td>1.123917</td>
<td>1331.834</td>
<td>1331.832</td>
<td>0.001967</td>
<td>27.71234</td>
</tr>
<tr>
<td>69</td>
<td>0.824513332</td>
<td>1.455184981</td>
<td>0.669210202</td>
<td>1.064924</td>
<td>1043.062</td>
<td>1043.06</td>
<td>0.001766</td>
<td>0.021355</td>
</tr>
<tr>
<td>70</td>
<td>1.168982965</td>
<td>1.243347516</td>
<td>1.392687623</td>
<td>1.126807</td>
<td>1551.417</td>
<td>1551.414</td>
<td>0.002682</td>
<td>48.76861</td>
</tr>
</tbody>
</table>
Appendix D: Objective function results and global multipliers for the multiple simulation models

<table>
<thead>
<tr>
<th>Models</th>
<th>MULTPERMX</th>
<th>MULTPERMY</th>
<th>MULTPERMZ</th>
<th>MULTPOR</th>
<th>Global, OF_{model}</th>
<th>Partial, X_{FCOR}</th>
<th>Partial, X_{FWET}</th>
<th>Qualifier value, Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>71</td>
<td>1.428309225</td>
<td>1.218982715</td>
<td>0.844408143</td>
<td>0.862858</td>
<td>1556.858</td>
<td>1556.851</td>
<td>0.006658</td>
<td>49.29035</td>
</tr>
<tr>
<td>72</td>
<td>0.580993538</td>
<td>1.265361591</td>
<td>0.590147053</td>
<td>0.94625</td>
<td>1447.077</td>
<td>1447.074</td>
<td>0.002719</td>
<td>38.76319</td>
</tr>
<tr>
<td>73</td>
<td>0.568638477</td>
<td>0.642491964</td>
<td>0.537380141</td>
<td>1.170775</td>
<td>1443.312</td>
<td>1443.308</td>
<td>0.00386</td>
<td>38.40218</td>
</tr>
<tr>
<td>74</td>
<td>0.733106999</td>
<td>1.072785961</td>
<td>0.875811901</td>
<td>0.921002</td>
<td>1528.957</td>
<td>1528.954</td>
<td>0.003343</td>
<td>46.61487</td>
</tr>
<tr>
<td>75</td>
<td>1.519896927</td>
<td>1.429081391</td>
<td>0.972401435</td>
<td>1.013311</td>
<td>857.5069</td>
<td>857.5058</td>
<td>0.001123</td>
<td>-17.7719</td>
</tr>
<tr>
<td>76</td>
<td>1.127057379</td>
<td>1.04893551</td>
<td>1.51464317</td>
<td>0.887247</td>
<td>1270.421</td>
<td>1270.416</td>
<td>0.004925</td>
<td>21.82334</td>
</tr>
<tr>
<td>77</td>
<td>1.459179784</td>
<td>0.668372855</td>
<td>0.99503853</td>
<td>1.015835</td>
<td>1105.387</td>
<td>1105.386</td>
<td>0.001807</td>
<td>19.26767</td>
</tr>
<tr>
<td>78</td>
<td>0.9019254</td>
<td>1.404701029</td>
<td>1.316944408</td>
<td>1.025508</td>
<td>1025.508</td>
<td>1025.507</td>
<td>0.001436</td>
<td>-1.66187</td>
</tr>
<tr>
<td>80</td>
<td>1.101782285</td>
<td>1.043238595</td>
<td>1.054772163</td>
<td>0.984432</td>
<td>1001.173</td>
<td>1001.172</td>
<td>0.001483</td>
<td>31.55077</td>
</tr>
<tr>
<td>81</td>
<td>0.496378478</td>
<td>0.72836837</td>
<td>0.6516537</td>
<td>1.08612</td>
<td>1371.863</td>
<td>1371.861</td>
<td>0.001936</td>
<td>31.55077</td>
</tr>
<tr>
<td>82</td>
<td>0.982431682</td>
<td>0.801197294</td>
<td>1.429871088</td>
<td>0.993666</td>
<td>1201.758</td>
<td>1201.757</td>
<td>0.001214</td>
<td>15.23905</td>
</tr>
<tr>
<td>83</td>
<td>0.460160576</td>
<td>1.234632986</td>
<td>0.947438207</td>
<td>1.15795</td>
<td>1370.301</td>
<td>1370.296</td>
<td>0.004908</td>
<td>31.40097</td>
</tr>
<tr>
<td>84</td>
<td>0.862350599</td>
<td>1.483514172</td>
<td>1.47982026</td>
<td>0.925902</td>
<td>1148.578</td>
<td>1148.575</td>
<td>0.002956</td>
<td>10.13952</td>
</tr>
<tr>
<td>85</td>
<td>1.065890719</td>
<td>1.3541625</td>
<td>0.700443951</td>
<td>0.901917</td>
<td>1298.104</td>
<td>1298.099</td>
<td>0.004221</td>
<td>24.47786</td>
</tr>
<tr>
<td>86</td>
<td>0.551487</td>
<td>1.173106</td>
<td>0.763061</td>
<td>0.932456</td>
<td>1575.464</td>
<td>1575.461</td>
<td>0.003104</td>
<td>51.07449</td>
</tr>
<tr>
<td>87</td>
<td>0.661449553</td>
<td>0.55068214</td>
<td>0.7936368</td>
<td>1.060543</td>
<td>1471.075</td>
<td>1471.074</td>
<td>0.001158</td>
<td>41.64484</td>
</tr>
<tr>
<td>88</td>
<td>1.379607065</td>
<td>1.283958063</td>
<td>0.454095014</td>
<td>1.11815</td>
<td>1351.58</td>
<td>1351.578</td>
<td>0.002351</td>
<td>29.60581</td>
</tr>
<tr>
<td>89</td>
<td>1.25427782</td>
<td>0.933933666</td>
<td>0.712818816</td>
<td>1.095374</td>
<td>1249.643</td>
<td>1249.642</td>
<td>0.00171</td>
<td>19.8309</td>
</tr>
<tr>
<td>90</td>
<td>0.925556262</td>
<td>1.139057812</td>
<td>0.480706431</td>
<td>0.898557</td>
<td>1275.811</td>
<td>1275.806</td>
<td>0.004948</td>
<td>22.34014</td>
</tr>
<tr>
<td>91</td>
<td>0.843343702</td>
<td>0.688964752</td>
<td>1.214038444</td>
<td>0.972772</td>
<td>1431.377</td>
<td>1431.375</td>
<td>0.00148</td>
<td>37.25768</td>
</tr>
<tr>
<td>92</td>
<td>1.339287972</td>
<td>0.881549865</td>
<td>1.236617603</td>
<td>1.023432</td>
<td>1071.795</td>
<td>1071.794</td>
<td>0.009975</td>
<td>2.776613</td>
</tr>
<tr>
<td>93</td>
<td>1.049446362</td>
<td>1.000846939</td>
<td>1.222885306</td>
<td>1.041795</td>
<td>1107.078</td>
<td>1107.077</td>
<td>0.001158</td>
<td>6.160042</td>
</tr>
<tr>
<td>94</td>
<td>1.084399257</td>
<td>0.757599991</td>
<td>0.808869565</td>
<td>1.139289</td>
<td>1429.016</td>
<td>1429.014</td>
<td>0.002646</td>
<td>37.03136</td>
</tr>
<tr>
<td>95</td>
<td>1.451636732</td>
<td>1.373763701</td>
<td>1.036429413</td>
<td>1.097171</td>
<td>1368.557</td>
<td>1368.555</td>
<td>0.00198</td>
<td>31.2338</td>
</tr>
</tbody>
</table>

Table D-4 Results of multiple model generation via global property multipliers on the Heidrun field model. Models that match history close to or better than the base model (donated by Statoil) are in red.
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Intra-survey Pressure Variations - Implications for 4D Seismic Interpretation

V. Omofonm (*Heriot-Watt University) & C. MacBeth (Heriot-Watt University)

SUMMARY

During the time taken for seismic data to be acquired, reservoir pressure and saturation may fluctuate as a consequence of field production and operational procedures. This has consequences for the quantitative analysis of 4D seismic data and particularly for understanding of the pressure signals that 4D have rapidly into the reservoir over time scales of hours or less. A modelling study using a real acquisition data (permanent cabled sensors and also towed streamers), reveals that the detection of pressure variations in the pre-stack domain is complex, and that the resultant post-stack image is not representative of the true reservoir mechanisms that cause the pressure changes. This is of particular concern when trying to accurately resolve small pressure changes over frames with post-stack data. It appears however that larger signals closer to the well may still be detected adequately. Currents have implications for post-stack quantitative 4D seismic analysis, as well as processing and acquisition workflows for detailed seismic time-lapse studies.
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Introduction

Estimation of pressure changes across the reservoir is currently based on well measurement (for example, production logging tools and downhole gauges) and extrapolation using subsurface fluid flow simulation models. 4D seismic data may also sense these changes, and it is one of the main objectives for 4D seismic technology to perform the equivalent of a spatial pressure test on a field to determine its overall hydraulic connectivity. However, quantitative estimation of pressure changes across the reservoir using 4D seismic data is well known to be challenging (Eden and Tandeau 2005). Many possible factors have been held responsible for this, such as non-repeatable noise, rock stress sensitivity, geometric stresses re-distributions, stress–unloading/damage of core plug samples, time scale of production versus laboratory, and scale effects (Alvarez and Maeder 2014). In this study we introduce a new finding, which also adds to these arguments and warrants further future consideration.

This relates to the time scale of seismic data acquisition relative to that of the pressure fluctuations themselves. During seismic acquisition (offshore or onshore) over many weeks, pressure variations induced in the field are captured in a non-obvious and irregular way across the pre-stack volume. Thus the post-stack (and migrated) data do not adequately reflect the spatial distribution of the true absolute pressure, but provide instead a complicated smeared and distorted average. The purpose of this study is to determine whether this effect is significant, and assess the impact it may have on our current 4D seismic interpretation practices. This is achieved by the use of modelling with real field acquisition and production data.

Figure 1. Examples of familiar processes that might occur in the reservoir at the same time as seismic data are acquired. Of particular interest are those effects with similar timescales to the surveying. For the water injection investigated in this study, the water front develops slowly, so that it can be viewed as stationary over the period of acquisition. The pressure by contrast varies quickly over hours or less.

Time scale of acquisition versus production behaviour

Offshore seismic surveys shot to acquire data for monitoring purposes as part of a 4D seismic programme take many weeks to complete. The duration of the survey is dependent on many practical factors such as the geometry of acquisition, boat speed, boat turnaround, spatial coverage required, and offset coverage. These are amongst other influences such as the effect of tides, platform and facility obstructions, general field activity and bad weather downtime which can typically run into days. Thus, for example, both towed streamers (Campbell et al., 2005) and permanent reservoir monitoring (Ellis and 2014) surveys are most often acquired in a highly randomised fashion with time scales ranging from 5 to 8 weeks. However, a range of random independent activities can also occur during the acquisition time that can induce pressure changes in the reservoir and its associated transient (Figure 1). These are controlled by operations management, and are specific to the well and field under consideration. Understandably, on a pragmatic level, operations engineers would prefer that wells are in a steady state (constant flows), but in reality this is not the case. Some well activities possess similar time scales to the acquisition, for example: injector or producer well shut-off or re-start/tart, alteration of a rate/choke setting, workover, bouncing/hydrating, squeeze treatment, or production changes (e.g., injection shut-in for 12 hours). Turn-arounds, production optimisation, workovers, evolving water cuts, and the introduction of new wells or re-introduction of old wells all add to this mix. Such well interventions can lead to localised pressure changes, and as pressure by its nature evolves/diffuses rapidly over a short time scale of hours after each significant change, the overall pressure field in the reservoir is
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(a) Seismic acquisition activity histogram for a permanent reservoir monitoring survey superimposed on the pressure fluctuations of an injector well turned on during the acquisition. In the seismic survey, there are gaps at days when no data are acquired. (b) Geometry of seismic source: colour coded by the time sequence in days of shooting, with receivers overlain. The survey is not shot in a regular sequence covering the subsurface.

Modelling analysis

To understand the impact of the above intra-survey pressure variation on the time-lapse seismic data, we consider the example of an injector switched on 15 days into the shooting of a PRM survey as in Figure 2(a). Reservoir simulation is performed for a model of a uniform reservoir and a single injector with injection active outside the survey area (smaller than the seismic modelling area). The model is built based on the characteristics of a real North Sea field, but the reservoir simplified to a flat uniform reflector and homogeneous overburden. The reservoir has a porosity of 21%, net-to-gross 0.7, reservoir thickness 30 m, permeability in X, Y and Z directions of 500 mD, 500 mD and 250 mD respectively.

Figure 3. Histogram of time-stamped common midpoint (CMPs) sorted into each 50 x 50 m bin showing the time variability across a particular CMP bin. The resultant stacked trace in each CMP bin is an average from a combination of traces acquired at different times, that have imaged different pressure variations before and after the injector is switched on.
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The reservoir is under-saturated with initial water saturation 22% and initial pressure of 235 MPa. The simulation ran at five-scale time steps of two hours to accurately determine the behaviour of a constantly injecting well with a rate 25,000 std/day. The resulting field pressure and water saturation changes that occur during that time are then converted into seismic properties using a petrophysical model calibrated for the North Sea (Ahlven and MacBeth 2014), from which pre-stack reflection amplitudes are computed. The source acquisition coordinates and timing of a real FEM survey are used (Amrani 2014). Due to the large amount of available acquisition coordinates, source activations are decimated to every two hours and only these are considered. This also determines the numerical simulation time step above. The time stamped CMPs are then sorted into bins of 500s, corresponding to the simulation model grid, for ease of computation. A typical time distribution of CMPs in a bin is shown in Figure 3. CMPs are gathered into near-offset (less than 500m) and far offset (500m to 1500m) bins, and then stacked. Finally, time-lapse amplitudes are created by determining the resultant amplitude response from that prior to the production period. Similar results are found for higher field images created by including sources that were activated every 10 minutes and finer simulation runs.

Results

The resulting map for the pressure-only seismic amplitudes is shown in Figure 4, together with the predicted responses for a fictitious ‘instantaneous’ acquisition, shot on the 25th and 44th day of production for reference. The injector creates a symmetric pressure distribution spreading progressively outwards over time from the well, and eventually establishing an equilibrium with the boundaries of the model. The spatio-temporal character of this signal relative to the seismic acquisition, mixes the pressure sampling within each bin, which in turn causes the even-time time-lapse amplitude distribution. The time-lapse seismic amplitudes therefore do not represent either the situation before the injector, or after, but some complex spatio-temporal pre-stack mixture of the two. The images are distorted by the acquisition geometry and timing of the shooting. Qualitatively, the central image of the injector is clearly visible and can be interpreted, but quantitatively the overall signal is not correct, particularly with the smaller pressure changes. When coupled with non-repeatability noise, this would make interpretation difficult, and some features may be easily misjudged as having a geological origin. Furthermore, the near and far-offset images sample the pressure change differently, which may be problematic for more sophisticated time-lapse seismic analysis incorporating these data. Mean errors relative to the reference ‘instantaneous’ image at day 25 are of the order of 25% for near-offset amplitudes and 21% for far-offset amplitudes - which are significant and cannot be ignored. The smallest error is around the injector itself, while errors increase away from the injector location. Interestingly, due to the compactness of the much slower water-front progression during the inter-survey/inflector period, water saturation (not shown) is relatively unaffected by the effects described above. That is, the pre-stack and post-stack time-lapse signature appear very similar. Modeling studies for towed streamer and land acquisition provide similar insight. In practice, the effect is folded into the background image, smeared by migration and structural complexity.

Discussion and conclusion

Pressure variations caused by field operations during the shooting of a time-lapse acquisition can create a complicated spatio-temporal signature imprint on the pre-stack data. This signature does not translate into a clear post-stack image of the pressure. Therefore, during the acquisition of monitor surveys for time-lapse acquisition, care must be taken to understand the production engineering domain to avoid this occurring. The same is not true of water saturation changes. The modelling work with real acquisition data and field flow simulators reveals a number of important points:

- Ideally time-lapse acquisition must be performed during a quiet period of pressure equilibration in the reservoir lifecycle, can this be guaranteed? Should this be necessary?
- Quantitative analysis of pressure changes should be made in the pre-stack domain, not post-stack.
- Quantitative analysis of water saturation changes may be accurate in the post-stack domain.
- The time-scale of the survey relative to the well behaviour needs to be precisely defined in a time-lapse project - usually only one exact time is quoted for the survey, which is incorrect. Care must be taken in selecting times correctly to the survey.
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- Near and far-offsets sample pressure differently, which may affect time-lapse analysis to separate changes of saturation and pressure.
- The comments above may also have a strong impact on pressure-related phenomena such as gas out of solution (Falhut et al. 2014).

Figure 4: Pressure-driven time-lapse amplitude, taking into account acquisition timings relative to a single injector behaviour. Mapped amplitudes are individually normalized and are shown as: (a) early and late life of the injector ensuring the survey was shot instantaneously, and (b) the resulting near and far offset images for a 3 km survey. The discontinuity in the near end for offsets suggests that the pressure image is significantly affected by the time sequence of shooting relative to well activity.
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Quantification of Reservoir Pressure-sensitivity Using Multiple Monitor 4D Seismic Data

V.E. Omofoma* (Heriot-Watt University) & C. MacBeth (Heriot-Watt University)

SUMMARY

Key to quantitative interpretation of 4D seismic data for the separation of pressure and saturation effects is accurate knowledge of their individual contributions to the 4D seismic signature. Currently, pressure sensitivity is calibrated using laboratory measurements on core plugs that have limited applicability to the full fluid balance reservoir response. A complementary technique for estimating pressure sensitivity is to compare seismic and pressure measurements. This is possible in selected areas around and away from wells where pressure variations contribute predominantly to the 4D signature: Multiple monitor 4D seismic data are utilised to sample these areas as a function of field production time. The technique is applied to seismic amplitude across a variety of producing North Sea clastic reservoirs. The results indicate that pressure sensitivity varies according to the geology of each reservoir. Also, estimates around some water injectors appear to show elevated sensitivity, suggesting the presence of induced fractures.
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Introduction

The stress sensitivity of the reservoir rocks (due to fluid pore pressure changes) is a key subject, lacks proper in situ calibration. Much of our current knowledge is based on laboratory experiments with core plug samples, where elastic moduli of the rock are measured under various isotropic or uniaxial applied loads. However, many studies have raised concerns with these laboratory measurements and their suitability for replicating the in-situ reservoir response (Alvarez and MacSeth 2014). Alternative attempts have also been made to measure the stress sensitivity using other data. For example, Parks et al. (2009) combined repeat formation tester and well log data to reveal weaker in situ stress sensitivity than in the laboratory. Amini and MacSeth (2015) inferred the sensitivity by comparing observed 4D seismic data with synthetic data from a simulator to seismic study at areas around water injectors where pressure changes dominate. The purpose of the current study is to extend the latter approach by generalizing the concept beyond just water injectors by including data acquired at different locations, and to apply the method to a wide range of oil fields with different geological environments.

Method

Our method relies on the use of multiple repeated monitor surveys shot across a field undergoing production and recovery. We measure the magnitude of 4D seismic signals at different times and at specific locations in the reservoir where pressure changes are considered to be the over-riding influence. This is then cross-plotted against the estimated pressure changes. At these key locations, the hydrocarbon reservoir experience a diversity of pressure changes, $\Delta P$, over time and across the different monitor surveys (such as injection, depletion, re-pressurisation or relaxation). Sampling the seismic response over a sufficiently wide range of pressure changes enables us to evaluate the pressure sensitivity (Figure 1). The fields we have selected have up to five monitor surveys. For the method to work, there has to be a significant pressure change between monitor surveys, and good knowledge of the pressure at these reference locations. Estimated pressures are obtained from bottom-hole-pressure (BHP) for wells perforated in the reservoir, repeat-formation-tester (RFT) logs and depth-averaged maps of simulated pressures from a well history-matched reservoir model. These pressure data sources carry their own uncertainties, with the measured historical BHP or RFT pressure generally more reliable than simulated data (Breaun et al. 1999). For the seismic data, our current work focuses around amplitude sensitive to reservoir changes. Specifically, we work with top reservoir amplitude maps of post stack migrated data (full stack) computed using appropriate window parameters to cut each reservoir. Before proceeding, the seismic data are calibrated via 3D and 4D well ties (well production data co-located in space and time with the seismic response), and also calibrated for similar studies (Amini 2014).

![Figure 1](Generalised Stress-Sensitivity curve (black) Areas in the reservoir map exhibit a range of pore pressures for sampling across member terms.)
Although areas where pressure changes dominate are likely to be strongly field dependent, some generalisations are possible to guide our study. (i) Inside water-flooded areas or regions of undisturbed fluid saturations - areas water-flooded at a previous monitor time are likely to show pure pressure signals in subsequent monitor surveys. This result may become biased by fractures existing around the borehole. We start by calibrating signals around water-flooded wells and expand outwards to larger water-flooded regions. Areas in the natural water or gas leg are useful as initial saturation levels are likely to remain fixed over time. (ii) Outside areas undergoing significant saturation changes - while theoretically small, pressure signals should still exist away from injectors and outside the influence of a growing water-flood front. Likewise, in areas away from producers undergoing depletion but no associated gas (reservoir oil leg or negligible gas condensate effect) in gas fields. These areas could be significant if the injection or depletion response is inside a compartment. One assumption is that other changes such as temperature, salinity or saturation changes are negligible, and this can be checked by re-modeling.

Application to field datasets

The method is applied to four North Sea clastic reservoirs with different characteristics. Pressure responses are identified by the polarity of the pressure change, reservoir location, and measurements at and away from wells. For measurements around wells, the 4D signals are taken within 200 m of the well perforation points. Measurements away from wells and in compartments are extracted by drawing polygons around the pressure signals on 4D maps. In Figure 2, we show pressure calibration using well pressure and injection data to interpret the 4D amplitude signatures. For one scenario of a single water injector in an oil-leg compartment in field A. The analysis must be performed on a monitor by monitor basis per location as not all monitor surveys give clear pressure signals depending on well activity. Furthermore, complications arise when calibrating pressure signals in other parts of field A because the signal variations predominantly relate to other effects across the reservoir. Below, we briefly describe each field and Table 1 details our results for their identified pressure scenarios.

- **Field A** is a tertiary deepwater stacked turbidite reservoir composed of calcitic cemented channel sandstones with an average effective porosity 1 to 15%. The reservoir has block oil close to the base and production is by water injection to maintain pressure. Connectivity is a problem, and several compartments exist. Five monitor surveys (1998 to 2008) have been acquired with average non-repeatability -20% to 30%. Pressure effects are around water-flooded injectors, away from the water-flooded front (outside walls) and in a compartment using the total, 2006 and 2008 surveys.

- **Field B** is a fault block of four segments divided into two separate compartments with good internal connectivity, composed of lower to middle Jurassic cemented fluvial sands with effective porosity 15 to 20%. Production of the over-flushed oil is by water injection and water-alternating-gas (WAG) injection. Four monitor surveys between 2001 (base) and 2006 have been acquired with non-repeatability 20% to 40%. Post 2001 re-pumping occurred and the pressure effects grew with time in the smaller compartment (segment with a producer and water injector).

- **Field C** is a large fault-bounded dip closure with numerous fault segments, and good connectivity composed of late Jurassic shallow marine sands. Reservoir sandstones are unconsolidated and homogeneous with pores 27 to 30%. Production of the over-flushed oil is by water injection, and gas injection. Five monitor surveys (2001 to 2011) have been acquired with non-repeatability 20% to 30%. Oil has been produced by WAG and subsequent surveys show mild pressure effects in the water leg (around injector) and the water-flooded oil leg (around producers).

- **Field D** is a highly stressed rotated fault block composed of deep water Jurassic stacked shoreface slightly consolidated sands with porosity 20 to 25%. The reservoir is a high-pressure-high-temperature (HPHT) gas condensate above the water point. Four seismic monitor surveys in 2001 (base), 2002, 2004 and 2008 with non-repeatability 5 to 15%. Production is by pressure depletion.
Appendix E: Publications

Results and discussion

The results are shown in Table 1. We find pressure sensitivity varies quite considerably across the field. The normally pressured unconsolidated sands of Field C are the most pressure sensitive while the slightly consolidated sands of the HPHT Field D are the least sensitive. Pressure sensitivity is certainly a seismic attribute dependent quantity, and we believe that the results may depend on the attribute measured, time gate, and also if time shifts are used instead. Interestingly, we observe an increased sensitivity around some water injectors in Field A, which may be due to induced fractures. The pressure sensitivity for amplitudes ranges from 4.5%MPa to a much higher 17% for these fractured areas. Pressure sensitivity is 1.0%MPa for Field B, 8.0%MPa for field C and 0.3%MPa for Field D. In comparison, laboratory-derived pressure sensitivity using bulk modulus (MacBeth, 2004) records a maximum of 10%MPa for high porosity unconsolidated sands and 1%MPa for the lower porosity, cemented, and more-consolidated sands. All core sample measurements were assumed to be over-estimated. Whilst our measurements are consistent, limitations are: non-repeatable noise, assumption of the negligible influence of other phenomena in the areas studied and unavailability of available pressure measurements. In areas where there are no wells, depth-averaged maps of reservoir model simulated pressures are used, which may be in error. Likewise, analysis on Fields A, B and C used simulated well EHP and there are less accurate than historical pressures. Errors in simulated pressures are likely to be up to 25% based on the match between the historical and simulated field production rates for gas, oil and water.
Conclusions

A technique for quantifying pressure sensitivity using multiple monitor seismic amplitude data has been successfully applied to four offshore elastic reservoirs. Our seismic-based method is transferable to other field types e.g. carbonates and could fill the gaps in rock-physics derived or laboratory-based measurement of pressure sensitivity. The method can also be extended for sensitivity measurements of other time-lapse effects such as saturations, temperatures etc. In doing so, we can better tackle the separation of pressure versus saturation for improved reservoir management. Finally, we note the implications of using post-stack data for pressure related studies (Onions and MacBeth, 2015) but justify our practical approach to be effective in areas with sufficiently large seismic signals.

<table>
<thead>
<tr>
<th>Field</th>
<th>Pressure scenarios</th>
<th>No. of wells / monitor rigged</th>
<th>$\Delta P$ (MPa)</th>
<th>%ΔA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>std</td>
</tr>
<tr>
<td>A</td>
<td>Compartment</td>
<td>1 injector / 1</td>
<td>150</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>Water-flooded</td>
<td>4 injectors / 2</td>
<td>3.21*</td>
<td>1.81*</td>
</tr>
<tr>
<td></td>
<td>Outside wells</td>
<td>None / 3</td>
<td>4.00</td>
<td>1.50</td>
</tr>
<tr>
<td></td>
<td>Fractured</td>
<td>2 injectors / 2</td>
<td>-2.12*</td>
<td>0.84*</td>
</tr>
<tr>
<td>B</td>
<td>Compartment</td>
<td>1 injector / 2</td>
<td>25.2*</td>
<td>5.40*</td>
</tr>
<tr>
<td>C</td>
<td>Water-flooded</td>
<td>7 producers / 4</td>
<td>-4.66*</td>
<td>3.21*</td>
</tr>
<tr>
<td></td>
<td>Water leg</td>
<td>5 injectors / 4</td>
<td>6.42*</td>
<td>3.80*</td>
</tr>
<tr>
<td>D</td>
<td>Gas leg</td>
<td>6 producers / 2</td>
<td>-5.33</td>
<td>4.40</td>
</tr>
</tbody>
</table>

Table 1 Mean and standard deviation (std) of amplitude pressure sensitivity in four elastic reservoirs for each pressure scenario identified number of wells and a number of monitor surveys. Pressure is well BHP (intrinsic modelled) or a depth-average prediction from the history-matched simulation model. * denotes simulated pressure.
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