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Abstract

Monetary policy has become a key component of economic policies. Modern monetary
policy has been shaped by a substantial amount of theoretical and empirical research
over the past few decades. The thessu$es on three particular areas where the
influences of monetary policy have become of great importavex the recent
decades

While the 1stchapter sets out the backdrop, tBed chapter focuses on
exchange rate pass through elasticities and their macroeconomic determinants. Pass
through is a source of inflation through imports in open economies and has reportedly
been declining in a number of countries since the 1980s for aggm@izes level. Low
average and persistent inflation has been suggested as one of the main reasons for this
decline. Pass through is influenced by the monetary policy regimes. We first estimate
the pass through elasticities and verify the evidence ofndeglpass through across
different monetary policy regimes for 39 countries over the period 1981 to 2010 by
constructing some relevant indices. We find the evidence of declining pass through
over the period. Secondly, we verify the important macroecondetierminants by
including some macroeconomic variables and monetary policy regimes. Our findings
reaffirmed the importance of inflation in determining pass through elasticities and
suggest that inflation targeting monetary policy regime and greater Icéain&

autonomy reduce pass through elasticities.

In the 3rd chapter, we first provide a classificationdd factomonetary policy
regimesfor 124 countrieswhich includes7 exchange rate regimes addinflation
targeting and monetary targeting regiméke previous studies had only classifiel
factoexchange rate regimes and ignored the underlying monetary policy frameworks in
their classifications exercises. However, the outcome of such classifications will not be
accurate, as some of the identicatleange rate regimes will have different monetary
policy frameworks, such as inflation targeting, which needs to be taken into account in
any proper assessment of the impact of the regimes on growth and inflation. Secondly,
we evaluate the regime performascon growth and inflation by using pooled mean
group (PMG) estimation method instead of GMM. PMG is more suitable for panel

analysis with a large number of time series observatiovisand the number of



groupsU . The findings suggest that monetary pglivith nominal anchors is more

conducive to growth.

The 4th chapter focuses on the relationship between financial development and
economic growth in terms of both the quality and volume of financial development in
eight Asian and south east Asian emergognomies for the period 2003 to 2012. We
have estimated the cost and profit efficiencies of the banks in these countries for the
first time to measure the quality of financial institutions. Broad money growth and bank
credit to the private sector as argentage of GDP have been used for the volume
measures. The findings suggest the importance of both the volume and the quality of

financial development for growth in these countries.

The5thand the final chapter concludes.
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Chapter One: Introduction

1.1 Introduction

Over the last few decadesonetary policyhasplayed an important role in stabilizing
output and inflation. The preference for monetary policy, as an option, has increased
sincethe 1960s, partlpecause of the concerns over the limitations of fiscal policy and
partly because of théear that fiscal plicy decisions are susceptible mlitical
influences, making it difficult to achieve desirable outcomesing fiscal policy
instruments Among the policy variables, exchange rate is one of féstest
transmission channels for monetary policy. Typicalhe monetary policy instrument

is a financial market price (e.g., short term interest rates, bank oceedjtdirectly set

or closely controlled by the central bank (Hildebrand, 2006). Mloaetary policy
instrumentsare interrelated antheir deploymat and effectiveness depend on various
factors, such as exchange rate arrangements, monetary policy frameworks, controls and
regulation over capital flows (Mishkin, 2087Walsh, 1998)Monetary policy regime

has theability to influene@ various aspects @n economy, such as growth, inflation
and financial developmentThe thesis has focused on three aredwere modern

monetary policyhasimportant roleso play.

The mutually exclusive chapters of the thesiger the broader area applied
macroeconomg They arefocused on the empirical issues related to exchange rate
pass throughglassification and performances ofonetary policy regimesand the

implications of financial development on growth.

1.2 Background

There is a global decline in averag#éation from 14% in the early 1980s to 48% the

early 2% century (Rogoff, 2003).6 | nf | ati on i s al ways and
p henomen o n &tatementbya Milm Briedman has become diché Anti-
inflationary fiscal and monetary policy playegn important role in bringing down
inflation in many countries over the past few decaddsere has been a broad
consensus that the choice of how to conduct monetary pdilay important
consequences for aggregate activAystream of empirical researdeginningin the
1980sand a considerable improvement in the underlying theoretical frameworks used
for policy analysis have substantiated the fadhat monetary policy significantly

influences the short term course of real econ@@ligridaetal., 1999) Fora long time
1



macroeconomistsave been acknowledging the important afiénflation expectations
in the transmission process of wage and price inflatibhey are, howevedivided
sharply ovethe role ofmonetary policyn controllinginflation expetation.

The existence of strict monetary rules over th& t@ntury left very little
leewayfor monetary policyAt the very onset,entral banks gained their legitimacy by
acting asthe lenders ofthe last resort during th&nancial crisesrather thanby
formulating monetary policy The apparent irrelevance of monetary poli€ybrought
out sharplyby the work of leadingeconomic historias such as Charles Goodhart
(1987. Goodhart (187) studiel how the profit making central bank®ventually
transforme thenselves into the modern public institutions. Tis transformation
primarily took place during the @entury. The roles dhe central bank$ave been

shapedy the fnancial crisespeed for information and lender of the last resort

Practicingmonetary policy isan effective toofor conducting economic policy
is a recent phenomenon. Thegticism regarding the ability of monetary policy to
control inflation wasdominantwell into the 19703.This scepticism waseflectedin
the deep divisionwithin the academic world over the supremacy and credibility of
central bank to influence inflation expectations. The foundation of modaometary
policy waslaid by the Keynesian and Monetary schodlshought during and after the
Great DepressionKeynesian economists recognised the scope of monetary policy,
whereasmonetarist economists emphasiségl limitations. While both schoolsare
divided on the role of monetary policy, theyein consensus over tregnificanceof
monetary policy irpolicy makng processThe reign of the Keynesians was undisputed
until the rampant stagflation ovelng 1970s and early 80s and before NManetarist
critiques.In the midst othe confusiongcreated by the division between the Keynesian
and Monetarist schools ohdught, Rational expectations monetary the@yamined
the interrelationship between inflation psycholand monetary policyLucas (1976)
andLucas andsargent (1981) theoretically demonstrated that inflation expectations can
be controlled to maintaic e nt r al b a n d&r tate of dnéasion if teeccentrab w
bank can credibly commit to noninflationaryules. Therefore, in a credible

disinflationary monetary policy money growth, expectefthtron and actual inflation

!Inflation was largely believed to taggravated by the factors suchfissal deficits, commodity price
shocks, inflation psychology, aggressive labour unions and monopolistically competitine f
(Goodfriend,2007)



could all have a coherent movemt without any adversémpacton employment The
fundamental question is how long it takes a central bank to achieve credibpitysue
this goal

Some Keynesian economists like Tobin were pessimistic about the credibflity
achieving low inflatiorand heldthe viewthatthe response ahflationary expectations
to any policy changewould be very slow.In contrastMonetariss weredivided over
how readily a central bank could acquire credibility for low inflatibna seminal work
Kydland andPrescott (1977) demonstratéioe Oime inconsistency probledrof the
optimal monetary policyThe problem suggesthat acentral bankfree to choose
discretionary monetarpolicy will alwayshave anincentive topursueexpansnary
monetary policy to reduce unemploymetéspite the promise gbursuing alow
inflationary policy. The promise has to bsecuredoy a crediblecommitmentto focus
only on the low inflation targetMonetary policy cannfluencegrowth over the short
run, butthe ability is very limitedover the long run. The temptation parsuegrowth
and unemploymentver the long run will create inconsistency as the ratiagants
will adjust the wage and the prioa the basis of thieexpectations. As a consequence

theeconomy will end upvith higher inflation.

Therefore, oedibility is regarded as one of the key factors for an effective
monetary policy forreducinginflation and in improvingthe flexibility of monetary
policy to stdilise employment over the business cycle (Goodfriend, 2007). Rogoff
(1985) andCukierman (1995) proposed theea thatindependet central bank be
governed byconservativecentral bankes. The reasoning paved the wiay the two
institutional revolutionghat occurred over the period frotine late 1980suntil now.
Institutional supports are designed to asrchflation expectation and entrusted with

the explicit mandate of price stabilitguch as inflation targeting.

1.3 Motivation for the Research

The monetary authorities of a number of industrialised countries were successful in
battling inflation. Many industrialised countries started experiencing a period of
relative price stabilityover the late 80s and the ga®0s. Among a number of
competing factors, many attribute the cause of low inflation to the adoption of credible

monetary policy regimeaimed at influencing the inflation expectations of economic



agents Some countries, such as Australia, Can#t®UK, Brazil, and Chileachieved
this credibility through adoptindormal inflationtargeting framework for monetary
policy. However, countries likthe US Switzerland and also the European Union (EU)
achieved thigjoal through a crediblend persistertommitment tqpursudow inflation
(Bailliu et al, 2004).

This low inflationary period hasalso coincided with several episode$ large
exchange rate depreciationgith much smaller impacts on consumer prices compared
to the similar depreciations the past. Prominent examples includéne UK and
Sweden aftethe 1992European exchange rate mechanism crisis (ERNY Brazil in
1999after the currency crisi€vent studies by Cunningham and Haldane (1999) of the
1992depreciation and 1996 appreciationtie UK, the 1992 depreciation in Sweden,
and the 1999 depreciation in Brazil show a significant small-pmesgh of exchange
rate changes to retail prices. In the UK, neither the 20% depreciation in 1992 nor the
20% appreciation in 1996 causedaikprice inflation to deviatesignificantly from the
2.5% trend.The lack of response in the retail price is due a decline in exchange rate
pass through (ERPTRioneering this view, th€aylor (2000) modetlemonstratethat
the pricing power of the firms is reducedth low inflation and lowerpersistence of
inflation, therefore limiting their ability to pass through costs arising from exchange
rate depreciationslaylor (2000)emphasised the role of monetary policy regimd a
suggestedhata change in the monetary polieyas the primary caus# this declining

pricing power of the firms’®

A number ofsulsequent studiefound evidencein supportofTay | or 6 s ( 2
proposition? These findings imply that credible monetary Iy regimes with an
intention and theommitment of low inflation willexperiencdower exchange rate pass
through. This provides the basis for the second chapter ofthlesis® Given the
importance of the role ahonetary policy regimesniChapter3 we haveconduced a

classificationsexerciseof monetary policy regimes and evaluate the performances of

“Globalisation has been cited as another contributing factor, which reduced inflation by increasing
compettiveness.

% The details will be discussed over the next sections.

* For exampleseeMcCarthy (1999)Gagnon and lhrig (2004)

® However, wehave used the Reinhart and Rogdf002) natural classificationsof exchange rate
regimes as well as infldon targeting (IT) regimeto observe the impaof monetary policy regimes on

pass through elasticitie§ his discussion has been elaborated in the first chapter.
4



these regimes with respect to growth and inflation. In4thehapter wehave carried
out an empirical investigation othe role of financial developnent and economic

growth, emphasising bothe quality and volume measures of financial development.

1.4 Structure and contributions of the thesis

In the 2nd chapter we estimatihe ERPT elasticitiegor 39 developed and developing
countries over the perd 1981to 2010across different monetary policy regimes and
evaluate the impact of some macroeconomic variables on ERRTpass through
elasticitiesinto domestic inflation appe&o have declined in many countries snbke
late 1980s. Taylor (2000and the Bnk of Canad@éMonetary Policy report, 200Mhave
conjectured thaantkrinflationary monetary policy may have changed the pridtirsge
behaviours of the firmsAs mentioned previouslyTaylor (2000) in a simple
microeconomicstaggeredrice-settng mode| demonstrated the possibility that lower
inflation has led to lower pricing power of the firms. His model indicates that observed
changes in pricing power are due, in parthi® changes iexpectation of thénflation
persistene and cost movenm#és A simple explanation could be th#te extentto
which a firm trieo matchan increase in costs or pricesdther firms by increasing its
own price, largely depends on how persisténé increase is expected to be. Lower and
stable inflationis as®ciated with lower inflatiorpersistencetherefore,reducingthe

rise in the cost

Tayl orés (2000) hypothesis hastingdteen s
find the linkage between ERPT of import or consumers prices and monetary policy
regimes(for example, average and the variability of inflation, and average exchange
rate depreciations and the variability of exchange rate chaf@sever,these studies
are mostly, concentrated on the developed countries. Very few stadiasinedthis
issue in the context of developing countridfie role of ERPT, in the context of
developing countries, is much more important since many of these countries adopted
flexible exchange rate regimes and abolished the capital controls.résuli these
countries have become much maesceptibleto the exchange rate changasd

imported inflationary pressure.

Choudri and Hakura (2001) verifyaylord $2000) proposition in the context
of a Dynamic General Equilibrium (DGE) model with imperfect comioetitand

staggered contracts. In the model they demonstrate that a low inflation regime reduces

5



ERPT because the pass through reflects the expected effect of monetary shocks on
current and future costs, which in turn are compensated by low inflationary
environment. The empirical verificatioof the modelhas been done onl countries

over the periodl979 to ®00. In general, the macroeconomic determinants in most of
the macro based ERPT studies are comprised of the effects of inflation, inflation
volatility, exchange rate changes, exchange rate volatilgiesof the country (proxied

by nominal GDP) and tradeopenness (for exampl&agnon and lhrig (2001), Campa

and Goldberg (2002), Choudhri and Hakura (2006) among others).

Nevertheless, there is a debateetler the apparent decline in ERFS[ truly, a
macro or micro economic phenomenon. For example, Campa and Goldberg (2002) find
that themain determinants of changes in pass through over time are microeconomic
and related to thalterationof the tradingbasket fromhomogenous raw materials
towardsdifferentiated manufactured goods and servidéeir study provides extensive
cross country and industry level data on 25 OECD countries ogguethod of 1975
through 1999. However, their finding hagen sbjected tovarious criticismand a
number of studiesubstantiatedhat the decline in pricing power of the firms has
helped keep inflation low in some countri¢iserefore, linkedhe decline in ERPTo
the monetary policy regime€ERPT analysis based on aggregate macro data is
important from the context of monetary poli§tudying the implicationsfERPT on
consume prices is essential the effective monetary policy makinghe effectiveness
of the trade balance adjustment ttgbuexpenditure switching also depends on the
extent of ERPT, hence on the exchange rate policy.

We extend the existing literaturen ERPT by estimating pass through
elasticitiesof consumeyprice index (CPIlacrossdifferentmonetary policyregimesfor
39 developed and developing countries overpgbgod 1981to 2010.We verify the
evidence of declining pass throughross the differenionetary policyregimes The
policy regimes are determined on the basis of inflattanthemore, weassessd the
importantmacroeconomic determinantsERPT. In order to calculate the pass through
coefficients, we have constructed trasleighted exchange rates index (TWER) for
each country using the weights of import share of the trading partners of each country
to thepercentage change of exchange rate. We have used the TWER instead of nhominal
effective exchange rates (NEER) for our analysis. TWER is more appropriate as the
exchange rate pass through stems from the importspfidee foreign inflation indices

6



are also alculated by the weights of the importers shares and the percentage change of
their pr odu c e n)sDifferentr subsaanpla peribdsor m@gnétary policy
regimeshave been created with CUSUM test for breakd according to the dates of

the official adoption of inflation targeting regimesd other monetary policy regimes
Vector error correction model (VECM) has been used to calculate the pass through
coefficients. In the second stagee have included average and volatility of inflation,
volatility of exchange rates, size of the economy, openness to identify what determines
pass through elasticitie®or these countriesAdditionally, we have used different
exchange rate and monetary policy regimes and central banks autonomy index to
obsenre their impacts otthe pass through coefficients. Pooled OLS regressmatysis
hasbeenused toevaluatethe pass through determinants

The findings from crossountry ERPT analysissuggest a decline of pass
through along withthe inflation rates Average short run(over a quarterpass through
elasticity is 24% and average long r(over a year)ass through elasticity is 35%.
However, pass through elasticitibave increased during the recent financial crisis,
suggesting thad depreciatiorcould havealarger impact during the crisis period. In the
long run,ERPT has a positive relationship wakierage inflationGreater central bank
autonomyis found to beassociated with the reduction of long rpass through
elasticities. In the short rufgw inflation volatility andInflation Targeting (IT)regime
reduces exchange rate pass through. Therefore, the finding sutigsstredible
monetary policy regimesndeed have a role to play in reducing pass through
elasticities over the last three decades. Tihdings also suggedhat the inflation
targeting regime has the ability irafluencethe short run ERPT, wheas central bank

autonomy is helpful to reduce longirpass through.

In the 3rd chapter of the thesis, we hagenducteda de factoclassification
exerciseof monetary policy regimes for 123 countries over the period 1970 to 2012.
The chaptecontributes to the existing literature by incorporating otheratary policy
regimes in addition to exchange rate regina@sl evaluating the impact of these
regimes on growth and inflation by using PMGespite an extensividerature on de
facto classification of exchange rate, no such effort has been made soléasitying
other monetary policy regimes, such as inflation targeting or monetary targeting
regimes. The previouse factoexchange rate regimes classification studies ignored the

underlying monetary policy frameworks when evaluating the impact of theesgin



growth and inflation. However, the outcome of such classifications will not be accurate,
as some of the identical exchange rate regimes will have different monetary policy
frameworks and which needs to be taken into account in any proper assesstnent
impact of the regimes on growth and inflatid®de tryto overcome the deficiencies of

the previous studies.

The literature orde factoandde jureclassification of exchange rate regimes is
quite extensive. Studies like Calvo and Reinhart (200@)hdhgreenand Frankel
(1999), Hausmann (1999), and Mackinnon (2000) demonstrate that many countries
officially have a flexible rate but that they intervene in the exchange rate markets so
persistently that in practice the exchange rate is effectiveld.fi®a the contrary, the
frequent and periodic devaluation of fixed exchange rates in inflation prone countries
due to the monetary policy intervention renders the exchange rate more flexible than
fixed. OFear of fl oating6 anth Reinbam 200D)nN |, d
explains how emerging economies often actively intervene in the exchange rate market
to reduce the volatility of their exchange rate. Lack of credible monetary policy is one
of the most important reasons for this occurrence. In thenabof credible monetary
policy, stabilisation of exchange rate provides a clear nominal anchor latianfin
these countries. High ERPihe inability of emerging countries to borrow in their own
currenciesand risk of currency crisis are also somepontant reasons behind the
exchange rates intervention. Therefore,dbgureclassifications of exchange rates are

often misleading and the classificationdef factoregimes s become quite extensive

Recognising the deficiencies of tide jure exchang rate classifications, IMF
official classification started taking into account thee factoclassificationfrom 1999.
There are two approachesainly followed by thede factoclassification ofexchange
rate regimestudies One is the mixede jurede facto classificationand the other one
is purede factoclassification of exchange rate regimes (Taetal., 2008). Mixedde
jure-de facto classification uses the reference of the IME& jure classification to
categorise similarities and differenc&hoshetal. (1997), Reinhart and Rogoff (2002,
2004) aresome examples of the mixedle jurede factoapproach to classifying
exchange rate regimes. Pufe factoclassifications are independent from the official
classification and mainlfollow tripartite systemwhere a regime is classifiegitheras
pegged, intermediate or freely floating. Levy Yeyttal. (2005), Shambaugh (2004),

De Grauwe and Schnble (2005) are some examplasretle factoclassification.



Our classification of monetary policy regimes is definggd a number of
specific classification criterigrwhich arebased orexchange rate, policyterest rates
and monetary growthWe classifyseven exchange rate regimes and four inflation
targeting andmonetary targeting regimes. For classifying exchange rate regimes we
have used volatility of exchange rates, volatility of changes of exchange rates, the ratio
of the volatility of changes oéxchange rates and reserves. Two of itifeation
targeting regnes are classified on the basis of average inflation and piolieyest
rates and two of themonetary targeting regimes are classified on the baskmothf
broad money and narrow money growth as wellsiagrelevant policy rates15% of
the time air dassification compares titve Reinhart and Rogadf £2002) classification
and30% of the timeo the IMF de factoclassification More than 10% of the regimes
are classified as inflation targetiragnd monetary targeting regimes, which have been
classifiedby some form of exchange rate regimes by the previous st\iditssregards
to growth and inthtion, we have used pooled mean group estimation (PMRA is
more suitable hereompare to the conventiongeneralised method oahoments
(GMM) estimation(which has previously been used by the other studies) due to large
sample size (N) and time periods (T). Gadings suggest monetary policy with some

form of nominal anchor is beneficial

In the 4th chapter we assesxlthe impact of financial development gnowth
for eight south Agn countries over the peridD03 to 2014We have used cost and
profit efficiencies of 193 banks of these regions, for the first time, as the quality

measure of the financial institutions.

McKinnon (1973) suggests thAhancial marketiberalisation allows financial
deepening andeflectsin an increasing use of financial intermediation by savers and
investors It also allowsmonetistion of the economy and ensurefficient flow of
resourceamong peopland institutims over time. The procesmhancesavings and
reduces the constraing of capital accumulation, thereforemproves allocative
efficiency of investment by transferringapital to more productive sectors.
Nevertheless, the relationship between finanotattbpment and growth has been the
subject ofan extensive debatever the last two centuries. While many argue that
finance is a strong contributor to growte.d., Baghehot, 1873Schumpeter, 1912;
Hicks, 1969, Miller, 1998; Levine, 2005), somed., Robinson, 1952; Lucas, 1988)
argue on the limited capacity of financial intermediation on economic growth.
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Robinson (1952) suggests that growth leads to financial development and Lucas (1988)
demonstrates that finance is over stressed for explaining growth.

Onre of the early cross country staglby Goldsmith (1969) shoswthat the size
of the financial system positively contributes to economic groldhynable to exert a
significant relationship between financial structure and economic growth. King and
Levine (1993) try to rectify the work of Goldsmith (1969) by enlarging the sample to
77 countries and by introducing control factors. They used three growth indicators (real
per capita growth, growth in capital accumulation and total productivity growth) and
introduced new financial development measures (liquid liabilities over GDP, the ratio
of bank credit to bank credit plus central bank domestic assets and the ratio of private
sector credit to GP). Their findings suggest a strong positive relationship between
each financial measure and theethigrowth indicatorsThe findings are robust to the
alternative econometric specificatiofsuch as GMM, OLS)However, Kng and
Levine (1993) focused only on the banking sectors of the economy and have not
addressed theausality issue. The conceafsorelates to the measurement of financial

development in terms of quality.

Some argue that mere expansion of credit need not indicate a qualitative
i mpr ovement of intermedi ari esd barbowdrsi t i e s
(Hasanet al., 2009). Therefore, Hasaat al. (2009) suggest a more direct measure of
the quality of financial institutiorthereby addressing the saptimal empirical proxies
for theoretical counterparts raised by Levine (9003 heir studyon 11 European
Union (EU) countries over the period of 1996 to 2004 tests whether better banking
efficiency, estimated at firmsodo | evel, S
that this relative measure of bank performance gauges the quality aofcifih
institutionsbetter than theuantity of funds intermediationThe quantity of financial
development has been measured by bank credit volume relative to GDP. In order to
measure bank efficiency, they used the datapproximately 7000 banks of 1EU
countries over the period 1996 to 2004. To assess the quality more diteetty
measure a bankoés relative efficiency in
maximising profits using fixed effects panel frontier of a translog production fonct
developed by Greene (2009)he findings from théseneralised Method of Moment
estimation(GMM) of panel data suggest that the individual profit efficieaffgcts of
financial quality, as well as the interaction between the banking quality and volume
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regional growtharposi ti ve and significant. A 1%
inputs into financial services spurs regionabwgth in total by almost 0.06%Tlhe
quality effect is stronger than the quantity effects. A 1% increase in pratieaty of

banks has more than four times the effect on growth that a relative increase in lending
volumes does. However, the study by Hastal. (2009) only focused on the mature

EU economies.

We extend this literature by addressthgs issueto gaug the effect of quality
of financial institutions on economic growth f8rdeveloping countries of south and
sauth-east Asia over the perid2D03 to 2014. Similar to Hasat al. (2009) we have
calculated banking efficiency for this country to measure ghality of financial
development. Broad money to GDP ratio aralume of bank credit to the private
sector hasbeen used for the quantitative measure of financial development. Our
findings from the GMM estimations suggest that both quality and quantity are
important for economic growth in these regions. Therefore, this chapter provides new
evidence on theomplementaritiesand importanceof both quality and volume of

financial development in the developing countries.
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Chapter Two: Exchange Rate Pass Througand the Macroeconomic
Determinants

2.1 Introduction

Since the collapse of the Brettonddds system, all major industrialised countries have,
at least officially, adopted flexible exchange rate regirae®ne time or another
Despite optinsm, the demisef the Bretton VWods system marked the beginning of a
period ofmore thartwo decades of exchange rate volatility, high inflation, low growth
and trade conflicts. The transmission of exchange rate movements to domestic prices,
known as exchange rate passough (ERPT), has become an important policy concern
ever since® ERPT is directly related todomestic inflation. Petursson (2009) for
example, finds ERPT to be significant explanatory factor in accounting for cross
country variations in inflation votiity. * However, a growingbody of empirical
research reports a declining trend in ERPT since theLl88@s due talow and stable
inflationary environment in man countries. The evidence from these empirical
verifications suggesthat domestic inflatio also influence ERPT and has therefore

contributed toward the apparent decline in pass through elasticities in many countries

There are various determining factors of pass through elasticities. Pricing to
market, orignally proposed by Krugman (198@&nd Dornbusch (1987), suggests that
exporters adjust their prices to the prevailing prices of their export markets. Foreign
exporterd decisions to cut their export prices or profit margins (instead of increasing
the price) following a depreciation of the mpor t er 0 s currency
permanent any changes in costs are. Any temporary changes in costs will be absorbed
in the profit margin, whilst a permanent change will be passed on to import prices. The
choice of invoicing also determines the extenpads through. Exporters can invoice in
their own home currency (producer currency pricingCP), in the currency of their
importer (local currency pricingLCP), or in a thirgparty currency (vehicle currency
pricingi VCP). When exporters set pricesli@P, they do not fluctuate as frequently
as exchange rates, at least in the short run. Invoicing in LCP, therefore, reduces pass

through.

® Exchange rate pass through refers to the degree to which a variation in exchandleieaten
international trade prices and, through them, other domestic prices.

" The other two are credible monetary policy and exchange rate risk premium.
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Goldberg and Tille (2008) find that exporters consider the competitive structure
of the import market in currenagvoi ci ng deci si ons. Thi s [
strategy. The price is set in a currency that is going to keep demand for the product
relatively stable despite exchange rate fluctuations. Cross border production can also
lead to lower pass through elasie®t If the production process is distributed in a
number of countries, then the cost of the final goddesnot rely on a single currency.
It is less likely that all the currencies will move at the same time. Thus, retail prices do

not reflect any changen the exchange ra(Bodnar,et al, 2002; Hegji, 2003).

Many studies since the earl80s assumed pass through to be a micro, rather
than a macro, phenomenon. Miardented studies mostly focused on disaggregated
firm or industry level data and import prices (for example; Woo, 1984; Feenstra, 1989;
Gron and Swenson, 1996; Goldberg and dedm, 2001; Frankedt al., 2006). The
new open economy macroeconomics provided the theoretical basis for empirical
macroeconomic research on ERPT (e.g. Obstfeld, 2002). The staggered pricing model
of Taylor (2000) generated further interdgacro studie®f pass through focused on
import or consumer prices in more aggregated data (McCarthy, 1999; Pollard and
Coughlin, 2005; Campa and Goldberg, 2005, 2006; Maetzi, 2005; Gagnon and
Ihrig, 2001, 2006; Edwards, 2006). Their analysis mainly focusetieodS and other
major industrialised countries. One of the main focuses of macroeconomic explanation

is therole ofthecredible and transparent monetary policy regime.

A number of studies since the early 1990s haevidedevidence of declining
ERPT for example McCarthy, 1999; Marazet al., 2005; Gagnon and lhrig, 2001,
2006; Edwards, 2006). Large depreciations in many countries narelonger
accompanied by an increase in import prices or consumer prices. A number of
empirical studies attribute slowass through to the success of monetary pdhcy
achieving low and stable inflation in many countries (Cunningham and Haldane, 1999;
McCarthy, 1999; Gagnon and lhrig, 2001, 2004; Taylor, 2000; Chowdhury and
Hakura, 2006; Gagnoet al., 2007; Frankeét al., 2005). Both aggregate and industry
level studies indicate that the response of prices to changes in exchange rate
components or other costs are quite lo@Boldberg and Hellerstein (2007), for
examplef i nd t hat the pass t hoostsuogthe retaif price bfa n g e
imported beer is only 7% in the US. Devereux and Engel (2001) find that the currency
invoicing choice is in fact endogenous to the monetary stability of a country. Exporters
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generally wish to set prices in the currency of anty that has the most stable

economic situations.

McCarthy (1999) presents time series evidence on nine OECD countries,
showing a decline in exchange rat&ss through over the perid@831998 conpared
to 19761982. Analysinghe empirical evidence, Mukin (2008) suggests that low pass
through to import prices is natecessarilya prerequisite for low pass through to
consumer prices. Even if import prices react strongly to exchange rates, an appropriate
monetary policy stance that is sufficiently reaetto inflation can insulate consumer
prices from the effects of any shoa&sociated with exchange rat€aylor (2000) also
demonstrates this view in a model viitha staggered price setting, arguing that the
recent decline in pass through to aggregateep is due to the success of the low
inflationary environment in many countries over the last few decades. He shows the
causal link between inflation and pass through in a model bastxa staggered price
setting and imperfect competition, where firses their prices in a forward manner and
the prices respond more to the permanent cost increase. Perceived temporary cost
changeslo not play any role irthe pricing decisions. Regimes with higher inflation are
usually associated wit more persistent cosicreases Unsurprisingly, pass through
would be higher in those regimes. Hence, a credible low inflationary regime will

experience lower pass through.

Sustained decline in ERPT gradually becoming a feature of small developing
countries andhe incidence is quite pervasive in somauntries throughout the 199.
Many of these countries also have successfully redunédtion. Nonetheless,
empirical verification is relatively scarce for these countries. Empirical studies such as
Choudhri and Haka (2006), Borensztein and De Gregorio (1999), Goldfajn and
Werlang (2000), Barhoumi (2005) and Fran&ehl. (2005) are notable in this respect.
For example, empirical analysis by Choudimd Hakura (2006) for 7&ountries find
strong evidence that theelationship between average inflation and pass through
elasticities isrobust ad positive over the period979 to 2000. Therefore, the
dependence of exchange rate pass through on the inflation regime should be considered

in designing monetary policy ride

The current study extends the existing literature on exchange rate pass in two
ways. Firstly, we assegsbe evidence ofdeclining exchange rate pass through for 39

countries over the period 1981 to 2010 across different monetary policy regimes. These
14



countries are a combination of developed and developing countries, spread across
continents. We have calculated a trackghted exchange rates index (TWER) for

each country by using the weight of import share from the trading partners of each
country to tke percentage change in exchange rate. We have used the TWER instead of
nominal effective exchange rates (NEER) for our analysis. TWER is more appropriate
as the pass through transfers from importers. The foreign inflation indices are also
calculated by thevei ght s of i mportero6s shares anc
producersd price index (PPI). We focus o
as it is more pertinent to monetary policy and other macroeconomic issues. There are
three subsample pgods for most of the countrieBidependent break testdpng with

official inflation targeting dates by central banks, have been used to find the
appropriate breaks for each country over the sample period and to select each
subsample period to represetifferent monetary policy regimédn order to address
endogeneitya vector error correction model (VECM) has been used for pass through

analysis.

Secondly, we evaluate the macroeconomic factors behind the pass through
elasticities using a pooled OLSe gr essi on model . We veri
proposition to find ifinflation hasany impact on pass through. We also observed if
there is an impact of actuaé factomonetary policy regime angentral bank autonomy
on pass through elasticitie¥he exchang rate regimes classified by Reinhart and
Rogoff (2002) and inflation targeting regimadopted by many countries are used for
the monetary policy regimeb addition tothese variables, we have aklstamined the
relative strength of the volatility of ildtion and exchange rate, size and openness in
explaining the variability of pass through elasticities in different countries. To the best
of our knowledgeno existing empirical studieattemptdo assess the impact of central
bank autonomy or choice ofanetary policy regime on pass through elasticities.

Findings from thepass through analysicross different countriesuggest a
decline in many countries ev the last few decades. The findings are particularly
applicable tothosecountriesthat have ben successful ireducinginflation, such as
Australia, New Zealand, Mexico, Brazil and some Asian and eastern European
countries. Average long run pass through elasticities declined by almpst@tage
points (50% to 24%) from the 1980s to 1990@%verage inflation and volatility of

8 Cumulative sum of squares of recursive residual (CUSUM of squares) has been tised for
independent break test.
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inflation also deched substantially (by 1 and 4 percentage ponespectively).
Howeverdespite thispass through seems kaveincreasd over the last decadey
around11 percentage pointsA number of countries expeneed high pass through
over the last decadéndia, Malaysia, Pakistan, Singapore, the UK and a number of

other countriesawincreasegass througim recent periods.

Analysis from the second stagmiggests that both averagpeflation and
volatility of inflation are positively related to pass through elasticities. Adoption of IT
has a significant negative impact on short run pass through elasticity. Exchange rate
regimes with crawling pegs experience larger pass through elasticitigsam to
managed floats. Central bank autonomy has a positive influence. Thus, our findings are

relevant to Taylordés (2000) proposition.

The remainder of this study is organised as follows. Section 2.2 provides a
literature review. 2.3 provides descriptiof the sample countries. 2.4 provides the

methodology and findings. Section 2.5 concludes the study.
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2.2 Literature Review

Since the collapse of the Bretton Woods systdm, exchange ratédhas become the
center of macroeconomic policy debates for opeonomies. Nominal exchangates
are often used as a way bfinging down inflation in an open economy. Petursson
(2009) finds thatxchange rate pass througha significant variablen accounting for
crosscountry variatios in inflation volatility. On the other hand, a relatively new
stream of research suggestat low and stable inflation in many countries i af the
significant factors accounting fakeclining pass through elasticities (Taylor, 2000). A
number of studiehave attemptedo verify the incdence of declining pass through
observed in many countrieinking pass through elasticities with macroeconomic

factors and monetary policy.

Following the demise of the Bretton Woods system, newly adopted floating
exchangeate regimes in mangountries wereonsidered to be a major component of
external adjustments and transmission of inflation into domestic economies (Goldberg
and Knetter, 1996). The caudialk between exchange ratand inflation happened to
exacerbate the problem of soft n@y countries and reduce the burden of hard money
countries. The Organisation of Economic-@ueration and Development (OECD) and
the Bank of International Settlements (BI8¥t recognised hi s &évi ci ous a
circled® Since thenthe exchange rat has become an important determining policy

factor for open economies.

Much of the early researan exchange rate pass througtioisused on the US
and otherindustrialisedcountries (for example, Prakkan, 1978; Frankel, 1980; Woo,
1984; Hooper and Manri989, Moffet; 1989, Kim; 1991; Yang, 1991). The fotizs
moved to industrial organisationaaels, where the role is playbg market sructures
and the price discriminatingpportunity by exporting firms fodetermining import
prices (Cortinhas, 2007An easy and comprehensive way to understand the ERPT is

by Krugmandés (1986) pricing to market (P

Bank for International Settlements, Fejxth Annual Report, 1st April 19751st March 1976, pp. 30

32; Paul Lewis, "The Weak Get Weaker With Floating Rates," New York Times (October 10, 1976); and
David King, "The Performance of Exchange Rates in theeRePeriod of Floating: Exchange Rates and
Relative Rates of Inflation" (Federal Reserve Bank of New York, May 1976; processed).
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Krugman (1986) was one of the first to describe phenomenon of foreign
firms adjustingtheir export prices to specific markets as P&amliformalised thadea
of the pricingbehaviourof markets withexchange rate movements. PTM suggtsis
in an imperfect market structuréirms deliberately setlifferent prices in different
countries, accordintp the local competitive conditions and metrktructuré? In static
form, PTM depends on the demand elasticity faced by the foreign firms, market share
in the importing countries, substitutability of the imgalgoods and transportation,
marketing and distribution costs. The dynamic effects of RaFdlargely related to
price stickiness in an imperfectly competitive market framewlrlorder to maintain
thar market reputationany unexpected small rise i f | mangiha cost of
importing will not be passedn to consumers, as long as the chesgre perceikto
be temporary. The theory of pricing to market has since become the source of a number

of empirical verifications, mostlysingdisaggregated industry level data.

ERPT studiesn the 1970s and 1980s mostly emphasized different industria
organization, the role ofmarket segmentation and price discrimination across
geographically distinct markets (Campa and Goldberg, 2002). The traditional literature
on exchang rate pass through focuses iomport price pass through and argues that
pass lirough is essentially a miceronomic phenomenon, therefore emphagithe
role of market power and price discrimination in the international market (GhHoud
and Hakurg2006); Richardson (1978); Woo (1984); Knetter (1989); Marston (1990);
Kasa (1992)and Gagnon and Knetter (1995)). Findings from these studies suggest that
there are significant and naransitory differences in pass througlasticitiesdue to
imperfect substitution between goodsdoe tothe presence of segmented markets.

One of theearly studies by Woo (1984) on pass through from exchange rates
and import price fluctuations to domestic producers and consumer prices over the
period 1975 to 1983 for the US market, identifies four channels through which the
exchange rate can have an aopon the price level. The first is the prices of imported
consumer goods, which directly affect the consumer price index. The second is the
prices of imported inputs, which directly affect costs of production. However, the
degree of pass through in thase channels depends on whether the foreign price is

constant and how significant the pass through is on import prides. third is

YK r u g ma n 6analyfichl r@mevyork is basexh the Haberler (1949) and Dornbusch (1985)
supplydemand model of the priémplications of the exchange rate.

1 See fppendix 2.1 for a brief analysis of the Krugman (1986) modelaRiztailed analysisege
Krugman (1986)
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aggregate demand via the trade multiplier; exchange rate movements change the
current account position, which in turn affects aggregate demand. The fouini is
pricesof trading partnerswhich affect the prices of domestically produced competing
goods.The evidence from import pricing supports the view that foreign manufacturers
price their products specific to USmand and cost conditions with some adjustment
(approximately 40 percent by the Federal Reserve index and 70 percent by the import
share inde) for exchange rate changes.

Another study by Gagnon and Knetter (1995) of German, Japanese, and the US
automobile exports to seven industgaluntry destinations suggests that for most
destination countries in their sample, PTM is greater in the longhan in the short
run, a feature consistent with invoicing
is reversed for the US and Canada, which essentially suggests the presence
segmented market. Price differentials across destination méoketsee same category
of automobile are often related to exchange rate movements and these differentials can
persist for many years. Their finding also suggests that there is a significant and
persistent markup adjustment in Japanese automobile expodstrast to German and
US exports. Japanese automobile exports tend to be in the low priced end of the auto
market for most of the sample.

Since the late 1980s, declining exchange rate pass through has become a
concurrent phenomenon with declining average inflation and ERPT research started to
focus more on macroeconomic analysis (e.g. Kim, 1998; Dellmo, 1996; McCarthy,
1999; Cunningham andattlane, 1999; Marazait al., 2005; |hriget al, 2006). Event
studies by Cunningham and Haldane (1999) found that the depreciation of the UK and
Sweden in 1992 and the depreciation of Brazil in 1999 experienced a small pass
through of exchange rate chasg®e retail prices. In the case of the UK, neither the
20% depreciation in 1992, nor the 20% appreciation in 1996 caused retail price
inflation to deviate significantly from its 2.5% trend. The depreciation in Brazil in 1999
generated a much smaller paksotigh than any other depreciation during previous
periods (when the rate of inflation was also much higher). In each of these cases, the

exchange rate pass through has not been immediate, nor has it been complete.

Findings from a number of studies in tla¢e 1980s and early 1990s suggest
that low and stable inflation has had a direct impact on declining pass through
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elasticities in many countries over the last few decades. One explanation that has been
offered is a reduction in pricing power of firms {l@, 2000). According to Taylor
(2000), low, stable and persistent inflation observed in many countries are the main
reasons behind the reduction in pricing power of firms, whereas previously it had been
presumed that low pass through is one of the resagmndeclining inflation rates. In
support of this view, McCarthy (1999) finds that much of the decline in inflation over
this period apparently comes from more permanent factors such as the success of
central banks in reducing inflation and inflation eggations in these countries. Using a
VAR model of the distribution chain, McCarthy (1999) examines the impacts of ERPT
and import price fluctuations on domestic producer and consumer prices in nine
industrialised countries over the period 1976 to 199& 3Jtady finds evidence of a
significant decline in ERPT. However, the results from impulse response and variance
decomposition suggest that the effect of exchange rate and import price fluctuations on
domestic producer and consumer prices are quite maadesbst of the countries.
Barhoumi and Jouini (2008), using a structural breaks and cointegration approach,
demonstrate that changes in monetary policy regimes in these countries caused a shift

towards a low inflation environment and low ERPT.

The causallink between low inflation and ERPT has been persuasively
illustrated byTaylor (2000) who demonstrates that the declinearchange ratpass
through is adirect consequence ofhe decline in pricing power of firmsHe
demonstrates that theriging power of firms is endogenous to the low inflation
environment in many countrie$he analysisis based on the role of prigtickiness,
which is explained by aimple microeconomic model of price settifig.aylor argues
that the observed change in pricing povsgpartly due to the change in expectations of
inflation persistence, therefotkie to the changes sosts of the firms. The extent to
which a firm tries to match an increase in cost or price with other firms by increasing
its own price depends on howrpistent the increase of cost is expectedetoltiflation
is less persistenwhen it is low and table. Therefore, the role of monetary policy is

significantto the extent that it is responsible for delivering low and stable inflation.

Taylord £2000) prgosition has beethe subject of an extensive number of

empirical verifications For example,Campa and Goldberg (2002gek to assess

12 Based orthe Akerlof and Yellen,1991; Bergen and Feenstra, 1998; Goodfriend and King, 1997; Gust,
1997, Kiely, 1997; King and Wolman, 1999; Rotemberg and Woodford, 1997.
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whether the decline iERPTis a macro phenomenon (as suggested by Taylor), or a
micro phenomenon, with an OLS analysis dd@ linear model for 25 OECD countries

over the period 197%® 1999.They assess theeasons focrosscountryvariations in,

and the decline inmport price pas through over the periodHowever, hear findings

suggest that inflation is nof first order importancéor low and declining pagkirough

in these OECD countries. ERPT or producer currency pricing across these casintries
incomplete. The average impagorice pass through acrofise OECD is 60% in the

short run and 7 over the long run. Pass throughlowest in the USollowed by
Germany. They find that size of the country is not significant for pass through
elasticities.Findings from their disaggre¢ed industry level data on manufacturing,

raw materials anébod import prices also suggebe evidence of partial pass through.

Most importantly, theyobservedthat thedecline in pass through in aggregate import
prices is mainlydue toa charge in thecomposition of import bundlegther than
inflation. A shift of import composition towards manufacturipgoductsfrom raw
materials has contributed significantly to the decline in pass throutitrese OECD
countries. Theref or e,)st@dy fingsdimitachstihtist®al metitb e r g
inTayl or 6s ar gume nt the 188s amdl990«dealiie of ERRThasy Vv i

largelymicro, rather tharmacrq phenomenon.

Campa and Gol dber géubsequentipéen dipufed bychi n g
number ofstudies.Whilst Marazziet al. (2005)reaffirmedthe evidence of a sustained
declineof pass through in US impoprices of core goods in their rolling regression
analysis,they do howevefind that thedecline in ERPT due to theompositional
changein imports of the OECD countries (suggestedGgmpa and Goldberg, 2002)
can omy explain about one third of the pass through decline. Average pass through has
declined by 30% over the last three decades since the 18&fsstingly 1997 stands
out as a mment in timethroughout their robustness checifter whichthe decline in
passthrough gained momentum. They speculate that the Asian financial crisis©f 199
may have begun the process of decline in ti glven that a substantial portion of
imports ae from these Asian countries. Their empirical evidence also suggests that
Chinads sur gi n daséecrgasedompetitivenessinchiethetéfdralso

partly responsible fareducingpassthrough elasticities

Gagnon and lhrig (2001) also findetlevidence of declining pass through into
consumer priceacross kven industrialised countriesver the period 1971 to 2010.
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Declining pass through is more noticeable, particularly in inflation tiamgeountries.
While they have founa statistically ggnificant correlation between low pass through
and inflation variability, the effort to linkhe declining pasthrough evidencewith
changes in monaty policy behaviour remaingdconclusive, largely due tthe poor
estimates of policy behaviouA subsquent study by Gagnon and lhrig (2004) also
finds evidence of decliningass through in 18 out oD2ndustrialised countries from
1971 to 2000. Their finding supports Taylog2000) proposition and suggests that
monetary policy effectively redus&ERPT by emphasizing moren inflation control.
They attempt to formallyderive the linkage between monetary policy and exchange
rate pass through toonsumer prices by estimatirgy forwardlooking Taylortype
monetary policy rule for these countriesnd corredted the components of these policy

rules with estimated paglkrough elasticities.

Another study by lhriget al. (2006) examines the exchange rate pass thrtugh
import and consumer prices in G7 countries. Their empirical analysis used an algorithm
devdoped lty Hendry and Krolzing (2001) farelecing the appropriate specificatiaf
control andagged dependent variables, aadolling estimation method. The decline is
significant for more than half of the coues over the period 1999004 compared to
19751989. Their rolling estimates of impestice pasghrough in industrialied
countries gathered more evidence that the Asian crisis may be a watershed event for

declining import price pasthroughin the 1990s.

If ERPT has a strong positive relatgbip with inflation, as suggested by a
number of empirical studies, it is highly plausible that there will be a negative
correlation between ERPT and the inflation targeting regime (IT). A number of studies
try to verify whether or not amilation targetng regine has a significant impact on
pass througlelasticity. For example, Edwards (2006) tries to verifyhe adopion of
inflation targetinghas any sigificant impact on pass through Israel and 6 other
developing countrieacross Asia and Latin Aenicaover the period 1985 to 2005. His
finding suggests a decline in import, consumer and producer price pass through for all
of the countries after the adoption of IThe decline in CPI pass through is quite
significant forall of the countries exceptdfea.Apparently, Korea already had 2C#|
pass through, which is substantially lceven before the adoption of IT. The decline in
the shorrun CPI pass through is quite striking in Brazil after the adopifdT, where
it has declined by 66%Chile, Igael and Mexico also had a substantial decline in
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exchange rate pass throudihe findings suggest that for these countries, adoption of
IT playeda significant role in reducingass through elasticities. Furthermane finds
thatIT helps to reduce unerpted shocks by making monetary policy more transparent

and predictable in these countries.

The study of ERPT is moramportant for developing countriegor various
reasons For example,Calvo and Reinhart (2002) demonstrated thath ERPT to
consumer pdes is one of the main reasorigr exchange rate intervention in many
developing countriesAside from exertingan impact on domestic inflation, rapid pass
through to consumer prices limits the abildlyexchange rateto adjust tanternational
relativepricesandtherefore, reduces its potential for expenditure switching effects. The
sequence of financial crisis over the 1990s forced many developing countries to
officially adopt floating exchange rate regisn@herefore, the importance of ERRT
policy making has become more relevant thever before. ie phenomenon of low
and incomplete pass through asso increasingly evident in small open developing
countries. Nonetheless empirical evidence frondeveloping countries is relatively
scarce (Frankedtal., 2005).

Chowdhury and Hakura (2001) study exchange rate pass through on consumer
prices for 71 developed and developing countries overptréeod 1971 to 2000.
Verification of Tay | or 6 propdsifodi® One of the main motivations of their
study. Findings from their OLS analysis suggest that there is a significant positive
relationship between ERPT and inflatiomsB through varies from 4% fine short run
to 16% inthelong run amongst the low inflationary countries, whilst it varies from 9%
in the short run and 35% in the long run in the countries with moderate inflation.
Average pass through among thigh inflationary countries variesom 22% in the
short runto 56% in the long run. Among the impactsaserage inflation, inflation
volatility, exchange rate volatility and openn&ss pass through elasticities, average
inflation is found to be the most significaagterminanbf exchange rate pass through.
A similar study by Cazorzi, Hahn and Sanchez @Z) on 12 emerging markets also
finds a ¢rong correlation between paskrough and average inflation. Thdinding,
however, suggests that ERPT does not vary significantly across Asian and other

developed countries.

Pass through elasticitiesn developing countries are important for various

ressons. It plays an important role in selecting optimal exchange rate regime.
23



Hausmanret al. (2001) find that high pass througéducegshe ability of a country to
borrow in its own arrency. Therefore, a common policy option in the developing
countries isto limit the flexibility of exchange ratefkelatively high pass through in
developing countries is citeals the main reason for the exchange rate management
policies and oOfear etfal., 2005). & s ialsogad importantn ¢ e

determinanfor trade balances.

Regarding the implication of optimal monetary policy eéxchange rat@ass
through, Corsetti and Pesenti (2004) illustrate that an irealdng policy on
domestic pricestabiliat i on i s not opti maulpsachkmsedtbor e
currency fluctuations. Sucla policy increases exchange rate volatility. Foreign
exporters react by setting higher prices in the domestic mditketrelative strength of
an expenditure switching policy depends on exchange rate pass throughg Roic
market reduces the response of domestic pricesutency depreciation, thughe
equilibrium exchange rate respornisecomesmagnified (Betts and Devereux, 2000).
Betts and Devereux (2000) find that PTM affects the international transmission of
macioeconomic shocks. Without PTM, monetary disturbances will tend to generate
high positive cemovements of consumption but large negativemmvements of
output across countries. In the presence of PTM, this ordering gets reverséd
reduces theco-movemeits in consumption across border®n the other handhe
elimination of the expenditure switching effects of the exchange rate under PTM
enhances the emovement of output across border3hey find that PTM has
significant welfare implications. In the presice of PTM Monetary policy can be a
0 b e ¢ghy-aeighboudé i n s tardormegtio onetary expansion tendsirtorease

home welfare irthe case oPTM, but at the same time reduces foreign welfare.
2.2.1The Underlying Theory

The underlying they of our analysis is based draylord §2000)explanation of how
ERPT can be related to domestic anfiationary monetary policy. The decision
making process of themanagerant of a firmin setting the price is complex and time
consuming:® In an imperfety competitive marketfirms usually perceive that they
have some market powehgereforethe price is a decision variable unlike in a perfectly
competitve market where the price is givefhe perceived market power of @anfh

depends on various factoFor examplethe degree of substitutability of the product in

13 See Levyet al., 1997 for empirical evidence on thei r dacisébon making process
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the marketthe utility function of consumers and dhe reaction of otheriims to a

change in the cost condition.

Suppose that a firm selling a product that is differentiated from thdhe
mar ket . C o n s u nomg V@lge thistdiffdrende.ywsurmeuthatcthe demand
curve faced by a firm is Ilinear in the
product and the average price for the other diffea¢edi product in the maek

Equation (2.1) shows @nkar representationdite f i r més demand cur v
w - T w N P

Here,w is productionw is the price of the gosdandr) is the average price of
other differentiated goods. is a random shift imlemand. Let be the marginal cost
to produce the itemThe firm sets its price once in evefgur periods Thus, the
averageprice level is a four period average of recentes w, set by the four groups

of firms.

n T q:

Under the assumption represented in equa

four periods when the price set in period given by equation (2.3)

o

Q QLY @€ g C&

Qn
Here,w applies in period throught+3, so thato depends o rather than
w , wherei =1, 2, and 3. The teri@ is the conditionakxpectations operatdrased
on theinformation at period. A firm maximisesits profit by taking maginal cost and
average price of thether firms as given. Substituting equation (2.1) and (2.3) and
differentiating with respect tav results in the solution for the optimal price

represented in equation (2.4).

w UL 00 0on o- x 8

Equation (2.4)provides theprice setting equation in a standard staggered price

setting model (Taylor, 1980). Several points can be nrate equation (2.4). Firstly,
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the amount by which a firm matches an increase in marginal cost with an increase in its
own price depends on how rpganent that marginal cost increase is. Similarly, the
extent to which an increase in the price at other firms will lead to an increase in the
firm's own price wil/l depend on how perr
expected to be. However, meither case does the extent of this ghssugh depend on

the slope of the linear demand curve (which depend Ymhe effectof an increase

in marginal cosbn the price depends on how permanentibesase in marginal cost

is. Supposemarginal ost follows a simple first order auto regressive distribution such

as

~
g

w

© o ®

In this case the matching or paksough coefficient will behe equation (2.6).

0.125p ” ” ” c@

Thus, lower’ meandess persistertost which will reduce the size of the pabssough
coeficient. This smaller amount of matchirig the price can be viewed asloss of
pricing power. This holds for thether firmsas well. Less persistent increases in the
price of firms leads to lowpassthrough, again a characteristic ofdueed pricing
power of firms.

The analysis implies that the observed market or pricing power deperds to
large extent on the expectations of future cost and price movements. If an increase in
cost is expected to be permanent or last for a long time, then the increlbe wil
matched to a great extent in the price. An exchange rate depreciation will increase the
cost of imports. The firm will pass through less of the depreciation in the form of a

higher price if the depreciation is percaite be temporary.

The persistere of such cost changes isdikto be related tohe persistence of
aggregate inflationIn a macroeconomic environment with a great deal of price
stability, an increase in (nominal) marginal cost vii# less persisterthan in an
environment with litk aggregate price stability. The same will happen for price
increases due to amkeciation An economy with low inflation, close to theeaage of
its trading partner, will be Uikely to experience a persistent nominal degatgeon,
otherwise theeal exchange rate would be out of line for an extengedod.Therefore,
economes characterised by low inflatiorre most likely to experienclow pass

through.Furthermoreany depreciatiors less likelyto be passed on the retail price in a
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low inflationaryenvironment. Therefore, monetary policy has an active role to play in

this situation as long as long it is responsible for delivering low and stable inflation.

2.3 TheSample

2.3.1 The country sample

Our analysisincludesquarterly data fron89 countries over the period 1981 to 2010.
The countries are selected to represent a combination of developed and developing
countries. Thewlso represent diverse sets of countries@mbe divided into seven

groups. Table 2.1 below Isall the coutries according to country groups.

Table 21: Different country groupsin the sample

Emerging Inflation Euro OECD
Market Targeting Member Members
Economies countries
Brazil Australia France Australia
Chile Brazil Greece Chile
Czech republic | Canada Germany | Denmark
Hungary CzechRepublic | Finland France
India Chile Italy Finland
Indonesia Colombia Spain Germany
Malaysia Hungary Ireland Greece
Mexico Mexico Cyprus Hungary
Morocco Iceland Iceland
Pakistan Israel Israel
Philippines South Korea Italy
Poland The Philippines Japan
Turkey New Zealand South
Tunisia UK Korea
Mexico
Poland

Small Open Asian and Latin Spain
Economies African American | UK
(SOEs) Countries Countries
Iceland Hong-Kong Argentina
Singapore India Brazil
Hong Kong Indonesia Colombia
Tunisia Israel Chile

Japan Mexico

Malaysia Nicaragua

Pakistan

The Philippines

Singapore

Algeria

Morocco

Nigeria

Tunisia
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14 of the 39countriesrepreseth emerging market economieslgssified according to
the FTSE and S&P classificatipli' The four small open economiesach havea
population below 5 million14 of these countriebave adopted inflation targeting as
the formal monetary policy framewarld7 countries are OECD member8 have
joined the Euro. In terms @bntinents, there a@ Asian, 4 African, 6 Latin American,

2 Australian, and 1&uropean countries.

2.3.2 The data and the sample periods

Sample period varyfrom country to countrydepending on the availability of @a

The quarterly data for 3ountriess from 1981 to 2010For theremaining 4countries

it startsat different points in the earl§990s. Quarterly GDP or industrial production
index data are not available for theseountries fronthe earlier periog!® Table 2.2
provides a list of the countriesarding to their sample and sshmple periods, which

have been used for the estimation of ERPT and other analysis. We have also divided
the subsample periods into 3 decades for further analysis of ERPT.

The IMF International Financial Statistics (IFS) database has been used as the
main source of data. However, we have constructed the foreign price indices (FPI) and
the trade weighted exchange rate indices (TWER) for each counttiig@nalysis.

The foregn price indices have been constructed using the relevant weights of
i mporterodos trading share in a countryods
percentage change in producers or consum
TWER, we lave used the same weights constructed for FPI to the exchange rate
changes of the trading partners. Exchang
prices. Therefore, this iIimporterds trade

appropriate to masure pass through elasticities.

4 As of 31 December 2010, S&P classifie@ dountries as emerging markets.

> The countries are Algeria, Argentina, Brazil and Iceland.
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Table 22 Sampleand sub-sampleperiods of the countries

1°' Decade of the sample

2" Decade of the sample

3 decade of the sample

Country Year Country Year Country Year Country Year Country Year Country Year
Cvprus 1981 Ital 1981 Argentin 1990 ireland 1989 Algeria 2003 Hunaar 200k
P 1988 y 1990 a 2001 1999 9 2010 gary 2010
. 1981 1981 . 1993 1992 . 2002 2002
Australia 1992 Japan 1990 Australia 2002 Israel 2000 Argentina 2010 Iceland 2010
1981 . 1981 . 1990 1991 . 2003 2002

Canada 1990 Malaysia 1990 Brazil 1999 Italy 1098 Australia 2010 Iceland 2010
. 1981 . 1981 1991 1991 . 2000 . 2000
Chile 1990 Mexico 1991 Canada 2001 Japan 1098 Brazil 2010 India 2010
Colombi 1982 1981 . 1991 . 1991 2002 . 1999
a 1990 Morocco 1989 Chile 1999 Malaysia 1098 Canada 2010 Indonesia 2010
1981 New 1981 . 1991 . 1992 . 2000 2000

Denmark 1088 Zealand 1988 Colombia 2000 Mexico 1099 Chile 2010 Ireland 2010
Fiji 1981 Nigeria 1982 Cyprus 1989 Morocco 1990 Colombia 200 Israel 200
I 1988 9 1989 P 1998 1999 2010 2010
Finland 1981 Pakistan 1981 Czech 1994 New 1989 Cvorus 1999 Ital 1999
1992 1991 | Republic | 1998 | Zealand | 1997 s 2010 Y 2010

1981 Philippin | 1981 1989 Nicaragu 1994 Czech 1999 1998

France | '19gg es 1990 | Penmark | “1ggq a 2001 | Republic | 2010 Japan 2010
1981 1982 1989 L 1990 2000 . 1999

Germany 1990 Poland 1991 Fiji 1999 Nigeria 1999 Denmark 2010 Malaysia 2010
1981 Singapor | 1981 ) 1993 . 1992 2000 . 2000

Greece 1990 e 1989 Finland 1998 Pakistan 2000 Fiji 2010 Mexico 2010
Hong 1981 1981 1990 Philippin 1990 . 1999 2000
Kong | 19089 | Kored | “jggg | France | ‘1g9q es 2001 Finland 2010 | Morocco 2010
1981 . 1981 1991 1992 2000 New 1998

Hungary | 'jg9p | SPaN | ‘jgg; | GEMANY| ‘1gqg | Poland | 'jg9g France | 5010 | zealand 2010
India 1981 Tunisia 1982 Greece 1991 Singapor 1990 Germany 1999 Nicaragua 2002
1992 1989 2001 e 1998 2010 2010

. 1981 1981 Hong 1990 1991 2002 Lo 2000
Indonesia 1088 Turkey 1091 Kong 1099 Korea 1998 Greece 2010 Nigeria 2010
1981 1981 1991 . 1992 2000 ) 2001

Ireland 1088 UK 1993 Hungary 2001 Spain 1999 Hong Kong 2010 Pakistan 2010
1997 . 1990 1999 I 2002

Israel 19811991 Iceland 2001 Tunisia 2000 Korea 2010 Philippines 2010
. 1993 1992 . 1999 2000

India 1999 Turkey 1999 Spain 2010 Poland 2010

. 1990 1994 . 200k . 1999

Indonesia 1098 UK 2001 Tunisia 2010 Singapore 2010

2000 2002

Turkey 2010 UK 2010

Note: Subsample periods are divided on the basis of CUS&Mind the official adoption of inflation targeting and

other monetary policy regimes. These periods have been used to estimate ERPT.
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2.4 Methodology and Findings

2.4.1: T stage regression analysis

Existingempiricalstudieson ERPTdiffer in terms of estimation techniquiscalculate
exchange rate pass through. Maniythe studiesise single equation models or system
equations for each specific country, or set up siegleation modsifor a larger set of
countries (e.g. Campa and Goldberg, 2002, 2005; Chowdhury and Hakura, 2001 and
Mihaljek et al., 2000). Similarly,a number of empirical studiesuch as McCarthy
(2000 and2 0 0 3 ) a n det aC @GD7),Aawer appliedhe cointegration and vector

autoregressive methodolofpyr estimating ERPT.

The variables in the nael are endogenous as therdeisdback between pass
through elasticities and inflation. @ address the endogeneigguein this study, we
have adoptea vector error correction miedbdology (VECM). Equation 2.7 introduces
the baseline Vector Autoregressive model (VARR)m which the VECM can be
constructedEquation 2.7 is atandard reducefibrm VAR model representation

p
Y. =c+a FY. +g (2.7)

i=1
Here, Y, represents the vector of endogenous variabtess a vector of

constantsf; denotes matrices of autoregressive coefficientsarsla vector of white

noise preesses. We have also used the CUS8Mares test to test for breakstie

data. For inflation tayeting countrieswe have also observed the trend in inflation.
Augmented Dickey Fuller (ADF) and Phillips and Perron (PP) tests have been used for
unit root tests.

Cointegration test have been done usinghe Johansen (1991) maximum
likelihood procedureThe procdure is based on\MECM specificationand represented

in the form of equation (2.8).

~

p-1
DY, =v+ QO V.. +A GDy,., +X (2.9
i=1

Here, D is the first difference lag operatoy, is a Kx1 random vectoof time

series variables, which is integrated of ordet(1)),Vvis a kx1 vector of constants,

are (k x k) matrices of parametersjs a sequence of zeroeanp dimensional white
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noise vectors, andl is a (k x k) matrix of parameters, the rank of which contains
information aboutthe long-run relationshipsof the variables. If thel matrix has
reduced rank O<k, it can be expressed ds = U;bthis implies that theres
cointegration among the var ilavoulkehaved@ulhd b
rankif the variables are stationary in levels. The maxineigenvalue and trace test

have been used for the cointegration rank test. The asymptotic critical values are
provided by Johansen and Juselius (1990) and MacKirtaougMichelis (1999).

2.4.1.1 Findings fromthe first stage regression

We have estimateHRPT for the entire sample period, as well as dach ofthe sub
sample periods in each country, in order to observe the differences in ERPT in different
countries.The empirical analysis of ERPT considers the way in which changég in
nominal exchangerate affect domestic prices. Most empirical studies on ERPT
estimated variants of the generic equation of an open economy Phillips curve
represented by equation (2.¥)We have also utilised equation (2.9) for our estimation

of pass through elasticities.

4 4 4
Incpi, = b, +q b Intwer_, +§ b,Ingdp., +q b,In fpi_, +
i=0 i=0

i=0

4
a b4 In Cpit—i + bSeCt—l +q
=0 2.9

Here, cpi is the consumer price indexwer is trade weighted exchange rate
index which we have constructed specifically for this stugglp is gross domestic
product,fpi is trade weighted foreign produegsrice indexconstructed for the study

and ect, is the error correction term. All of the variables are in natural logarithm form.

Here,cpi is used to proxy the domestic price lewgler has beerused instead ahe
nominal effective exchange rate, laggolpis used to measure the output gepvell as
inflationary pressure in the economy aipdis used to measure domestic atibn of
trading partners. Short run ERPT is measured by the pass through coefficients over the
first quarter and long run ERPT is measured by the pass through coeffmienta

year (by adding the short run pass through of each quarter).

18 See for exampleCampa Goldberg, 2002, 2006; Githury and Hakura, 2006; Gagnon dhdg,
2001, 2004)
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As mentioned previously, breaks in the data have been primarily selected by
CUSUM-squares. For IT countries, tlyear of IT adoption is used for selecting the
breaks.The first break das for most of the countries stérdom 1981 and last until the
late 1980s or early 1990s. A number of countries experiemmhomicdownfalls
during the Mexican Bso crisis, Asian finanai crisis, Russian Ruble crisad dot
com bubble over the 1990Quite naturally,structuralbreaks have been found over
theseperiods for many countries. The final break dates for most ofcthatries fall
betweenthe late 1990s or early 2000s and lasted up @60’ Table 2.2 shows all

the subsample periods of tB8 countries.

All the variables areofind to be | (1) in théDF, ADF and PP testsThe
cointegration tests suggest one or more cointegratghgtionship for all of the
countries, across the sshmple periods. Therefore, VECM has been deemed
appropriatefor the analysisLag length for the VECM is selected by LR, AIC and
sBIC!®

2.4.1.2: Cross country analysis of pass through elasticities

A large variation in pass through elasticitibas been observed across different
countries over the period 1981 to120As expectedlong run ERPT isusuallyhigher
than shortrun ERPT for most of the periods. Average shart ERPT for the whole
sample period is 17%nd average long ruBRPTis almost 52%. Average inflation is
10%, whilst volatility of inflationis 8% amongst all the countriesver this period.
However, ERPT isignificantly different acrossountries and also over the different
sulsample periods. Table2provides a synopsis of average and volatility of inflation
andshort and long rupass through asbticities across the groupscountries™®

"Table 2.1A in appendix 2.1 listed the pass through elasticities of all the countries across different
regimes.
'8 Unit root test results andECM analyses for 39 countries across 100 subsample periods are available
upon request.
19 Averagequarterlyinflation is measured by annualised change in CPI inflation rates. Inflation volatility
is measuretyy the standard deviation of inflation rates.
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Table2.3: Inflation and pass through elasticities across the country groups

Category Average Inflation Short Run  Long Run
Inflation Volatility Pass Pass Through
Through
Al 1980s | 18% 17% 6.6% 50%
Countries 1990s | 8% 4% 20% 24%
2000s | 5.2% 3.35% 22% 35%
OECD (19812010) | 7% 10% 15% 20%
EMEs(19812010) | 15% 21% 23.95% 35%
SOEs(19812010) | 4% 3% 4.9% 26%
Latin America| 16% 14.51% 10% 60%
Countries
African Countries | 4% 4% 6% 65%
Before | 3.27% 3% 63% 28%
Euro Euro
Members| After 2.5% 1.25% 3.4% 27%
Euro
Asian Countrie§ 9% 12% 14% 63.50%
(1981-2010)
IT Before | 21% 14% 28% 55%
Countries| IT
After 6% 3% 6.6% 20%
IT

Note: The table reportguarterlyaverageinflation and ERPTor different country groups. Inflation is defined as
quarterly changes in CPI and inflation volatility as the standard deviation of inflation. Both expre%¥setiages.
Long and short run ERPTSs are calculated using equation (2.9).

The highest long un ERPT,observed over th&980s, is almost 36, which
also corresponds to the period of highestrage inflation(18%)andinflation volatility
(17%). Average inflation and inflation volatility is highest in the 1980s. Howewah b
average inflation andnhflation volatility dropped quite ignificantly over the 1990s
compared to the 1980s (10 percentage points and 13 percentagergspetgively).
Long run ERPT has declined by 288ércentage pointduring this period. However,
pass through elasticitigsave increased over the lateOBS. Average long run EPT
has increased by 11 percentage points over the last déldades likely due to the

recent financial crisis.

Average inflation and inflation volatilities are quite high across Latin America
courtries (almost 16% and 15%espectively). However, emerging countries have the
highest average inflation volatilitywhich is almost 21%. Amonghe 14 EMEs,
Mexico, Poland, and Turkey hawke highest inflation rates over the whaample
periods Average kort and long rufERPTfor these countries are alsgher, 24% and
35% respectively. Aese countries have been through a numberaokition periods
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andeconomic upheavals over the 1980s and 19®@sefore high inflation volatility is

not very surprisig.

The OECD, Asian and Euro member countries have relatively low average and
volatile inflation rates. Among OECD countries, Israel has one of the highest average
and volatile inflation, 41% and 93%spectively. This arage estimation is dominated
over the period19811991, whenlisrael experienced excessively higiflation and
average and olatility of inflation were more than100%. Average long run pass
through elasticity ighe highest inthe African countries followed byhe Asian and

Latin Americancountries.

There arel4 IT countries and3 Euro members in the sampfeAside from
Mexico and Indonesia, most of the break dates for the rest of the countries are in
accordance with the year of IT adoption. Both ERPT and inflation declined
significantly anongst the IT countrieand membexof the Euroafter adopting IT and
the Euro. Ater the adoption of ITthe average inflation ratéor IT countries has
declined by 15% ahthe volatility of inflationby 11%. Boththelong andthe short run
ERPT hasalso cclined,by 35% and 21%espectively Average inflation, inflation
volatility, and ERPThavedeclined for Euro members as well. However, the changes

are less dramatic compadr® IT countries.

For the Euro countries, average short run pass through elasticity is higher than
the average long run pass through elasticity. In the short run, when prices are rigid,
import price pas$ hr ough i nt ocurrentyecanpbe bigher.cHewedeben
prices adjustover the long run, paghroughelasticities can drop significantly. This is
probably one of the main reasons why average short run elasticities are higher in some

Euro countries.

As mentionedpreviously average short and long run ERPT have been
increased duringhe 2000s, compare to the previous decade (almost 2% and 11%,
respectively) despite a drop in inflatio® number of countries over this sampieriod
experienced significantly higher pass through compare to previous periods. Pass
throudh ebsticities over this period have increasagnificantly in India, Pakistan,
Czech Republic, Singapore, Israel, Ireland and the UK. Inflation volatilities are found

“ Table 21 provides the nansef the14 IT countries and the dates when they have addpted
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to haveincreased for most of these countri€be recent financial crisis might have a

significant impact for this increase in ERPT.

For the UK, long run pass through has increased over the recent décgaes
2.1is a linear plot otheimport price index (IMI), TWER and CPI for the UK over the
period 1981 to 2010. Both IMI and CPI ap@ an increasing trend, whilst TWER
(which is a proxy of NEERestimated for this studydropped quite sharply over the
period 2007 to 2010. This might be a plausikplanation as tavhy some countries
haveexperienedhigher pass through during the ret&nancial turmoil.

Figure: 2.1 CPI, IMI and TWER for the UK from 1981-2010
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2.4.2 The macroeconomic determinants of ERPT

The estimated ERPT coefficients have begsal for the second stage analy$ts
evaluate if there is a significant relationshipviestn ERPT and other macroeconomic
variables The variables used for the second stage regressions are average inflation,
inflation volatilities, exchange rate volatilities, central bank autonomy indices, country
sizes, openness, monetary policyinegs anddummies for the three decades over the
sample period. The following st8ections contain the descriptions of the

macroeconomic variables for oUF2tage analysis.

Average inflation and Inflation volatility: Average inflation and inflation volatility
hasbeen measured by the mean and the standard deviation of infa&othe period
1981 to 2010 Taylor (2000) illustrates that higher average inflation induces higher

inflation persistence, which increases the expected cost perceived by firms. Hence,
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courtries with highinflation should experience higiass through elasticities. However,
the effect of inflation volatility is ambiguous. Inflation volatility will not have any
significantimpact on exchange rate pass throtfighe market reputation is impairt.

This is particularly relevant for large and competitive markets.

Exchange rate volatility: Baxter and Stockman (1988) aftbod and Rose (1995)
show that high exchange rate volatility under floating exchangeisates necessarily
reflecied in high volatility of other macroeconomic variables. Krugm@dm®89), Froot

and Klemperer (1989) andiaylor (2000)demonstratehat a given change ithe
exchange rate is likely to be absorbed in import prices, in an environment where such
fluctuations are commomad transitory. If a change the exchange rate is perceived to
be temporary, it is more likely that firms will not consider it in their pricing decision.
Thus, the expected volatility should have a negative tefflepass through elasticities.
Devereux ad Engel (2002) show that a combination of local currency pricing,
heterogeneity in international prisetting and goods distribution, and expectation
biases in internatiomdinancial markets may combirte produce very high exchange
rate volatility, wihout the imfications of this volatility onother macroeconomic

aggregates.

Central bank autonomy: Central bank autonomies have beemeasuredby the
central bank autonomy indé&BI) of CukeirmanWebbNeyapti(1992) The original
paper of Cukiermaptal. (1992) calculatethe CBI index up to 1989. However, Polillo
and Guillen (200bupdated the CBI index further until 2Q0We have approximated

the CBI index up to 2010, assuminigatit remains unchaged for a number of years;
hence will be misleading foour analysis Central ban& swuutonomy is an important
indicator for inflation performance and monetary independence of a country.
Theoretical work in the early 1980wtably Barro and Gordon (1988¢monstratéhat
inflation would be sufbptimally high vhen unantiipated monetary policyeduceghe

rate of unemployment at the expense of higffation. Rogoff (1985) suggests that
dynamic inconsistency theories of inflation, of the type described by Kydland and
Prescott (197) and Barro and Gordon (1988)akes it apparent thathe independent
central banks are muchame likely to reduce inflatioriWhile the theoretical benefitf

CBI appears to be well accepted, fhrelings from empirical studieare inconclusive
(Crowe and Meade, 2007). Acemogitial. (2008) find that these indices are not a
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good representationf dhe central bank independenéar the countries with weak

political constraint*

Trade openness:Trade openness is measured by the ratio of exports and imports to
GDP of a countrymore specitally, —. A number of empirical studies suggest that

more active and open economies should experience less inflation, therefore, less pass
through. Romer (1993)dlemonstrates that greater trade openness enhances negative
terms oftradeshocksresultng from domestic output expansions, in tueduaeng the
centr al bank6s i ncent i vpelicymaking.’e Thgsa ¢ghe i n
relationship between @mness and ERPT can be negative since the countries with low
inflation tend to have lowpass through. Lane (1997) suggests that greater trade
openness reduces potential output gains from unexpected inflation itradable
sectorscharacterized by imperfect competition and sticky prices. Thus, it rethees
incentives of central bank$o pursue expansionary policy. On the contrary, Daniels and
Van Hoose (2005) find that higher pass through increases the sacrifice ratio. Their
theoreticalmodel predicts that higher ERRdither enhance the positive impact or
reduces th@egative impacts frorgreater openness on the sacrifice ratio. Howetaer,

overall impact is ambiguousconsidering the competing effects of the main
characterigts of an economy, particulargRPT. Ball (2006) argues that therenis

clear evidence that globaditon has ap impact in the process ofnflation

determination in the B.

Size of the economyA larger economy haa larger market share of domestic import
substituting goods and higherratio of domestic to foreign firms. Thus, demasd

more elastic for foreignrpducerswhich implies that local currency pricing should be
more prevalent in a large country (Krugman, 1986; Dornbusch, 1986). Thetbfore,

larger the size of a country, the lower should be the pass through.

2L Their political eonomic model of policy distortions suggests that the policy reform may not be
effective when constraints are so weak that reform can be undermheedecondmportant lesson from

the model is that with multiple policy instrumentsform may lead to aeesaw effectwhereby effective

or partially effectivereform in one dimension leads to méntéensive use of other distortiary
instruments.

?2 Using a BarreGordon type model, Romer (1993) argues that openness restrigts v er nment 0 :
incentive to engge in an unanticipated inflatiafriven by depreciation. Following Rogoff (1985), he

argues that since the negative effects of real depreciation are larger inpeareconomies, the benefits

from unanticipaéd monetary expansion decreagegelation tothe degree of opennesilore open
economies, in the absence of an inducedcpramitment of monetary policytend to have lower

inflation rates. His cross country analysis Brdrobust negative link between openness and inflation.
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Exchange rate regime:Rei nhar t a200R2) cRssifjcatiorf od exchange rate
regime has been used to assess the impatheopass through elasticitieacross
different exchange rateegimes. The radical classification exeecisy Reinhart and
Rogoff (2002)is conducted on 153 countries ovitre period 1946 to 2001. Their
coarse classification includes six categories and fine classification includes fifteen
categories of exchange rate regimes. We have used the coarse classification
analysis which has six categories of exchange ragames

Romer (1993) argues that the choice of exchange rate regimetisn
important determinant oinflation. However, Frankel (1999) finds that fixing the
exchange rat has the advantage of providing an observable commitment by the
monetary policyauhority. Ghoshet al. (1997) find thata pegged exchange rate is
associated with low fiation. Using a panel data set ofnamber of degloped and
developing countries over the peria873 to 199&ndRei nhart and Rogo
classification, Alfaro (2002) finds a significant negative relationship between fixed
exchange rate regimes and inflation, whichalso robust to the inclusiorf other
control variables Thus, in the short run, a fixed exchanratecan work as a
commitment mechanism, therefore cesduce inflation. However, Husein et al.
(2004) find that countries appearhavebenefis from flexible exchange rate regimes
as they become richer and more financially developed. For relafpeely countries,
with little access tanternational capital marketsegged exchange rate regsneork
better by delivering low inflation and high exchange rate regime durability. However,
for emergingcountries their finding suggests no systematic effeocf exchange rate
regimes on inflation or growth. The basic argument is disathefixed exchange rate
acts as a nominal anchahe monetary authority tedown the price of traded goods,
which eventually creates downward pressun®ther prices. Morepen economies are
more efficient with the mechanism of peggiaxchange rates, as this coulddmvn
more prices. Another major advantagkefixed exchange rates thatit reduces the
transaction costs and exchange rate risk, which to a large exteittsdasade inthe
developing countes. However, the stated benefits from any fixed exchange rate
arrangementargely, depend on theedibility of the regimé®

% The regime needs tbe supported by sound macroeconomic policies to reduce the threats of
speculative attacks on the currency.
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2.4.2.1: Descriptive statistics and findingfrom the crosscountry variables

Table 2.4 lists thpair-wise correlaton between the variables used tioe second stage
regression analysis. The correlation between average amflathd long run pass
through is almos26%, showing the highest correlation amongst all the variables. On
the other handCentral Bank (CB) autonomig negativdy correlaed with both short

and long run ERPTAs expected, ITs alsonegativdy correlaed with both the short

and long run ERPT, as well as with inflation and exchange rate volatility. Opeaness
negativéy correlaed with both of the pass througtasticitiesand also with average

and volatility of inflation.However, size (measured by GDP of a country compare to

the world GDP) shows a positive correlation with both the short and long run ERPT.

Table 24: Correlation between the explanatory variables and exchange rate pass
through

VLA 0L 0L 0L 6 w6 Size £nQ&E OYOLI" OVYDOAHY

Ve C 1 0.853 0.0  -0.007 -0.094 -0.125 0.07 0.2580

"0¢ 001 0.853 1 0.08 -0.014 -0.062 -0.069 0.019 0.164

Owb & -0.045 -0.038 1 -0.013 0.058 -0.038 0.103 -0.016
6 WMo ¢ -0.007 -0133 -.0132 1 -0.081 0.009 -0.007  -0.0&
"Y' Q& C -0.094 -.062 .058 -0.081 1 -0.248 0.0%4 0.1288
€ENQ¢e -0115 -0.069 -0.038 0.009 -0.240 1 -0.0551 -0.1A™

oY -0.123 -0.082 -0.091 -0.045 -0.056 0.059 -0.0236 -0.087

Note: Herelnf avgis average inflationinf var is inflation volatility, exvolis the volatility of exchange rates after de
trending the rateCbautois the central bank autonom8jzeis the GDP size of a country compare to the world
GDP, openness is the ratof exportimport to GDP,IT is inflation targeting countrieg€rpt_sis the short run pass
through anderpt_I is the long run pass through coefficieatimated by equation (2.3) for the subsample periods of
table 2.2 across 39 countries.

2.4.2.2 Findings from the second stage regression analysis

We have regressed tlestimated short and long run ERBM a number of variables

such asaverage inflation, inflation volatility, exchange rate volatility, central bank
autonomy, size and openneBaimmies have been used for the different exchange rate
and inflationtargetingregimes, in order to observe the impact of theesggmes on
ERPT.Time dummies for each decade since the 1980s have been used to observe if the
ERPT elasticities varies over the three decades covering our sample periods. The

estimated regressions are i fiorm of equation (2.10).
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where "Gs the country and is the subsample periodO'Y 0 iéYthe estimated
exchange rate pass through coefficieom the previous analysi®O¢ ¢ iQaverage
inflation, "O¢ 0 is the volatility of inflation measured by its standard deviation

O w v ié the volatility of exchange rates (which is measured by the standard deviation
of detrended exchange rate§) Q¢ &isCefined 8 —— , which isthe ratio of

exports and imports to GDPY"'Qés ‘easured by the ratio of GDP of each country to
the world GDPH & &) 6i0GBI index to measure central bank independemcEO" ¥

dummy for inflation targeting countrié8

The exchange rate has been classified accordirthe Reinhart and Rogoff (2000)
classification. Hre:

OY=1if peged exchange rate regimeotherwise

OY=1 if crawling peg exchange rate regime, 0 otherwise
0OY=1 if managed floating exelmge rate regime, 0 otherwise
‘0'Y=1 if freely floating exchange rate regime, 0 otherwise
0'Y=1 if freely falling exchange rate regime, 0 otherwise

Time dummies are formulated to represents the 3 decades covering the sample period
1981 to 2010 whex:

“YO= 1 if 1980s, 0 otherwise "YO= 1 if 1990s, O otherwise

“Y'O= 1 if 2000s, 0 otherwise

4 Cukierman WebtNeyapati (CBI) index has been measured by the index developed by Cukigrman
al. (1992). However, the index is constructed up @89 Polillo and Guillen (2005) updated the CBI
index further until 2000. We approximated the updated CBI index up to 2010 assuming that CBI index
for a country remains unchanged for a number of years, hence does not get updated very frequently.
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Estimation results for long run ERPT

We have usegooled OLS regressioanalysis,with and without dummiesto
observeif there are awy significant variations in our findings. We have started our
analysiswith thelong run ERPT. Table.2 displaysthe estimation reswtof long run
pass through witland withoutdummies. Estimation result with dummies uslogg-
run ERPTshowsa significant positive relationship with average inflatioAn 1%
increase in average flation increases ERPDy 1.7%. Inflation volatility has a
significant negative association with long run ERPT. Howeserhange @ volatility
does not have any impact on tbad run ERPT.

Size has a ghificant positive relationship with long run ERROpenness has a
negative relationshigsomehowconsistent withRomer (1993)prediction) which is,
however,not found to be statistically significanStudies likeChowdhury andHakura
(2001) and Campa and Goldberg (2002) also éindhsignificant relatimship between
openness and ERPTCentral bank autonomy has kghly significant negative
relationship withlong run ERPT. A 1%ncrease ircentral bankautonomy reduces the
passthrough elasticity by 1%0n the other hand, IT regimes are not significantly
associated with long run ERPT. fAawvling pegged exchange rate regime is found to be
positively related to long run pass through elasticifiée remainders of the exchange
rate regimes do not exhibit any significant relationship with the estimated long run
ERPT. The relationship between long run ERPT and the dummies for decades is not

significant.

Table 25 also presenthe analysis withouthe dummies The findings without
the dummies are fairly comparable to the findings with the dumridésle average
inflation is positively related to pass through, inflatawlatility is negatively releed.
CB autonomy also exhibita significantnegative relatioship with long run ERPT
However, like the previous findingshe IT regime does not have any significant

relationship withHong run ERPT.
Estimation results for short run ERPT

Table 2.6 provides the results from regression analysis with and witiodtimmies
for short run pass through. The findings are comparable to the previous analysis of the

long run elasticities. However, there are some contrasts between the long and short run
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ERPT analysis. Average inflation does not exhdiy significant associatioto the
short runERPT. However, there is a significgmbsitive association betweénflation
volatility and short run ERPTContrary to the long run results, theregime is found
to be negatively related to short ruBRPT while CB autonomy does not exhiki
significant relationship Pass through elasticities are highwmrer the"YO periods
compare to YO, indicating that short run elasticities have increased over the recent
decade.Crawling pegged and managed float exchange rate regimes are fouad to b

positively associated with the pass through elasticities.
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Table 25: Long run ERPT results

] ] Long run ERPT
Long run ERPT with the dummies . .
without the dummies
Regressors Coefficient Coefficient
0.015%*= 0.0139***
"0 6L "Q
(0.000) (0.000)
. -0.005*** -0.005***
‘0O¢ UL i
(0.000) (0.000)
. -0.003 -0.0004
OwvL £ Q
(0.690) (0.473)
Lo -0.057 -0.072*
0nQe ¢t
(-0.390) (0.315)
, 5.096* 3.489
YQda Q
(0.100) (0.400)
. . -0.011* -0.005***
O0wwob o
(0.000) (0.000)
. -0.266 -0.201
‘00
(0.191) (0.280)
0.413*
oY
(0.074)
0.138
oY
(0.558)
0.032
oY
(0.901)
0.226
oY
(0.384)
-0.079
YO
(0.571)
0.250
YO
(0.139)
0.068* 0.367***
Constant
(0.058) (0.001)
Y 0.221 0.136

Note:p valuesare in the parenthesig* indicates significant at 1% level, **indicatesignificant
at 5% level and * indicates significant at 10% leWwbbust standard errors have been used for the analysis
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Table: 2.6 Short run ERPT results

Short run ERPT with the Short run RPT
dummies without the dummies
Regressors Coefficient Coefficient
-0.002
"0 GO "C -0.010
(0.274)
(0.341)
o 0.005* 0.002**
O VA |
(0.094) (0.027)
-0.002** -0.001**
OwL £
(0.027) (0.041)
; -0.028 -0.042
0nNQee¢
(0.651) (0.558)
2.600 1.058
YQa Q
(0.452) (0.736)
e -0.005 -0.003
OwWwwo o
(0.226) (0.276)
-0.484*** -0.363**
‘00
(0.010) (0.029)
0.476*
oY
(0.065)
0.428**
oY
(0.030)
0.143
oY
(0.518)
0.812
oY
(0.280)
0.312* 0.276*
YO
(0.067) (0.095)
0.454* 0.316
YO
(0.087) (1.43)
-0.328 0.243*
Constant
(0.140) (0.138)
Y 0.137 0.101

Note:p valuesare in the parenthesis. *** indicates significant at 1% level, **indicaigsificant
at 5% level and * indicates significant at 10% leWbbust standard errors have been used for the analysis
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Overall, he findings from the ¥ stageERPT analysis present some contrasts between
the findings from short and long run ERPT analysis. The short run ERPT analysis only
represents an impact over a quarter, therefore it possesses a little less merit compared to
the long run ERPT, which capturéfse impact over a year.v&rage inflationhas a
significant impact on long run ERPT, whilsiflation volatility plays a significant role

in the short run ERPTThe volatility of the exchange rate is also found to be significant

for short run ERPT. The findings indicate that if average inflation is sufficiently low in
the long run, inflation volatility or exchange rate volatility will not have any impact on
long run pass through ERPT. The dummy variables representing the decades were also
significant only for the short run ERPT analysis, indicating that the increase of ERPT
by the end of the last decade might be a temporary phenomenon.

CB autonomy plays a signdant role inreducinglong-run ERPT, but the adoption of

an IT regime plays a significant role ireducingshortrun pass through elasticities.
Inflation targeting is a short to medium term policy strategy with the mandate for
reducing inflation. Central dnk autonomy is a vital prerequisite for an effective
inflation targeting regime. The main reason for the negative association between CB
autonomy and long run ERPT is that greater CB autonomy reduces inflation
significantly. For example, Alesina and Summ€L993) finds that monetary discipline
associated with central bank independence reduces the level and variability of inflation.
According to Cukiermaret al. ( 1 9 9 2) Amaking the central
mandate and reputation for maintaining prisgbility is a means by which a
government can choose the str éfdhpteisaof ¢
significant correlation between high inflation and the lack of central bank

independencé

®Cukir man, A., S, Webb., and Neyapti, B Bapksdn892) .
its Effect onWd&ldBankEgonahic Revievgl.¢ &, ppd 35398.

*The CBI index we have used for our analysis @eafactocentral bankindependence index which
combinesa number of indicators such dsgal independence, turnover ratios of the central bank
governors etc.
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2.5 Conclusions

In this study we have estineat exchange rate pass through elasticities and assbkesed
impacts of severahacroeonomic variables on pass throufgin 39 countries over the
period 1981 to 2010. In the first step, we try to estimate pass through elasticities for
eachof the 39 countas over the sample periag well as for 2 to 5 subsample periods,
depending on data availability amégime shiftsof the countries. The subsample
periods are selected on the basis of inflation and represent different monetary policy
regimes. CUSUMsquars tests and dates of the formal adoption of monetary policy
regimes have been used for the selection of breaks. We have constructed trade
weightedexchange rate indices, which veave called TWER, and foreign inflation
price indices, whichwe have called FPI, for the analysis. TWER has been used to
proxy nominal effective exchange rat@¢EER) and FPI has been used to proxy the
inflation of thetrading partners from which a country imports

In the second step, we hawesedthe estimted pass through elasties fora
panel estimation to evaluate the impact of various macroeconomic factors on the
elasticities. The macroeconomic factors are average inflation, inflation volatility,
openness, size of the econondifferent monetary policy regimes represented b
various exchange ratesd inflation targeting regime. Reinhart and Rogca2002)

classification of exchange rate regimes has been used for the analysis.

Declining ERPT has become a feature in many courdiies the late 19804
numberof empirical studies findevidence supporting the declining pass through in a
number of countries over the recent decades. Taylor (20@@)onstrates that
maintaining low and stable inflation has indudkd process dbw ERPT. Therefore,
the success of declining pass thorough has been attributeddontiigcting ofcredible
monetary policy. However, the issuemains to some extent, unresolved. A few
studies claim the decline in pass through as a micro rather tharognanomic
phenomenon. For example, Campa and Gold®0@5) find that shifting imports from
homogenous raw materials towards differentiated manufactured goods and services is
the main reason forthe declining ERPTin OECD countries rather than
macroecaomic factors. Marazzi and Sheets (2007) find that soaring Chinese imports
reduced ERPT in the US. Nevertheless, evidence from an increasing nafmber
empirical studies suggestat macroeconomic factors daree main reasons behind the

declining pass thrah observed in many countries and find tharansparent and
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stable monetary policy regime is the main driving faasdong as it is conducive to a

low inflationary regime. Our study, therefore, triehave a fresh look on this issue.

We have also faud evidence of declining pass through in many countries.
There isa strong relationship between ERPT and average inflation. However, the
decline in pass through is not entirely common for all the subsample periods. Pass
throughelasticitiesin someof the countries,including OECDcountries,has increased
significantly during the late Zs. Countries like, India, Malaysia, New Zealand,
Pakistan, Singapore, the UK experienced an increase in pass through elasticities over
the recent financialrisis

The evdence of declining pass through quite strongparticularly for Latin
American countries. In many countries pass thhoafasticities havéeen declining
The decline is more pronounceghrticularly, after the Asian financial crisiOQECD
countries havehe lowest pass through among all country groups. The adoptian of
IT regime (by fourteen countries the sample) hashowna remarkable decline in
ERPT. Longrun ERPT reduced by almost 35% in these countries. Eight other Euro
member countriealso exgrienced a decline in ERPT and average inflation.

Higher average inflation induces higher long and short run ERPT. Volatility of
inflation is negatively related to long run pass through but positively related to the short
run pass through elasticities. Autmn of inflation targeting is found to be effective in
reducing short run pass through, whilst central bank autonomy is effactigduéng
long run pass through. Crawling peg and managedsfl®an of the intermediate
regimes, are found to have significant positive association with short run pass
through. Overall, the evidencgom our studyis consistent withTaylord6 §2000)
proposition that lower pass through is associated with lower inflation. Therefore,
credibility of the nonetary policy and theole of Central Bnks are crucial. An
important corollary of this proposition is that low pass through will persist as long as
monetary authorities continue to successfully anahitetion expectations and affirm

that their response will be aggressivahy adverse inflationary shocks.
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Appendix 2.1

Static framewo (1%86)mddel:Kr ugmanoés

This is static in the sense that neither the actual nor the expected duration of the
exchange rate change affects the extent
sets out a supply and demand model of the price implications of exchange rates. Let us
imagine the world comprises two countries, namely the US and European Union (EU);
and two currencies, the dollar and the euro. The equilibrium condition can be described
by two conditions. Lef) be the dollar price of some importable afids the EU price

Qis the exchange rate of the euro per US dollar.i Lgt andi” 1"~ be the supply

from the US and EU respectively ai@n and'O' r° are the demands. The
equilibrium can be described by two equations. First the world market clearing implies
that

if ‘R o[ O =0 (2A.1)

Second, the law of one price implies thaf ='Q 1y The elasticity of the EU price with

respect to exchange rate is

Qi 07N
Qi 0 i* O FQN (2A.2)

Ther ef or e, the extent to which the import
share in the response of the world excess demand to price. However, to explain the
divergence of the prices between the US and the EC, transaction costs can be used,
even though there is the substantial restriction of assuming an upward sloping

transaction cost function.
nN"=Qn o (2A.3)

Here,t is the marginal transportation cost, and is increasing in the volume of the US

imports.

0 00 Y o8&
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Equation (2A.2) and (2A.4) implies that a riselie dollar would be accompanied by a

fall in the US price, and thus a rise in the US imports. However, the rise in imports will
be associated with a rise in the marginal transportation costs, therefore this will widen
the price gap between the two regioApart from transportation costs, marketing and

distribution costs are also relevant.

The effects of demand elasticity and market share can be explained in a Cournot
market structure which can be represented in the following equations. The basic rule of
Cournot competition is that a firm will face a constant perceived elasticity of demand
equal toOf1 . Here,Ois the market elasticity arglis the market share. There are two
suppliers in the market, the US based firm and other is a foreign firm bagedtJ.

Let s be the market share of the US firm in the domestic market ‘aisdthe market
share of the EU firm which is basicallp ). The pricing rules of the US and the EU

firm are represented by equations (2A.5) and (2A.6) respectively.

- wO 58

Y o i <o
5z (E'O ©
Y 9o 1° cogp

In equilibrium, market shares will be such that these two pricing rules coindiée. T
equations imply that the higher is the import market share in the US, the lower would
be the elasticity of demand perceived by the EU fitlmus thehigher would be the
price for any given rarginal cost. Similarlyelasticity of demandbr the domesticfirm

will be higher.No w, i f the eexalppmgei aee, 6t he
schedule will shift down proportionately to this change. However, its actual price will
not fall as the market shares will rise and the perceived elasticity of demardllwil
Algebraically, this can be explained by taking the logs of both (2A.5) and (2A.6).

i 1ioo 110 vy cH8
or 11 110 11T 1T0 i° co8p

Differentiating and substituting we get for the change in the US share of output and for

the change in the price respectively in equation (2A.9) and (2A.10):
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The equation implies that the elasticity of the price with respect to the exchange rate
will be less than one. However, this result is based on two unrealistic assumptions. The
first assumption is the perfect substitutability of the domestic and therforeifi r mdé s
production. The second assumption is that the competition is assumed to be Cournot, as
Bertrand competition will lead to a collapse of either imports or domestic production in
the case of perfect substitutability. The dynamic form overcomes botihese
shortcomings.In the dynamic form of the same mogdetport prices will fall less than
proportionatey to the exchange rate change if tfgange is either unanticipated or

expected to reverse.
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Appendix 2.2

Table 22A: Pass Through Hasticities

Country Year Short run pss througlelasticities| Longrun pass througlelasticities
Algeria 19952002 0.0109 -0.2725*
Algeria 19952010 -0.0042 -0.356*
Algeria 20032010 -0.0325* -2.815*
Argentina | 19902001 -0.6216* -0.1229*
Argentina | 19902010 -0.0612* -0.6089
Argentina | 20022010 -3.5879* -0.5609*
Australia 1981-1992 0.4271 -0.5150*
Australia 19812010 0.1132* -0.5545*
Australia | 19932002 0.5786* 0.6242*
Australia 20032010 -0.43 0.203*
Brazil 19901999 -2.611** -0.7888*
Brazil 19902010 -0.378* 0.03076
Brazil 20002010 -0.376* -0.2753*
Canada 1981-1990 -0.0324 -0.0642*
Canada 19812010 0.1212 0.2476*
Canada 19912001 0.0493 -0.1135*
Canada | 20022010 -0.1607 -0.0505*
Chilli 1981-1990 -0.32966 -0.396*
Chilli 1981-2010 0.10082** -0.3372*
Chilli 19911999 0.3992 -0.5070*
Chilli 200062010 -1.4849* -0.2853*
Colombia | 19821990 -0.3822* -0.1654
Colombia | 19822010 0.0065 -0.996*
Colombia | 19912000 0.2852 0.4791*
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Table 2.2A Pass Through Hasticities (Continued)

Country Year Short run pass through elasticiti Long run pass through elasticitie
Colombia | 20012010 0.27383* 0.984*
Cyprus 19811988 0.3586915 -0.1997*
Cyprus 19812010 -0.261539* -0.29119*
Cyprus 19891998 0.3586 -0.1997*
Cyprus 19992010 -0.265477* -0.26905*
Czech
19941998 -1.70336* -0.57167*
Republic
Czech
19942010 -2.5006* -0.1581829*
Republic
Czech
19992010 -0.3138* -2.338254*
Republic
Denmark 1981-1988 0.3178 -0.35981*
Denmark 1981-2010 0.01586 0.034221
Denmark 19891999 0.0726 -0.14037*
Denmark 200062010 0.3148* 0.2546*
Fiji 1981-1988 -0.093 -0.6354*
Fiji 1981-2010 -0.1416 -0.14158
Fiji 19891999 -0.0715 -0.67799*
Fiji 200062010 -0.2386 -0.7224*
Finland 19811992 0.11784 0.43555*
Finland 1981-2010 -0.2232 -0.03754
Finland 19931998 -0.18961 -0.40634*
Singapore | 19811989 -1.0792* 0.36157*
Singapore | 19812010 0.073 0.17435*
Singapore | 19901998 0.278 0.182198*
Singapore | 19992010 -0.039* -0.7974*
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Table 2.2A: Pass Through Hasticities (Continued)

Short runpass through

Long run pass through

Country Year
elastigties elasticities
Korea | 19811990 1.17~* 0.3188*
Korea | 19812010 -0.0441 -1.1134*
Korea | 19911998 0.479 -0.349076*
Korea | 19992010 0.339 -0.13471*
Spain | 19811991 -0.2448* -0.8019*
Spain | 19812010 -0.5929* 0.00252
Spain | 19921999 -0.849 -0.001
Spain | 19992010 -0.257 -0.003
Tunisia | 19821989 1.207 0.380*
Tunisia | 19822010 -0.047 0.0519*
Tunisia | 199062000 0.947 0.01426
Tunisia | 2001-2010 -0.018 -0.11274
Turkey | 19811991 0.070 -0.911*
Turkey | 19812010 0.01 -0.696*
Turkey | 19921999 -0.0237* -1.460*
Turkey | 20002010 -0.254 -0.85*
UK 19811993 0.240 -0.0030*
UK 19812010 -0.0017 0.266*
UK 19942001 -0.0217 0.031*
UK 20022010 -0.9764* -0.701*

Note *** indicates significant at 1% level, ** indicates significant at 5% level and ***indicates significant at 10% level
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Chapter Three: A Classification of Monetary Policy Regimes and the

Implications on Growth and Inflation

3.1 Introduction

The choie of appropriate monetary policy regime, particularly for developing
countries, has long been at the center of the debate in international economics. The
steady increase in both magnitude and variability of international capital flows has
intensified the dbate over the past few decades, as each of the major currency crises in
the 1990s in some way involved a fixed exchange rate and sudden reversal of capital
inflows. As a consequence, a large number of empirical studies have attempted to
evaluate the perfmance of alternative exchange rate policies in teoigrowth,

trade, inflation,business cycle and commodity price behaviour (Reinhart and Rogoff,
2004)?"

Official classification of exchange rate regime however, often fails to describe
the actual praate by the monetary authorities, which implies a significant gap between
de factoand de jure regimes®® As a result,Ghosh et al. (1997), Ley Yeyati and
Sturzenegger (2005and Reinhart and Rogoff (2004) amongst others, attempted to
rectify the deficiencie of de jure classifications. There are also drawbacks with
evaluating economic performance on the basigsi@ffactoregimes. Exchange rate
regimes are at the same time characterised by both weak and strong monetary policy
frameworks. A free or managed dio regime may have an inflation targeting or
monetary targeting framework. Therefore, evaluating performance solely on the basis
of exchange rate regime would be misleading, as the performance is not only the
contribution of the exchange rate regime bwoalhe contribution of the undgithg

monetary policy framework.

A distinctive study by Bailliuet al. (2003) focused on the monetary policy
framework applied along with the exchange rate regimes. They argue that an exchange

rate anchor is simultaneouslyr@netary anchor and also that intermediate and floating

" Seealso Husain, Mody and Rogoff (200®8ishkin and SchmidHebbel (2007)
8 Thede jureclassification is defined abe official classification of the regime by the country. In

contrast, thele factoclassification is defined with reference to a range of economic and institutional
variables and outcorse
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regimes might be associated with either weak or strong monetary policy frameworks.
Therefore, the impact of these weak and strong monetary policy frameworks will
reflect upon the relationshipetweerthe regimes and growth.

While a number of studies have tried to improve dbgureclassification of
exchange rate regimes, this has not been the case for alternative monetary policy
regimes De factoclassifications for inflation targeting (IT) ononetary targeting (MT)
regimes are just as importantdes factoclassifications of exchange rate regimes. Even
though Bailliu et a | .classification (2003) attempts to incorporate the underlying
monetary policy framework by classifying exchange ratamreg on the basis of
monetary policy anchors, their classification has not explicitly considered other
monetary policy regimes. The present study refines the classification scheme by taking
into account different monetary policy frameworks and tries toluat@ regime
performance in terms of growth and inflation.

The literature omle jureandde factoclassification of exchange rate regimes is
quite substatial. For exampleCalvo and Reinhart2001,2002, Eichengreen and
Leblang (2003)Frankel (1999), Haamann (1999) and Mackinnon (2QGdemonstrate
that many countries officially have a flexible rate, but they intervene in the exchange
rate markets so persistently that in practice the exchange rate is effectively fixed.
Conversely, thdérequent and periodic devaluation of fixed exchange rates in inflation
prone countries due to poor monetary policy often renders the exchange rate more
flexible thanfixed. Calvo and Reinhart (20p8howed that emerging economies often
actively interver in the exchange rate market so as to reduce théiliwplaf their
exchangeratedl hi s i s popularly referred to as
explanations have attempted to clarify gpleenomenonOne is the lack of credible
monetarypolicy (Cdvo and Reinhart, 2002In such countries, stabilising the exchange
rate provides a clear nominal anchor for prices. Other explanations include that (i)
exchange rate volatility is thought to be detrimental for international trade as most of
the trade ignvoiced in a foreign currency, (ii) the pass through from exchange rate
movements to inflation is higher in emerging countries than in developed countries, and
(i) the inability of emerging countries to borrow in their own currency leads to the
liability being denominated in foreign currencies and the subsequent exchange rate

risks borne by the country issuing the debt (Hausneaah, 1999).
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As a result, it is misleading to classify the exchange rate regime by its
0 o f f decjuresthtds and the litature reports efforts to classify exchange rate
regimes on ae factobasis? Such de factoclassificationsattempt to correct the
deficiencies in thele jureclassifications (Tavla®t al., 2008). In recognition, IMF
official classifications have, sind999, started to take into account these deficiencies.
Studies vary on the basis of the variables and methods useassif\cithe exchange
rate regime n the sense that they compare their classifications with d&F
jure classifications, some incorporagemixture ofde jureandde factoclassifications.
For example, Goshet al.(1997), and Reinhart and Rogoff (2002, 2004) are examples
of the mixedde jure- de factoapproach to classifying exchange rate regirResede
factoclassifications of exchangerate regimes can be compared vdth
jure classifications, but the former mostly use a tripartite system where the regime is
classified as either pegged, ennediate or freely floating ¢f example, see Levy
Yeyatietal. (2005), Shambaugh (2004) or Dea@we and Schneble (2005)

There is also a range of methodologies useddén factoclassification
approaches. For example, Reinhart and Rogoff (2002, 2004); Bilil (2003) and
Ghoshet al. (2002) applied statistical algorithms the changes andrariances in
nominal exchange rates. In some ways, the Reinhart and Rogoff (2004) approach,
which studies 156 countries over the period 1946 to 2001, is considered as one of the
more radical revisions to thte jureclassification of exchange rate regimésing data
from the parallel exchange rate markets alongside official exchange rates, they
categorise a regime as freely floating if annual inflation exceeds 40%. To avoid the
impact of short run fluctuations of the exchange rate, they compute the pitphzbi
the monthly change in the nominal exchange rate within a specified band over a rolling
five-year period. If the probability that the exchange rate will stay within a specified
band is 80% or more, the regime is classified as either of the suitdbtgories of their
classification. Their oO0coarsed classific

their O6fineb6b classification has 15 categ

Algorithms used by most of the othde factoapproaches to classifying

exchange rate regimes makseuwof a range of statistical algorithms and measures of

# For detailed analysisee Ghosh, Gulde and Wolf (1997, 200Reinhart and Rogoff (2002004),
Levy Yeyati and Sturzenegger (2005), Bailliu, Lafrance and Perrault (2001, 2003), Eichengreen and
Leblang (2003)Pubas,Lee and Mark (2005)
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exchange rate variance (for example: Reinhart and Rogoff, 2004; Levy Yeyati, 2005;
Bailliu et al, 2001, 2003). Additionally, Levy Yeyatt al. (2005)also incorporate the
volatility of internationalreserves as a classification variable. One of the shortcomings
of using the volatility of exchange rates, or volatility of changes in exchange rates or
reserves is that taking the volatility will only give a partial representation. As argued by
Hausmanret al. (2001), the exchange rate in one country may be more volatile,
because of the fact thétis subjeced to larger external shockslespite significant
interventionby the authorities to keep it stable. The variance of reserves might also not
be a good indicator, as reserves can be very stable due to the absence of shocks, even in
a country that would intervene heavily if a shock warrants it. Besides that, there are
many other factors that affect the reserves in a developing country. Therefore,
Haussmanret al. (2001) argue that the relative volatility of the change in exchange
rates to the change in reserves (RVER) is a better variable to use for classifying
exchangerate regimes. The measure of volatility itself is another issue. Using the
standard deviation to measure the volatility of exchange rates is vulnerable to any large
depreciation or appreciation of the exchange rate. To address this problem, Reinhart
and Ragoff (2004) and Levy Yeyati (2005) used mean absolute deviations of exchange
rates to measure the volatility.

The current study extends the literatureckassifyingalternative yearlygle facto
monetary policy regimes based on some diassion criteriafor 124 countries over
the periodl970 to 2012. Unlike othete factoclassification studies, we have explicitly
classified all the monetary policy regimes along with the exchange rate regimes. The
classification exercise covers seven exchange rate regintefour inflation targeting
and monetary targeting regimes, whitdive alsancluded converging episodes of the
both regimes. For the classification of exchange rate regiwesused volatility of
exchange rates, volatility of changes in exchange ratdatility of reserves and also
the relative volatility of exchange rate to reserves (RVER). To reduce the influence of
outliers in the exchange rate regime classifications, we used the standard deviation and
eliminated the largest 10% of deviations froime tmean. Inflation targeting and
monetary targeng regimes are classified on the basis of changes in inflation rates and
policy rates, and changes in both broad and narrow money and the policy rates,
respectively. If a regime satisfies multiple categomnes attempt to classify the regime
on the basis of the policy which is moobvious andlikely to be pursuedy the
monetary authority during that particular period or periodsr example,if an
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intermediate exchange rate regime is classified as arianfleargeting or monetary
targeting regime, the regime is classifeeslan inflation targeting regimetherwise it is
classified on the basis of its exchange rate policy. Secondly, we try to assess the impact
of the monetary policy regimes on growth anflation using Pooled Mean Group
(PMG) estimation developed by Pesaran, Shin and Smith (1997) rather than widely
used Generalised Method of Moments (GMM) approach us#ueiprevious studies.

PMG is more appropriate than GMM for panel data sets with laogfe number of
countries and time periods as the asymptotic properties of the long run panel is
different. Unlike GMM, it is an intermediate estimator which involves both pooling and
averaging and allows the intercepts, short run coefficients and emanee to differ

across countries. There are also other advantages for the choice of the PMG procedure.
It allows for shorrun heterogeneous dynamics but imposes a-tanghomogeneous

relationship for countries ithe sample

More than 10% of the regies are classified as either some sort of inflation or
monetary targeting regime, which previous studies classified as some kind of exchange
rate regime. 45% of the time our classification compared to the Reinhart and GRegoff
(2004) classificationand 33%of the time with the IMFde factoclassification Our
findings suggest a less pronounced move away from intermediate exchange rate
regimes. Results from the panel estimation suggest that monetary policy regimes with
nominal anchors are better for both economic growth and infla#konong the
exchange rate regies, ourfindings suggest that fixed regimes are better compared to
other exchange rate regimés both industrialised rad nonindustrialised countries
Inflation targeting regimes have a maasitiveimpact on nofindustrialised countries
compared to idustrialised countrie®©verall, our findings suggest thabmetary policy
regimes with nominal anchors exert a positive influence for both groups of codhtries.
We find that inflation is significantly lower and growth significantly higher for
regimes \ith some form ofnominal anchors. Inflation is modest for industrialised and
norrindustrialised countries under inflation targeting, monetary targeting and fixed
exchange rate regimes. Therefore, the findisgggest that the presence of some form
of moneary policy anchor is beneficiébr economic growth and inflation

30 A nominal anchor for monetary policy is a single variable or device vithileentral bank uses to pin
down expectations of private agents about the nominal price level or its path or about what the Bank
might do with respect to achieving that path (Krugman, 2003)
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The remainder of this study is organised as follows. Section 3.2 provides an
extensive literature review on the classification and performance of all the monetary
policy regimes. Section 3.provides the methodology for classifying the regimes and
the justifications. Section 3.4 describes the findings from the regime classifications.
The classifications have been utilised further to evaluate the impact of the regime on
growth and inflationSection 3.5 provides the methodology for thié fage analysis
of regime performance, while section 3.6 discusses the findings from"ttetage

regression analysis. Section 3.7 concludes the chapter.
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3.2 Literature Review

The appropriate choice ofanetary pdty regime is a recurrent issuehd wave of
financial aises in developing countries over the 1990s madeigbi'e moe relevant

than ever before. d&ly empiical studies of dternative exchange rate regime
performancdocused orthe compariso of unconditional variances of nominal and real
exchange rates under the Bretton Woods system and the aftermath €fal/|d008).
Studies like Stockman and Mussa (1986), Baxter and Stockman (1989), or Flood and
Rose (1995) find that the demise of Bretton Woods was characterised by increased
volatility of real exchange rates. However, they failed to detect any significant
difference in macroeconomic performance between fixed and floating exchange rates.
While trying to assess the volatility of macroeconomic variables under the two regimes,
Baxter and Stockman (1989) find little evidence of systematic differencebkein
behaviom of macroeconomic aggregates such @msumption or international
production. Flood and Rose (1995) find that the unconditional volatilities of
macroeconomic variables such as industrial production, money, consumer prices and
interest rates did not changemich across regime. There is, however, one thing common
among the suies mentioned above: their analysis is based on official classifications of
the exchange rate regime

Thefindingsfrom above studiegenerated inconsistency by suggesting tlegt k
maaoeconomic variables, rather thesal exchange rates, are invariant todheice of
exchange rate regim@Reinhart and Rogoff, 2004; Levy Yeyati and Sturzenegger,
2005). Furthermoregurrency and financial crises durittie 1990s renewed interast
the debatesurrounding thechoice ofappropriate monetary policy and exchange rate
regime for small pen economies and, in particulamerging countries. Many blamed
soft pegs for the currency and banking crisis dutimegl990s (GoldsteimndPeterson
1999) Unsurprisingly, supporters of this view advocated that emerging matkattd
allow their currency to float in order to avoid future crisis. Following this advocacy,
policymakers of many countries officiallindicated their preferences for flexible

exchange rates.

A dramatic change in the IMF official report of 198&flects these changes,
suggesting onlys countries adopted exchange rates with an 18% horizontal band,
whereas 49 countries adopted independently floating exchange rates and 25 countries

adpted managed floating with no interventiddowever, findings by many studies
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later suggest that there are discrepancies between the actual and official exchange rate
regimes.Theoretical studies such as Frankel (1999), Calvo and Reinhart (2000) and
Hausman et al. (2001) had alreadgubstantiatedhe reasosfor a country to deviate

from the official exchange raté& number of empirical studies attempted to verify that
countries with different exchange rate regimes show remarkable differences regarding
the way they intervene inthe foreign exchange market€mpirical studies like
Haussmanret al (1999), Calvo and Reinhart (2000, 2002), or Reinhart and Rogoff
(2004) find that many emerging cdtes tend to hold large amount of international
reserves.Consequently, ntervention in the foreign exchange market is also very

frequent in these countries.
3.2.1Fear of floating phenomena

Why might a countryprefer to smootlexchange ratéexibility ? The fear of floating
phenomenon, pioneered by the analysisCalvo (1999),Calvo and Reinhart (2000,
2002), delvesdeeper into this issueCalvo and Reinhart (2000, 2002) studied 39
countries between 1970 and 1999 and fouthét many countries, irrespective of
economic status, are very reluctant to allow largmgsvin their exchange rates. @n
average, the probability than exchange rate change is within the moderate + 2.50%
band is over 79% for free floatetsModerate to large monthly fluctuations are found
to be rare for managed floaters. On averdger is an 88% probability that monthly
changes of exchange rates for managed floaters are confined within the reamcbof b
2.50%. Lowexchange rate flexibility is the result of deliberate policy interventions.
Furthermore, international reserves and irgerates are more volatile for these
countries. Technically, interest rate movements are-proguctof a combination of
exchange ratestabilisationthrough domestic open market operations and a lack of
credibility. They demonstrate wheylack of credibiity of the monetary authority leads

to fear of floating withhigh international reserves and interest rate volatility, within the
framework of apro cyclical monetary policy. These countries have a high risk
premium. Therefore, smoothing exchange flatetuationsis an attractive alternative to
reduce the variance of real outcomes. In a stylised model, the authors demonstrate how
offsetting the risk premium shocks anaducingexchange raté uctuationscan limit

unnecessary variations in inflation.

3 Significantlyabove the benchmark countrigsAustralia, Japaand US.
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In the context of an inflation targeting countrgalvo and Reinhart (2000,
2002) demonstrated that a larger variance of nominal interest rates lowers the
credibility of the monetary authority and increasesk premium shocks. Therefore, a
greater commitment tmflation targeting by the authority will lead to the choice of a
reduction in the variance @xchange rateshanges. As a resulfflation targeting by

many emerging countries can also explain the fear of floating phenomenon.

In order to provide an elgnation forexchange ratamterventiors, Hausnannet
al. (2001) find that many countrieshich classified their regimas floating show
strikingly different volatilities in the movement of exchange sawdative to thatof
reserves or interest rates. They developed a model which explairextihainge rate
intervention ighe optimal choice of a central bank that attempts to minimise a standard
loss functionwhere domestic firms are credibnstrained andncomplete marke
structure limits the ability to avoid currency mismatéiThus the model suggests that
the differem e i n t he way crelaied ttor theg siferentelle aft s ar
exchange ratpassthrough and theiability to avoid any currency mismatchesely
find a very strong robust relationship between the patieexchange rate flexibility
and the ability for international borrowing iown currency®® The finding suggests
exchange rate flexibility will be lower the ability to borrow in own currendy low.**

3.2.2 Classification ofde factoexchange rate regimes

As a consequence of the dubious nature of official exchange rate regimes, classification
of de factoexchange rate regimes has rapidly become one of the new standards of
research (Genberg anBwoboda, 2004De factoregime classification attengpto

rectify the deficiencies ofde jure classification. Studies differ in terms of their
methodologies and the variables used to classify the regifiese classifications
dependon a number of judgental issues on variables such as the choice of the

reference currency, changes in reserves and interest rates in the deagiog m

32 pghion et al. (1999, 2000) and Bacchetta (20Gljggest thamonetary policy becomes corigated
when firms hold a large fraction dlfieir debt in foreign currencylhisis due to the fact that while a
reduction ininterest rate can have expansionaryfefts through credit channelthe depreciation
brought by the interest rateduction can be contractionattyrough a balance sheet channel. Hence, the
central bank will prefer less exchange rate flexibility with the increasénénimportance of foreign
currencydebt

% The relationship betwedBRPTand exchange rate flexibility was not statistically significant. They
suspect that this might be due to measurement errors in calcutainass through index.

% Which is likely tobe the case with most developing countries.
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process. In their surveyTavlaset al. (2008) categorised these exchange rate

classifications into two different groups:

A) Mixed de jure - de factoclassification approach in this category, selfleclared
regimes are adjusted by the devisers of anomalies on the basis of factors like
judgmens, statistical algorithms, and developments in parallel markets. IMF
classificationsare used as a reference in order to compare the findings of thdenew
factoregimes.

B) Pure de factoapproach: assignment of these regimes are purely independent from

the IMF classification.

Maintaining the same line of analysis as Tawdsal. (2008) we present a brief

literature review below.
A) Mixed de jure- de factoclassification approach

While trying to assess the impact of exchange rate flexibility on inflation and growth,
Ghosh, Gulde and Wolf (1997) rearranged dbgjurepegged grouping Ieeen the
frequent and infrequent adjusters 36 countries over the periotb60 t01990. A
regime is classified as pegged if the authority changes the value of the pegged currency
within a particular year. However, they plaa jureintermediate and flating
regimes in a singlde jure group, thereforé¢his is a partiatlassification IMF official
reports also started to include ihe factoclassification afterrecognising the
deficiencies of thede jure classification Based on exchange rate amneserve
movements, studies by IMF (1999, 2003) and Bubula (2002) amended tdedalied
regimes for 190 countries between 1990 and 2001. Whedetheeregime was a peg,

but the currency underwent frequent devaluations within a very short periadef ti
the regime has been classified as managed float. Evidence of interyeotion
alternatingthe longterm trend in the exchange rate movemestased todistinguish
between managed floating and independently floating regifesn 1999, thisle
factoclassification replaced the IIMieports orde jureclassifications.

Statistical algorithms have beenused quite extensively inde
factoclassifications.The algorithms varied from simple probability estimations in
Reinhart and Rogo fter d@nalysi¢ i@ thedsfudy ofd évy Yeyati and ¢ |
Sturzenegger (2005) and multinomial logit or probit models by some other studies. The
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natural classification of Reinhart and Rogoff (20f2jised in2004) is probably one of

the most cited revisions df jureclassifications. They performed this exercise on
monthly data forl53 countries over the perid®46 to 2001. Their classification also
takes into account dual or parallebrket ratesand divides the classificatidmetween

fine and coars& Their fineclassification covers as many as 15 categories of exchange
rate arrangement and coarse classification covers 7 categories. They treated the
countries with official dual or multiple rates and active parallel markets separately. The
authors then calculatetié probabilities of monthly exchange rates in order to assess
the flexibility of the regimes. If the probability of monthly exchange rate chdnges

regime to stay within + 1%s 80% or morgethe regime is classified asde factopeg

or de-factocrawling peg. The same procedirasbeen followed in order to classify the
regimes with different horizontal bands. Those regimes with a greater than 5%
horizontal band are categorised as a managed or free float. To distinguish between the
two regimes, a statisal test is used to gauge the degree of exchange rate flexibility.
They defined a freely falling regime if the -ionth rate of inflation exceeded 4G%.

A regime is classified as hyperfloat, a sspecies of freely falling, if the inflation rate

is 50% @ more.

Bailliu et al. (2003), adoptingGhoshetalés (1997) tripartit
official classification, classifiedle factoexchange rate regimes for 60 countries over
the period1973 to 1998. They developed a tatep hybrid mechanical rule which
classifies exchange rate regimes in terms of their observedbifitgxand takes into
account external shocks and revaluations. In the first stepclhssified countries as
having a pegged regime based on tieejure classification®’ They also classiéid
regimes as pegged where exchange rate volatility is less than 0.45 percentage points

over a given year. This threshold is broadly consistent with the IMF official

% They find thatpost World War llevery country relied at least once on capital controls or multiple
exchame rate systems. Therefore, fagito look at the markatetermined exchange rates often gives the
false picture of underlying monetary policy and the ability of the economy to adjust imbalances.

%six monthsif an exchange rate crisisasaccompanied by a transition from a fixed or quasi fixed
regime to a managed or independently floating regime

3" The literature has identified a bias for declaring exchange rate arrangements as being more flexible
than they actually are and not vice verBiae bias is thought to result from the fact that it is difficult for a
country that publicly declares it is pegging tixchange rate to cheat on the exchange rate commitment,
given the fixity of the nominal target.
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classification® In contrastto Levy Yeyatietal. (2005) and Calvo and Reinhart (2000),
their method identifies intermediate afielxible regimeson thethe basis obbserved
exchange rat volatility, without taking anyccount of internadnal reserves. In order

to control for eternal shocks, whitthey have assumedtcurmainly due to thedrms

of trade or capital account shocks, they regrouped countries into industrialised and
several groups foemerging countriebased on geographic location. The rationale
behind this is tocreate groups of countries thate more likely to slhra common
chaacteristics and benfluenced bythe samecommon shocks. They developed
exchange rate flexibility indicefer eachcountry based on thdegree of exchange rate
volatility relative to the group average faaah year Countries with a flexibility index
greater than one are considered to be flexible and the rest are considered to be

intermediate regimes.

B) Pure de factoclassifications of the exchange rate regimes:

Shambaugh (2004) divided the regimes into pegged anepegged, based on the
movements bexchange rate regimes within a fseecified band. Using data from 155
countries over the periot9732000, a currency is classifiepegged in a particular
yearif the volatility of the exchange rate is within +24gainst the base currency. Levy
Yeyai and Sturzenegger (2005) used cluster analysis to construct awdyee
classification of pegs, intermediates and float regimes over the period 1947 to 2000 for
185 countries®® They used the volatility of exchange rates, volatility of the change in
exchamge rates and the volatility of reserves for the specification of the exchange rate

regimes.

There are disagreements between dihdactoregime classifications. The
disagreements argroadly based orthree components: (1) data series (the reference
curreng or currencies and parallel markets rate), (2) statistical methodologies and (3),
the thresholds for categorigirexchange rate regimes. Tabld ®elow presents the
correlation between the fode factoclassifications. Ghosétal. (1997) has the highes

correlation with the IMF classification.

#Most of thede jurefixed arrangements of the IMF exhibit less than 0.45 percentage points exchange
rate volatility.
% Cluster analysis is a class of statistical techniques that can be appliedttmtethibits natural
groupings.
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Table 3.1 Pair wise correlations amongde factocoding schemes1(990-99)

Classification IMF GGW LY -S R-R
IMF 1.00
(100)
GGW 0.60 1.00
(55) (100)
LY-S 0.28 0.13 1.00
(42) (35) (100)
R-R 0.33 0.34 0.41 1.00
(55) (35) (45) (100)

Source:Frankel (200% frequency of outright coincidend®o) in parenthesis. GGW= Ghosh, Gulde and Wolf- LY
S= LevyYeyati and Sturzenegger-R= Reinhart and Rogoff

3.2.3Reliability of the regime classifications

There are some drawbacksdaf factoclassifications. A fundamental problesthe use

of backward information. Whilst the stated regime, in principle, conveys information
about future policy intentions, observed actions necessarily pertain to the past
(Ghoshet al., 2002). Most of thisde factocoding is based omthe assessments of
exchange rate movements and volatility of reserves. However, the exchange rate or
reserve volatilities alone will often not be good indicators of exchange rate flexibility.
Stability of the nominal exchange rate could either reflect the absence of any shock or
active intervention for smoothing out these shocks from exchange rate fluctuations.
Only the latter criterion is relevant for the classificationdef factoexchange rat
regimes. More generally, countries have different structures and are subject to different
shocks. Hence, it is difficult to infer the underlying practice purely from the observed

exchange rate movement.

Coding which uses short frequencies may also be susceptible to the problem of
a large ondime swing in exchange ates. Classifications like Levyeyati et al.
(2005) and Bailliuet al. (2003) are particularly susceptible to this problem; Reinhart
and Rog@ff (2004) used a fiwgear rolling window and mean absolute deviations as a

measure of exchange rate volatility to overcome the problem of outliers.

Some studies have used other policy varigldesh as the change in gross

reservesin order b measurentervention. However, thesariables also haveome
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serious drawbacks. There are many reasons why the international reserves of a country
might show unintentional volatility. The movements of international reserves are
influenced by a number of factorsarpicularly in emerging markets. Such movements
might be due to the servicing of foreign debt or payments for bulky purchases such as
oil imports or aircraft, which have little to do with intentional foreign exchange
intervention but do result in large mamwents of reserves. As the use of forward
markets, swaps, netteliverable forwards and a variety of other-bé#flance sheet
instruments by central banks have become more common, gross reserves, even if
reported accurately, become ever less revealing. Thgctive of building
classificatiors purely on the basis of policy instruments is another drawbadadieof
factoclassifications. As Levyreyatti et al. (2005) pointed out, this introduces the
problem of endogeneity. For example, countries with high exchatgegass through
andwith an inflation targeting objective are likely to prefer a stable exchange rate, even
though the primary goal is not to intervene in the exchange rate markets. Thus, they
reassessed the suspicion of Calvo and Reinhart (2000) ireggdedr of floating by

many inflationtargeting countries. For the aémentioned reasons, studidéike
Hausmanret al. (2001) used the relative volatility of exchange rates and reserves to

verify the extent of intervention in foreign exchange markethéyloaters.

3.2.4 Performance of exchange rate regimes in terms of growth and inflation

There is no clear evidence for any particular regime to be growth enhancing. On the
contrary, there is a consensus that fixed exchange rate regimes show betterapedor

with regard toinflation control Where growth is concerned, it has been argued that a
more flexible exchange ratpolicy can enhanceeconomic growth, as flexible
exchange rate acts as a shock absorber and will enable eesnmith nominal
rigidities to absorb and adapt to economic shocks more easily (il 2003).
Studies such as Bailliet al. (2001) and Levy Yeyati and Sturzenegger (2001J fn

significantrelationship betweeaconomicgrowth andhe exchange rateegime.

Bailliu etal. (2001), in their study of 25 emerging countriesm 1973to 1998,
find that flexible exchange rate arrangements are associated with higher growth.
Similar findings have been confirmed by Levy Yeyitial. (2001) for developing
courtries. Howevertheir findings suggest that the exchange rate regioesnot have
any significant impact on growtim industralised countriesThe subsequent study by

Bailliu etal. (2003) is critical of the previous studies for not considering the undegrl
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monetary policy framework for the corresponding exchange rate regimes. They argue
that both the intermediate and flexible regimes may inckmlee form of weak or
strong monetary policy frameworks. Therefore, failure to account for this discrepancy
may result in an inaccurate assessment of the impacts of alternative exchange rate
regimes on growth. Using a GMM framework on a paneb@fcountries over the
period 1973 to 1998, they find that exchange rate regimes characterised by monetary
policy anchorsexert a positive influence on growth. Their findings also suggest that
intermediate and flexible regimes without any nominal anchors are detrimental for
growth.On the contrary, Boshet al. (1997) find nosystematic differences in growth
rates across ekange rate regimes in a sample of 136 countries during the period 1960
to 1989.

Unlike growth, there is a widespread consensus that pegged regimes more or
less act as an arnflationary device in the short run. The findings of Gheshl.
(1997) for 136 countries over the periot960 to 1990 suggest that by imposing
greater central bank discipline and a lower growth rate of residual velocity, fixed
exchange rate regimes experieiow and less volatilaflation compared tahe other
regimes. The study by Levy Yeyati and Sturzenegger (2005) supports dindiags.
A subsequent study by Ghoshal. (20®2), using threale jureand a detailed @vays
classification supports the earlier findings that inflation is lower under pegge
exchange rates, reflecting both lower money growth and greater confidence in the

currency.

Using the natural classificationf exchange rateegimesby Reinhart and
Rogoff (2004), Husairet al. (2005 find that the macroeconomic performance of
alternative exchange rate regimes mainly depends on the maturitg @cttnomy and
institutions of a country Developing countries, which have legxposure to
international markets, appear ltenefit from regimes with a strong exchange rate and
monetary policy comitment For these countries, the harder the commitment to a
stable exchange rate, the lower the inflatrate without any sacrificdo econonmg
growth. In the same way, moftexible regmes are associated with higheflation
without anyconcomitantreward to economic growthOn the contrary, their findings
for advanced economies suggest that flexible regimes are correlated with low inflation

and high growth.
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An issueyet to be addressed, pointed out by Taelaal. (2008), is that the
major research agenda for the future in this area involves the need for a more thorough
investigation of the degreef monetary policy independenedthout relying on the
movements in exchange rates. A natural objective of tiheskdo classification
exercises is to evaluatmacroeconomic performanad the regimes However, the
evaluation will not be complete if the study does not consider the underlying monetary
policy frameworkof any particular regime i.e. consideration of infatitargeting or
monetary targeting should be of equal importancetlier performancesvaluation.

Sectiors 3.2.5and 3.2.6 provide a brief overview of these two regimes.
3.2.5 Monetary targeting regimes

Monetary targeting was a popular policy choice oves tate 1970s and 1980s.
Influenced by the monetarist school of thought, most OECD countries hdgating

with varying degrees of conviction, some form of intermediate money and credit targets
over this period. The idea was mainly to control the inteliate targets rather than an
ultimate policy goal like inflatiorf® Estrella and Mishkin (1996) suggest that there are
three possible roles for monetary aggregates in monetary policy: it can act as 1) an
information variable, 2) an indicator of policy act®oand 3) an instrument in a policy
rule. This policy allows the central bank to independently choose the appropriate
inflation rate (Mishkin, 1999). Monetary targeting can also act as a nominal anchor. It
can increase accountability and remove the timenasistency trap.

Monetary targeting regimes were not a success story for the U.S, U.K and
Canadaand a majodisadvantage was the lackstéble relationship between monetary
aggregates and the price level. According to Bernanke and Mishkin (1992¢ntinal c
banks of these countries never adhered to strict, ironclad rules for monetary growth and
in somecasesnonetary targeting was not pursued in a serious manner. Howheser
were various discrepancies. Mishkin (1999) finds that the US, Canada erndKth
engaged in substantial game playing in which they targeted multiple aggregates,
allowed the base to drift, did not announce targets on the basis of the schedule, and

often overshot their targetgithout reversing, the reasonswhich remained obscure

%1t was widely believed that intermediate targets are easy to control, kEgthetween policy actions
and inflation is larger than thiag between policy actienand monetary growthMoreover, monetary
targetis perceived by policy makers to be more directly manageable.
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As a result, monetary targeting in these three countries never proved to be successful in
controlling inflation. According to Mishkin (1999), there are two interpretations for
this. Firstly, that monetary policy was never pursued in a serious mannkeese t
countries and secondly, the growing instability of the relationship between monetary
aggregates and the goal variables such as inflation. Estrella and Mishkin (1996) find
that for the US, the problem with monetary aggregates as a guide to monetaryspol

the frequent shift in velocity, which altered the relationship between money growth and
nominal income. As a consequence, all three countries formally abandoned monetary

targeting regimes by the early 1980s.

However, the success of this regime imtrolling inflationin Switzerland and
Germany is one of the mairasos why monetary targeting still has soms&rong
advocates today and is appareritig official policy regime of the European Central
Bank (ECB). The targeting regimes for these cousitaiee very far from a Friedman
type monetary targeting rulghere monetary aggregates are kept on a constant growth
path, which is the primary focus of monetary policy. One of the secréte gluccess
of German monetary policy is thathe authorityoften did not feel bound by the
monetarist orthodoxy as far as its technical details were concerned (Issing, 1997). In
fact, monetary targeting in both countries should have been viewed as a method of
communicating a strategy of monetary policy that focusekmg run considerations
and the control of inflation (Mishkin, 1999; Bernanke and Mishkin, 1992). There are
certain factors behind the success of the regimes in both of these countries. According
to Bernanke and Mishkin (1992), Mishkin and Posen (1997)Mistkin (1999), the
main reason is a featured numerical inflation goal to set the target réngbs.same
time, far from being rigid, monetary policy was in faptite flexible in practice. 3%
of the time, the target ranges were missed, often betaeiseonetary authorities were
concernedvith other objectives such as output or exchange rates. The Bundesbank had
demonstrated its flexibility by allowing the shaerm inflation goal to vary and
converge slowly to the longun goal. Tansparencywas another important reason
Through publications and frequent speeches by officials, monetary authorities

successfully demestrated a strong commitmentgablic communication.

According to Mishkin (1999), there are two key lessons from the expesiehce
these two countries. First, targeting regimes can withhold inflation in the long run

without adherence to a rigid policy rule. Second, the key reasothémsuccess of
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monetary targeting, despite frequent target misses, is that the objectives ofrgnoneta
policy were stated clearly and both authorities were actively engagedhmunicating
the strategy of monetary policy to the public, which in turn enhanced the transparency

and accountability of the central banks.

3.2.6 Inflation targeting regimes

Formthe late 1980s, many countries started to adopt inflation targeting to overcome the
shortcomings of intermediate targets such as exchange rate or monetary targets.
Starting with the reserve bank of New Zealard, far 30 countries have adopted
inflation targeting as their official monetary policy framework over the past two
decades. In many countries, the spread of inflation targeting has been prompted by
exchange rate crises. The main idea is to anchor inflationary expectations by
committing to a particalr inflation target. The key aspect that separates inflation
targeting from other monetary policies is the public announcement of a numerical
target. By making the target explicit, inflation targeting provides a nominal anchor. The
three main features offlation targeting that distinguishes this strategy from other
monetary policy strategies are 1) the ce
target (either level or range) of annual inflation, 2) the inflation forecast over some
horizon: thede fado intermediate target and 3) the emphasis on public communication,
transparency and accountability. An inflation targeting central bank publishes regular
monetary policy reports that i ncorpor at
variables, analys behind the forecast and motivation for the decision. The emphasis
on transparency i s based on t he i nsigh

announcement has significant consequences on private sector expectations.

Undertaking inflation targeting wolves a gradual disinflationary period
towards a low stable rate before the official adoption of the regime. Even thbegh
are some basic general framewsrkthe policy framework and implementation of
inflation targeting cariffer substantially. iere arealso severaleconomictradeoffs,
such as output volatility and unemployment. Therefore, inflation targeting countries are
flexible in terms of pursuing the targeted rates (Roger, 2010). Also, thesomee
important differences between inflatiomrgeting countries regarding the role of
exchange rate in the policy framework (Shimétal., 2009). The exchange rate has a
more prominent place in the inflation targeting framework, particularly for emerging

countries. Even though the interest ratthes primary policy tool, reserve requirements
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or foreign exchange market intervention are also used by some countries as

supplementary instruments.

3.2.7 Performane of inflation targeting regimein terms of growth and inflation

Advocates of inflation tagging monetary policy,such as Bernanket al. (1999)
suggest that the policy promotes price stability and reduces inflation persistence.
However, experiences differ flo country to country (Ball, 20Q06Evidently, inflation
targeting regimes are more sessful in developing countries than their developed
counerparts (Ball and Sheridan, 20@3oncalvez and Salles, 2008). A study by Roger
and Stone (2005) suggests that inflation targeting is associated with an overall
improvement of economic performane@n the contrary, experiences with developed
countries are mixed. The preferences of policy makers are shifted more towards the
aversion of inflation rather than output volatility. Therefore, many expect that the
outcome would result in higher output voliagi (Cecchetti and Ehrman, 1999).

Studies like Cecchetti and Ehrman (1999), Neuman and Von Hagan (2002) and
Hu (2003) used a pure difference in difference approach to measure the effects of IT.
The findings of these studies generally suggest that IT esdille mean and variance
of inflation. However, the results regarding the variance of oamutmixed. Cecchetti
and Ehrman (1999), studying a sample of 24 non inflation targeting and 9 inflation
targeting countries over the period 1985 to 1997, find thedrsion to inflation
variability has increased since the 1990s, irrespective of monetary policy regime.
However, the reduction in inflation volatility is modest among inflation targeting
countries compared to non inflation targeting countries. Usinmiasigpproach, Ball
and Sheridan (20Q03ompared the performance of all the OECD inflation targeting
countries with 13 noiinflation targeting countries over the 1990Bhey find an
insignificant andweak effect on average inflation of inflation targetowuntries. The
apparent success tife inflation targeting countries simply reflects a resien to mean
inflation. That meansinflation falls faster in countries with a high initial level of
inflation. Since most of the inflation targeting countriesaligustarted from a relatively
high level of inflation, the greater declining rate actually reflo¢sgeneral declining

trend ofthe rest of the world.

A subsequent study by Goncalvez and Salles (2008) used a similar approach

and found that inflation targeting had a substantial effect on the reduction of inflation in
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36 emergingeconomies Inflation had been reduced by 2.5 percentage points and
volatility of the annual growth rate was reduced by 1.4 percentage points in these
countries. The study ggests thatmonetary policytargeting inflationhas a much
stronger impact in developing countries compared to developeaatries. However,

Ball (2010 argikest hat i n Goncal vez &ofdhe Soainflitiens 6 s
targeting countriesncluding Argentina and Bulgaridhad pegged exchange rate
regimes andhard peg increase output volatility. Therefore, thiading that inflation

targeting reduces output volatility compared to hard pegged regimes is ambiguous.

The study of Ball and Sheridan (2008as also been criticised by Vegada
Winkelried (2005), who arguthat the former study might have seriéd from sample
selection bias. Ay inflation targeting countries with poor performance before the
adoption of an inflation targeting policy should be compared with equally poor
performing na-inflation targeting countriesptherwise the comparison would be
biasedand msleading Using a propensity score matching technique for cross country
data of a treatment sample of 23 inflation targeting and 86 non inflation targeting
countries, their central finding supports the idea that the adoption of inflation targeting,
either in soft or explicit form, delivers the theoretically promised outcome of low
inflation (around a fixed target or within a target range) as well as low inflation
volatility. Inflation targeting countries have lower loteym inflation rates, ranging
from 26% to 4%, with lower long term inflation volatilities ranging from %50
2.0%. Their findings also confirm that the adoption of an inflatemgeting policy
contributed to a reduction inflation persistence across developing counttigs.and
Ye (2007, 2009), taking the same approafihd that an iflation targeting regime has

impacs in the norrindustrialised countries but not fineindustrialised countries.

Mishkin and SchmidHebbel (2007), using quarterly data for 21 advanced and
emerging inflabn targeting countriesalong with 13 noninflation targeting
industrialised countries from 1989 to 2004, adopted an instrumental variable approach
to compare and evaluate the performance of inflation targeting andnffeion
targeting countriesThey find that energing inflation targeting countries outperformed
the industrialised inflation targeting countrigsterms of reducing average inflation
rates as well as both inflation and output volatilitie$lation volatility in industrialised
inflation targeting countries was twice the sizetbé volatility in the industrialised

norrinflation targeting countries. Howeveinflation targeting countriehave lower
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inflation persistenceDespite achievingomefavourable improvements, thdindings

do not suggest thathe inflation targeting countries outperformed the control grotip
norrinflation targeting countries terms of improved monetary policy. Their findings
imply that some industrialised countries have been able to obtain a strong nominal
anche without resorting to inflationtargeting monetary policy framework.
Nevertheless, gins from inflation targeting seem to be quite significant in emerging
countries One of the drawbacks of their analysishe use oflagged inflation targeting
dummy asan instrumentBall (2010) argues that if an inflation targeting dummy is
affected by other variables affewgi inflation, then the lagged inflation targeting

dummy will also be guilty of the same charge.

Nevertheless, findings by a number other studies also suggest that the
performance of inflation targeting is betteramergingcountries compare to developed
countries. Surveying a number of studies, Walsh (2009) concludes that the achtevemen
of an inflation targeting regimis significant in developg countriescompared to their
developed counterpart&oncalvesand Salles (2008) pointed out that cahbanks in
advanced countries are likely to have higheedibility and expertise than those i
emerging countriesThus, the policymakers of advadceountries already have an
advantage compared tbose of emerging countries aad a resulhave very little to
gain from this policy framework. Therefore, imflation targetingregime ismuch more
effective in providing discipline to the monetary polf of emeging countries,

thereforeoverall gain is also much more significdot this group

3.2.8 Endogeneity of the Regime Choice

Monetary policy regimes are endogenous to various factors. However, the endogeneity
of the regimes does not have an intpao our classification exerciseas the
classfication exercise is mainlgx-post by natureThere are three main competing
approaches to explaimg the choice of exchange rate reginibese aré) the optimal

currency area (OCAtheorywhich relatesothe choi ce of regi me t c
links, size, openness and the characteristics of the shocks the economy iedtdject
(Mundell, 1961) i) the financial view, which highlights the consequences of
international financial integration; and iii) atite political view, which regards the use

of a peg (or, more generally, an exchange rate anchar)a8 pol i cy tackut c h¢

of (nominal and institutional) credibilityf the governments
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Rather than considering all of the three aspects togettust, oh the empirical
studies on the determinartfregime choice focusesh either one of these aspects. For
example, the study by Bayoumi and Eichengreen (1998) focused on the implication of
the optimal currency area theory. They find that the theogyptifnal currency areas
help to explain the patterns of exchange rate variability and interventions across 21
industrialised countries over the period 1963 to 1992 study byLevy-Yeyati et al
(2010),using Reinhart and Rogdffs ( 200 2 ) of éxehangd rate regnies o n
provides a comprehensive study on all tbé contending hypotheses for regisne
endogeneity. They find that when all factors are considered jointly, the choice of
exchange rate regime can be traced back to a few simple determhanitxclude a
combination of trade, fiecial and political variables.hE means by whicltountries
choose their exchange rate regime in respdostese basic determinants hawat
changed substantially over the last two decades. They find that sizeafinéry,
openness, terms of trade shocks, financial developments and political stability are
important factors foregime choice. Weak governments appear to be less prone to
implement and sustai pegs, however the finding is not strongly applicafde

developed countries.

3.2.9Contribution of the current study

The current work extends previous dgasl by conducting thede
factoclassification of all the monetary policy regimes f@B8Ilcountries over the period
1970 to 2012, and also comparing the 1 e
inflation. We argue that classifying exchange rate regimes without reference to the
underlying monetary policy framework would be misleading. For example, consider
the Euro ad the European Central Bank (ECB). Almost all exchange rate classification
studies classify the countries within the Euro area as operating fixed exchange rate
regimes. However, this does not acknowledge the-itigte setting of monetary policy
by the ECB Monetary policy within the Euro area is not similar to the monetary policy
of countries within the CFA Franc zone that operate fixed (or pegged) exchange rate
regimes. Treating both groups of countries in the sameandignoring the monetary
policy frameworks would be misleading.

As mentioned previously, Bailliket al. (2003) focused on applying the

monetarypolicy frameworkalong with the exchangate regime. However, there are
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some drawbacks. The study does not, when it arises, explain how to r@esaméict
between exchange rate and monetary policy anchors. They have not explicitly
identified other monetary policy regimes such as inflation and monetary targeting. The
countries with implicit monetary policy targetirage also not taken into accouand

considered as neanchoring countries.

The current study attempts to improve tleefactoclassification of monetary
policy regimes (Exchange rate regimes, IT regimes and MT regimes) for a sample of
123 countries. In order to classify exchange raggmes, we have used the volatility of
exchange rates, volatility of changes in exchange rates and the volatility ratio of the
changes in exchange rates to changes in reserves (RVER). Instead of using normal
standard deviations, we measure the volatilitgxthange rates by the movements of
exchange rates around the mean, eliminating the largestoli@¥#rs from the mean
(both positive and negative) in order to reduce the problem of outliers. For each country
the appropriate anchor currency is chosgnchecking the parity witha number of
currencies and choosing the reference currency with the highest parity. The reference
currencies are¢he US Dollar, British Pound, German Mark (pre 1999), French Franc
(pre 1999), Euro, Indian Rupee, Japanese Yen, SDRN&IER. A further sub
category, ¢ley nfeglihclaisd igotiieramalysis if the rate of inflation is
20 % or more in any country with a freely floating or managed floating exchange rate

regimes.

De factoclassifications ofthe other monetary qlicy regimesare equally
important agle factoclassifications of exchange rate regimes. More than 10%eof
regimes are classified de factoinflation targeting and monaty targeting regimes,
which were considered as some typexchange rate regimeythe previous studies.
Thede factoinflation targeting regimes have been classified on the basis of inflation
rates, changes in inflation rates and policy interest rates. Most of the inflation targeting
countries have a medium term goal to achievetdingeted rate. Therefore, for tde
jure inflation targeting countries, we have not classified the reginae &actoinflation
targeting if the particular country failed to achieve the targeted rate for two or more
consecutive pgods. Only 22% of theime thede jure inflation targeting regimevas
not consistent enough to be classified a® &acto inflation targetingregime, whereas
nearly 60% of the time thescountries missed their targethere are several reasons
why an IT country may not achieve the target range. The main argument is based on the
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constrained discretionary nature tbie inflation targeting regimet bives the policy
makers of IT countries considerable leeway for respantb economic shocks and
financial crises. Many IT countries during the recent financial crisis tried to address
other issues. Thereforhe action to prioritise other economic goals such as growth and

unemployment is deliberate.

We have also developed classification criterion for nemflation targeting
countries in order to identify some of the periodsdasfactoinflation targeting
countries. For i ndustrialised countries,
volatility for three or more canecut i ve periods and vol at.
1%, we have classified the regimedas factoinflation targeting. The episodes are
followed by a converging targeting period when inflation is falling constantly and the
rate of changeisnegativei t h a v ol at i | i Notableccbuntiepdreithey r &
US, ECB, Germany and Switzerland. For many years, US monetary policy has been
consistent with an implicit goal of price stability to maintain the target of growth and
unemployment. Monetarpolicy in Germany and Switzerland is quite successful in
achieving low inflationrates Bernanke and Mishkin (1997) suggested thanetary
policy in Germany and Switzerland niigbest be thought of as a hybridinflation
and monetary targetingyith a drategy closer to inflation targeting than monetary
targeting in Friedmanés sense. Price sta
noni ndustrialised countries, i f the infl a
volatility of thepoli cy rate is O 1%, t helefacwinflationd has
targeting.

We have identified some regimes fiak countries over the perid®91 to 2012
asde factomonetary targeting regimeSuchregimes have been classified on the basis
of charges in broad money, narrow money and the interest rate. If the growth rate of
both broad and 10&r ramw mhreewairs a®i |l ity of
we have identified the regime as monetary targeting. There are few episodes where a
regime falls into both categories. We have classified those regimes based on the

appropriate monetary policy criteffa.

“! Table A3. 6 in Appendix 3.2 provides a list of all the regimes we have classified in our study and table
A3.5 explans the coding of the regimes.
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The performance of alternative exchange rate regimes and contribution of the

current study

Based on oude factoclassification we attemptto evaluate the impact of the regimes

on growth and inflationStudieslike Bailliu et al.(2003) and Ghosét al. (2002) used
generalised method of moments (GMM) estimators to address the problem of
endogeneity. Howeveone of the problems of using GMM a panel with large N and

large T is that the asymptotics are different from large N and small T. The Arellano and
Bond (1991) GMM estimators, which pool individual groups and only allow the
intercepts to differ across groups is not consistent for ypis of panel. Thus, instead

of using GMM, we haveppliedpooled mean group estimation (PMG) suggested by
Pesaran, Smith and Shin (1997, 1999) for dynamic pame&lgaluate the performance
Since it involves pooling and averaginBMG is an intermediatesémator between
dynamic fixed effects(DFE) and mean group estimatioRMG allows short run
coefficients, the speed of adjustment and error variances to differ across groups but
imposes homogeneity in long run coefficients. This method has been usexivih gr
studies for a number of years (Bassanini and Scarpetta, 2001). We deemed the method
to beappropriate for our panel data set @3XTountries over the perict980 to 2012

and for the first time we attempt to use this method to evaluate regime peréerma

The findings from the PMG estimations suggdbtat fixed exchange rate
regimes are more growth enharg for both industrialied and developingotintries.
IT regime has greater positive influence in developing countries compared to
industrialisedcountries (where the regime has not outperformed the other regioes)
both groups of countries, monetary policy regimes with some sort of nominal anchors
are more growth enhancing. Inflation is lower for both groups of countries over the
inflation and nonetary targeting regimes. Additionally, fixed exchange rate regimes
have the lowest inflation. Inflation is significantly lower and growth is significantly
higher for the regimes with nominal anchors for botbugs of countries. Our findings,
therefore, suggest that the presence of some form of monetary policy anchor is

beneficial for economic performance.
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3.3: Methodology

3.3.1 Classification criteria for monetary policy regimes

Monetary policy has evolved significantly over the last few decadessimvay ¢ 94
central banksEry (2000) find that only central banks had either an explicit or actual
target for monetary polichowever thishas grown to 40 by 1998 he survey reveals

that 74% ofthe central banks consider transparency a vital or vemportant
component of their monetary policy framework. Securing credibility is the maiarreas
for adopting explicit targets like inflation targeting or monetary targeting regifrgs
2000). Bernanke and Mishkin (1999) observed that central banksaradfsconduct
monetary policy on pure discretionary strategy; they never adhere to strict, ironclad
rules. They observed that a common strategy for most of the central banks resembles a
hybrid of rules and discretion. Based on this strategy, centrakladt@mptto apply

rules to its medium term and long term policiediile at the same time retains
flexibility or discretion to respond tthe existing economic conditions in the short

term®?

Empirical evidence during the monetary targeting regimes sigyfjest many
central banks deviated from the targeted path. More than half of the time inflation
targeting regime across countries also failed to obtain the targeted rateflafion
(Roger, 2010). However, major advantagef aninflation targeting polly framework
is that it combines two distinct elements of rules and discretion, which includes a
precise numerical target for inflation in the medium term and a response to economic
shocks in the short term. Therefore, it would be worthwhile to verifyei$¢ deviations

are consistent with theublicly declared policy.

The following sub sections prowdthe statistical algorithms for classifying
monetary policy regimes and also explain the criteria for regime classification. We used
statistical algorithmdo categorise the monetary policy regimes. Tall&® and 3.3
showthe statistical algorithms. The period for yearly classifications includes monthly
data fom 1970 to2012 for 123 countries. The sources of data are International
Financial statistics (IF$)World Development Indicators (WDI) and various central

banks websites.

“2Bernanke and Mishkin (1992) find their observation chaksrbe simple view that pure rules and
pure discretion are the only policy strategies available.
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3.3.1.1 Algorithms for exchange rate classifications

The yearly exchange rate classification is done by the time series of several measures
of exchange rate flexibility from monthlyath and three years rolling window. Three
classification variables are used for the yearly classificaticexofiange rate regimes;

i) Volatility of exchange rate, ii) Voldity of change in exchange ratié) Ratio of the
volatilities of change in botlexchange rates and reserves (RVER). Six regimes have
been classified on the basi srefeltyhdsad | ¢
been classified for a managed float or free float regimiieiinflation rate is 20% or

more. Tables 3.2 and 38ummarisethe algorithms for theexchange rate regime

classificatiors.

If the volatility of the exchange rate is > 5 %, depending on the RVIER
regime is defined as managed float or free float. The reason is that RVER will not
exceed 33 % most of thiene for anyexchange rate regime within %&flexibility band
accompanied bya 10% volatility of change in reserve@he justification for 10%
reserve volatilityis discussed belowA O 50 % threshol dh has
orderto distinguish betweema naged f |l oati ng anb0%)f Ange f |
regime in these categories with high inflation (inflation rate of 20% or more) has been
categorised aafreely falling exchange rate regime. However, pegged regimesadith
20% nflation ratehavenot been classified as freely fallinghe reference currency has
been chosen on the basis of thghest correlation across a number of currencies such
asthe US dollar, the UK pound, German mark, SDR, NEEpanese yen and Indian
rupee For example, théndian rupee has been selected as the reference currency for
Nepal based on the highest level of correlation between these two currencies.

“*To minimise the problem of outliershe volatility of exchangeate regimes has been defined by the
movement oftte exchange rates within 80% of the distribution
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Table 3.2 Algorithms for exchange rate regims classification

Exchange
Rate target

Volatility of
Exchange rate

Classification algorithms  for
Exchange rate regimes (ER)

RVER (Volatility of
change in Exchange

rate to international

Reserve)
_ 1 %0 ER1 %O O 33%
Hard peg/ fixed o
Vol atility?
ER within the band and R
Softpegstable| >1 % but - O 33%
Volatilityof change
Soft peg ER within the band and R
_ >2.25% K o O 33%
converging Volatility of
Soft peg ER within the band and
convergingin | >3 % but| Volatility of change in ER O 33%
a wider band 010 %
Managed o
>5% with higher o
exchange rate . ER within the band and
_ volatility of . _ <50%
(with no pre Volatility of change in ER >59
-~ Reserve
specific bands)
Floating with | >5% with lower o
. ER within the band and .
very less volatility of . _ O50%
. _ Volatility of change in ER >5¢
intervention Reserve
Floating rates | Volatility high o
o _ o ER within the band and ,
with inflation with higher - _ 050 %
| _ _ Volatility of change in ER >59
rates ( inflation

*To avoid the impact of sudden drastic appreciation or depreciation of exchange rates, we exclude 20% of the

extreme outliers from the mean.
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Justification for the exchange rate regimelgorithms

Volatility of exchange ratand volatility of change in exchange rates have
been used quite extensively in the exchange rate classification literature. However, only
the volatility of exchange rates or volatility of changes of exchange rates would give
partial information to define exchange rate regimes.h@& level of reserves across
countries diffes substantially(Haussmanret al., 2001). To control exchange rate
movementsa countryneed to have large reseras a backup. Thus, Leweyatietal.

(2005) used volatility of internatnal reserves as an additional variable for
classification. An important drawback of isolating the volatility of changes in reserve
or volaility of exchange rates is thabth of them are vulnerable to external economic
shocksandtherefore can be misldang. However, the relative volatility of change in
exchange rates and interna@bmeserves could be a better alternafiveflexibility of

the exchange rates. In extreme sadfdixed exchange ratethe ratio walld approach

zero and growarger if exchange rate volatility increases compare to that of reserve
The tireshold volatility of reserves is 10%. We view this as a suitable benchmark to
compare the flexibility of exchange rates, as most industrialised floaters keep the stock

of reserves below(l% of their M2 money supply (Hausmaetal. (2001).

The usual standard deviation measures of exchangevo#tlity could be
misleadingas it becomes vulnerable to the presencanyf outliers.Previous studies
take various measures to overcome this issue. For exargiithart and Rogoff (2004)
used mean absolute deviations to minimise the impact of outliers. Levy ‘ée\ati
(2005) used the average of the absolute monthly percentage changemmal
exchange rate over a calendar year. We measure the volatility of exchange rate by
excluding the 20% outing observationsThis will reduce the divergence from the
mean and minimise the problem of outliers as well as give an accurate measre of t

dispersion of exchange rates.

82



Table 3.3 Other Exchange rate arrangements

No separate legal tender

Currency Union / Monetary Union

Adoption of a single currency and common central bank by a group of countrie
use of standarshstruments of monetary policy is consigned and exercised solely
central monetary authority (Viasetal., 2008).

Currency Board
Issues notes and coins convertible on demand under all circumstances, at a fixe
exchange, against a foreignchor currency (Humpage and Mcintit895). It has nc

discretionary monetary power and cannot extend credit.

Dollarization or Euroisation
Country officially adopts foreign currency as legal tender and local curr

completely replaak byforeign currency.

3.3.1.2Inflation and monetary targeting regimes

Table 3.4 summarises the algorithms we have used for the yearly classification of
inflation and monetary targeting regimad/e follow the definition of Mishkin and
SchmidtHebbe (2007) forour classification oinflation targeting regimeThe targeted

rates are adjusted downwaddring the convergence period, typically oeecalendar

year. Duringa stable targeting perigdnflation targets are fixed at a constant level or
range for an indefinite period. Wiefined a converging IT regimethe rate of change

of inflation is negative antheinflation rate is highebut falling gradually compared to

the petargeting periog, and the volatility othep ol i cy rate is O1%
corsecutive periods and theflation rate settles at a lower stable rafeer thatfor

three or more consecutive years. Reference inflation rates or ranges for inflation

targeting countriedepend on the formal rates.
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Monetary targeting regimes aglefined on the basis of the growtitesof both
narrow and broad money. A regime is defineddasfactomonetary targetingf the
volatility of monet athyratg ofahangls O5 #hdethei s O
volatility of change in policy rati s O 1 %. 10% growth rate i s
empirical evidence of monetary growth targptirsied by many monetary targeting

countries over the 198d8.
Justification for the inflation targeting and monetary targeting regime criteria

Typically, an infation targeting regime has a geggeting disinflationary
period. The regime sh#to a famal inflation targeting regimence the inflation rate
settles down at a lower stable rate, typically aro8%d (Roger, 2010). Roger (2010)
demonstratethat high income countries typically start the process of fthsion at a

rate of around 6%vhilst emerging countries start at a higher rateund 8%.

The average inflation for industrialiseédflation targeting countries is around
2.2% and for developing countries 3% (Mishkin and Schrrdbbel, 2007; Rogest
al., 2009). We have used these rates for thectimark inflation to classifgle facto
inflation targeting regimednflation targeting ratefor the de jureinflation targeting
countries also deperah the various levslof official inflation targeting range over the
period 1989 to 2012. Acountry has not been classified lesving a de factoinflation
targeting regime ithe targetis missedover two or more consecutive pergodrhe
reason behind this is that almost all inflation targeting cas8hare a medium term
horizon of almost two yearsAn inflation targeting policy framework grants more
flexibility. The targets are typically def#a as a medium term goal due to the lag
effectsof 2 to 3 years. This strategy also allows addressing other objectives such as
smoothing output fluctuations, growth and unemployment. Therefmranflation
targeting policy framework provides a rtlike framework, which allows the central

bank the discretion to respond to shocks.

There is a mismatch between theory and practice in terms of targeting inflation.
Ideally, on the basis of theory, inflation should be zero (according to the New
Keynesian paradim), or negative (according to the Friedman rule). However, in
practice the inflation target cannot be zero. Part of the reason is purely statistical.

Measured inflation tends to overstate actual inflation by around 0.5 percentage points.

4 Table A2.1 and A2.2 summarised the inflation targeting dates
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It has been arguethat the cost of disinflation is greater than the cost of inflation.
Hence, targeting a positive rate of inflation redubesprobability of inflation hitting

zero lower bound on nominal rates.

Table 34: Algorithms for inflation and monetary targeting regime classification

Regimes Criteria

Inflation Targeting: Stable I nflation rate 02.5% (
official inflation rates are used aseference).

Il nfl at i on forrdaveleing CcBulty (also
depends on the targetedlation rate)*

Inflation Targeting:| Inflation rate > 3 %* , change o]
Converging volatilityO1% and inf]l i
afew consecutive years.

Monetary targets: Stable Growth rate of both narrow and broad measofe
money O10%, and s t\latditg
of policy i.nterest rat ¢

Monetary targets: Converging Rate of change in the growth rates of narrow
broad money .O0latility rof pbliayl
i nterest rat e O bdwer raterfdra
few consecutive years.

Others

Monetary or Exchange ral The episodes which are not in any of the pre spec
policy with multiple targets | targeting groups, therefore coveaswvhole range of
intermediate exchange rate regimes.

*Both the growth rates of broad money and narrow money have been used for monetary growth

**\/olatility of inflation and interest rates are measured by the standard deviation of levels and changes respectively.
The average matary growth target during the lati970s and1980s was

around 10% by the US and maother industrialised countrié& Hence the 10% target

rate has been agted for the monetary targeting countries. Since theielask of

“Table A3.1 in Appendix 3.1 summarises the inflation rate fordthéactoinflation targeting countries
during the converging and stable inflation targeting period. The official inflation rate has been used for
thede jureinflation targeting countries.

46 See for example Friedma(1988 for detailed analysis.
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evidence regarding thaficial monetary targets and @aavailability of the benchmark
monetary aggregates, we used the growth rate of both broad and narrow money as the

referencs.

3.3.1.3Regimes that fall into both monetary and inflation targeting regimes

The main goal of nominahargeting was to achieve lower an@lde inflation
and maintainstable nominal income over the late 1970s and 1980s (Mishkin, 2002).
Therefore, a lower level of inflation indicatesdeliberate action of the monetary
authority. A regime has been clasgifiasa de factoinflation targeting regime if it

qualifies at the same time d&®thamonetary targeting and inflation targeting regime.

Monetary targeting involves apgting a target of monetary growth every year. It
is based on the assumption thantrolling money growth allowsontrol over inflation
and nominal incomé&’ The reference supply of money fomonetary target varies over
time and differs across countries. Nevertheless, the target usually refers to slightly
broader aggregates than baseney?® One of the main benefits of monetary targeting
is that the data on moneymly is usually more availabendmorequickly accessible
than other data, which provides early information on the short term inflation outlook.
Also, the nominal money sygy is perceivedto be more directly controllable than
inflation itself.

" The origin d this assumptiors a popularidentity by Irving Fisher known ashe quantity equatidor

&he equation of exchaegs 6 . Accor di ng valueof allheconomic transactionsngre t h e
generally all nominal income generated in an economy) has paith with money. It implieshat money

in circulation times money velocitgnustbe equivalent tmominal income. Because tife neutrality of
moneyin the long run, change in the nominal money stockrnmaignpacton changen real output but

can have aimpact on inflatioras long as money velocity is constant.

“8 The broaderggregatesefer to thecurrency in circulation, sight deposits, and time deposits with
unrestricted access.
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3.4 Findings from regime classification

3.4.1: Distribution of the de factomonetary policy regimes

Figure 31 showvs the evolution ofde factomonetary plicy regimes over the pexd

1970 to 201Zor 123 countriesFixed exchange raaseem to be a popular choice over

the 1970s, covering almost 90% of monetary policy regimes. Apparentlgethee
exchange rate regimes for many counthese becomdlexible since thecollapseof

the Bretton Woodssystem However, the share of fixed exchange satarted to fall
graduallyoverthe early 1990s and taken over by intermediate exchange rate regimes.
The percentage of hargegged regimes is reduced by¥34ip until 2012 .A falling

share of peg has been taken over by free float and intermediate exchange rate

regimes?®

After the collapse of the BrettdWoods system, many countries triedfind an
alternative exchange rate management poliEventually, monetary targeting and
inflation targeting frameworks started to take oveMT had been the choice of
exchange rate regimes for many industrialised countries ovet9Hegs and1980s.
However, growing instability of the relationship between monetary aggregates and goal
variables such asilation or nominal income caused this monetary policy strategy to
fail in many countriesSome norindustrialised countries still usaonetary targeting as

their official framework.

By 2005, IT coveed almost 24% of monetary policy regimé$owever, nany
IT countries changed their priority to cope with the economic turthoihg the most
recent financial crisisHowever,the hard pegged regimstill dominags, covering
almost40% of all monetary policy regime3he fllowing sub sections carry oahn

elaborate description of the findings from monetary policymegclassification

9By intermediate regimeve refer o the exchange rate band from 2%50 < 5%.
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Figure 3.1: Evolution of de factomonetary policy regimes:19762012
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For examplebetween 1970 and 2012 the UK and US, monetary policggimeshave
changed almost1 timesaccording to our classificatiortbeveral decades haveeen
concerned with searchinigr a suitable nominal anchor for the price level dod
credibility of the government tmaintain dow and stable inflaticary environmentUp
to 1973 monetary policy regimen the UK is classified asa fixed exchange rate
regime, androm 1974 to 1991 the regime classified asa managed float or flexible
exchange rate regimérom 1992 to 1996the monetary policy regimés classified as
converging towards a stable inflation targeting regi8iace1997, and until2007, the

regimein the UK isclassified as inflation targeting.

In the UK, the monetary targeting regime was adopted officially in JLOy6.
However most of the timethe authority had to oversbibtheir targets and inflation
accelerated in the late 1970 eTmediuraterm financial sategy was introduced under
Margaret Thatcher ithe 1980, which proposed a gradual deceleration of gfi@wth.
Unfortunately, the M3 targets ran into problems similar to those of the M1 targets in
the US ashey were not redible indicators to tighten uponetary policy. After 1983,
arguing that financial innovation waseatinghavoc with the relationshipetween M3
and national income, the Bar England began to demphasie M3 in favor ¢ a
narrower monetary aggregat®0 (the monetary base). The target for M3 was
temporarily suspended in October 1985 and was complategdonedn 1987. From
March 198 to 1990 the pound was informally linked to Deutsche Mark and from
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October 1990 to September 1982 UK was a member of ERM. From October 1992
the Bank of England received its operational independence. Since then inflation rates
stared to converge ta lower level and from 1997 the Bank of England has officially

adopted inflation targeting.

The nonetary policy regime irthe US has changed seven timesostly
betweenthe two alternative regimesa flexible exchange rate regime aadle facto
inflation targetingregime Similar tothe UK, since 1991 inflation ratdsavestarted to
convergeto a lower rate. Since 1977 the goals of US monetary policy are prescribed as
the promoton of price stability and sustainable output and employment. Upl uhe
1990s US monetary policy is mostly classified aflexible exchange rate regime. The
regime ofthe EuropeanCentralBank (ECB)is classified asle factoinflation targetng

as naintaining price stability is one of the primary monetary objectib® ECB.

The monetary policy regime iBuatemala has been changed aight times.
Inflation rates started to converge to a lower level since 2005. However, the exchange
rate was virtually fixed. Bank of GuatemalBoG) hasincorporaté exchange rate
movementsanto its policy analysis. In 20080G adopted a rulbased mechanism for
intervening intheforeign exchange markets. BoG officially identifieg exchange rate
as one of the transmission channels of monetary p@iog. of the main reasons igh
exchange rate pass througtespite the fact that the ultate goal of the monetary

authority is to pursue an inflah targeting regime

3.4.2 Exchange rate regimes

3.4.2.1 Bipolar Hypothesis

Soft peg and intermediate regimes are widely viewed by many as an unsustainable
choice. The impossible trinity suggests that in countries with open capital aca@unts,
traditional soft peg has proved to besustainable in the long run as itpsone to
financial crises (Obstfeld and Rogoff, 1995). Policymakers involved in dealing with
crisesover the 1980s and 1990Bave warned strongly against the adjustable peg or
other soft peg exchange rate regimes for open economies. As a consequence, many
countries peferred bipolar or corner solutions. A number of empirical studies try to

verify the evidence of bipolar solutisnptedfor by many countries. Notably,l@shet
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al. (2002) tried to verify this by arranging the IM#e jure classifications for 150
countries into a sixway classification andby placing the hard pegs, currency boards
and dollarized countries into a single basket. Their firglguggest that the proportion
of intermediate regimes have declined by 34 percentage points betweesntidp99.
Levy Yeyati et al. (2005) also came up with similar findings. Thele facto
classification also reveals a hollowing out pattern over the 1990s, but thetonitne

corners waslower andess pronounced.

Our analysis also suggests a less pronounced movefeama the intermediate
regimes since the late 1990s. Intermediate regimes are found to be domitfzat
1990s. Howeverthe share of intermediate regimes droppgdl2 percentage points
(from almost 40% to 28%wverthe last decade. Despite tfadling share since 1970
(almost 57 percentage pointpegged reginmeestill remain a ppular choice for many
countries,covering almost 40% o#ll regimes m 2012. Figure 3.2 represents the

distribution ofde factoexchange rate regimes between 1970 and 2012.

Figure 3.2: Distribution of the de factoexchange rate regimes: 1970 to 2012
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Table 35 belowpresentghe pair wise correlation of the current study witie
IMF and Reinhart and Rogoff (2004) classifications. 30% of the, tnmeclassification
compares to the IMF official classifications and 45% of the time to Reinhart and
Rogoff (2004).
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Table 35: Pair wise correlation with Reinhart and Rogoff (RR) and IMF de facto

classifications
Coding IMF RR Current
Classification
IMF 1.00
RR 0.42 1.00
Current 0.30 0.45 1.00
Classification

3.4.2.2 Fear of floating and hidden peg

ThelMF de jurec | assi fication overestimated pego:¢
2%) more than 11% of the timand itoverestimated free float regimesound 6 % of

the time compare to the current classificatiohe $are of intermediate regiraés

higher in the cuent classification, around 8%, compadréo the RR and IMF
classifications The share of free fall regirmés also 8% morecomparé to the RR

(2004) classification.One of the main reason®r this is thatour classification
categorisedegimes adredy falling if a managed float or free flo&iad an inflatian

rate over 20%whereasRR categorise@ regime agredy falling if the inflation rate

was over 4%. The IMF de factoclassificationsuggest only 0.1%% of regimesare

freely falling Table 36 summarises the discrepancies between the three regime

classificatiors.

Table 3.6: Percentage of regimes in different classifications

Classification Pegged Intermediate  Free Float Free Fall
RR 64.41% 25.56% 8.30% 1.73%
IMF 55.12% 27.10% 17.67% 0.13%
The current study 44% 34% 12% 10%

3.4.3De factoinflation targeting and monetary targeting regimes

3.4.3.1: Experience with inflation and monetary targeting regimes

To classifythe de factoinflation targeting countries, official inflation targeting

rates have been used as the referencddgureinflation targeting countrieuring
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the convergnce period, the inflation target could be greater tha®o7for de jure
inflation targeting countries. However, both target rates and ranges drajramdly
over the course dheinflation targeting periodThe dficial rate oftheinflation target
varies from % to 3% forde jureindustrialised countries. Theflation targetingrange
varies from ¢®& P Republic of Koreahas the narrowest target o%3(within 1%
band). According to the current classification, inflation rates during the canagg
period for norindustrialised coumtes started from as high as %3 The official
inflation target during the stable periods forttbd®’eru and Czech Republic 1862
Poland has a target of 2.5 %. Childungary and Mexico all have &@3target and
Colombia ha a target range of 2% td¥d Ghana has the highest inflationgatingrate
of 8.7%. The average targeting horizon &years for most countri€s.

Roger (2010) finds thabn average, inflation targeting countries missedr the
target60% of the time Similarly, cur esimation suggests thatver 60% of the time
targeting countries missed the targets. However, only about a third of thehameur
classification criteria categorised the periods as inconsistent with ananftatgeting
regime, therefore categorising the regime aslionn other words,he finding implies
that only 226 of the time we have nadentified thede jurelT regimes agle factolT

regimes™

Non-industrialised inflation targeting countries missed the target more thian the
industrialised counterparts. 26% of the tjinoair classification criteria suggests that
periods of inflation targeting for neindustrialised countries are not consistent with the
policy. Nevertheless, emmal evidence suggests that this group has gained most from
adopting an IT regime, with resgeto reducing inflation and enhancing economic
growth.

3.4.3.2 The reasons for missing the inflation targets

Inflation targeting is a constrained discretionary process. The policy makers pursue the
medium run goal of inflation, with flexibility in the sht run to address other economic

¥ Table A3.1 in appendix A3.1 provides the inflation rates and range fdetheelT countries with the
dateof adoption.

*1 Not classified as de factoinflation targeting periods if the targeted inflation rate misses for two or
more conecutive years.
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urgencies>? According to Bernanke (2003), inflation targeting is a compromise
between rules and discretion. This approach of conducting monetary policy is
increasingly becoming the standard of the new era. During the ohsle¢ current
financial crisis,some industrialised countries targeting inflation tried to address other
economic issues. The priority of targeting inflation has been shifted twwoard other
goals. Based on the priority, thereforeyduld not be mistading to classify them only
asde jurerather tharde factoinflation targeting countries. For examplee UK is one

such countryOn the inflation briefingformer governor of Bank of England Mervyn
King iterated that the prospect of a further prolongedod of abovdarget inflation

must be considered together with the weakness of the real ecohbimysuggested

that any attempt to reduce inflation back to the target sooner would risk derailing the

economic recovergnd undershooting the target in thedium term.
3.4.3.3 The case of neimdustrialised countries

Inflation targeting depends on some stringent preconditions, rendering the framework
particularly unsuitable for many emerging economies. The essential preconditions
include for example, theeichnical capability of the central bank to implement inflation
targeting,the absence of fiscal dominance, whihctioning financial markstand an
efficient institutional setup. That is one of the main reasons why emerging countries

misstheirtargets.

Emerging market and developing inflation targeting countries face a number of
challenges that are different from developed countries. Calvo and Mishkin (2003)
highlighted five major challenges for namdustrialised inflation targeting countries.
Such as: 1 weak public sector financial management, 2) weak financial sector
institutions and markets, 3) low monetary policy credibility, 4) the extensive
dollarization of financial liabilities, 5) vulnerability to sharp changeghie capital
flows and internatioal investor sentiment. Moreover, many of these countries face
greater uncertainty regarding the structure of their economy, monetary transmission

mechanism andyclical position of the economygompare to developed ITcountries

%2 Constrained discretionary approaatiows monetary policyauthorities the flexibility torespond to

economic shocks, financiapheavals, and other unforeseen economic issues

*3The Guardianl3 February, 2013.
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(Roger, 2010). That is onef the main reasons why many developing countries

frequently miss thetargets.

We find that Peru, Poland, Mexico, Ghana and South Africa missedarges
most frequently among developing countri€auntriessuch asSouth Africa, Israel
and Thailand do not have a point based inflation target, rather these countries use
ranges for their targets Klein (2012) finds that in South Africa, this lack of
transparency gives the monetary authority greater discretionary choice. Using a state
space apmach, Klein (2012) showed that in South AffiGthough the official
inflation range is 3% to 6%, in practice the South African Reserve Bank (SARB) has
mostly aimedat the upper segment of the band, despite the negudiubstantial
variation in the outpugap. The study also suggests that the implicit target varies over
time; in recent years it has shifted toward the upper limit of the inflation target range.
The findings also suggest that since the outbreakefecent financial crisis, SARB
has becomenore tolerant towahigher levels of inflation to better support economic

activity, in the face of an extremely challenging global environment.

For the case of Ghana, the inflation targeting experience is less than
satisactory. Inflation rose above ¥®from mid2007 to above 26 by early 2009. The
high inflation in Ghanavas mainly caused by fiscal and noronetary issuedPoland
had some unsuccessful periods of inflation targeting from 1999 to 2002. The lack of
well organised money markets, depreciatiof the zloty and agricultural shocks are
amongst the main reasons for Poladmahsuccessful periods.

There is evidence that IT countries with a history of high and unstable inflation
tend to intervene in nominal exchange sdite conducting monetargolicy (Edwards,
2006). This is pervasiyeparticularly in Guatemala. The exchange rate regime of
Guatemala is comparable to a pegged regime. The conventional wisdom has long
suggestdthat an inflation targeting central bank should not react directlxdbamge
rate movements, but only so far as they affect the outlook of inflation and output
(Obstfeld and Rogoff, 1995). However for many emerging countries, maintaining such
a benign approach tthe exchange rate might not have befsasible. This is
specfically true for econonmes with a higher dependency on foreign currencies and
limited access to international capital magi@oger, 2010). Financial systemwith a

higher dependence on foreign currency tends to exaggerate the importatiee of
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exchangeate change relative to domestic interest movesianpolicy transmission.

In such circumstances, leaning against exchange rate movements has been appropriate
in orderto improve macroeconomic performance under inflation targeting (Moron and
Winkelried, 2005; Rogeret al, 2009; Roger, 2010). The case for Guatemala certainly

confirms this fact.

3.4.4 Non inflation targeting countries

We have categorised4 periods from 1991 to 2012 fd2 noninflation targeting
countries andhe ECB asde factoinflation targeting regimes. The monetary policy of

the US, ECB, Germany (pre euro) and Switzerland is consistent with an implicit
inflation targeting frameworR? Goodfriend (2008 argues thathe success of US
monetary policy over the 198@nd 1990s calme attributedin large part, to inflation
targeting policyprocedures that the Fed has ptéd gradually and implicitly over the

last two decades. Bernanke and Mishkin (1992) argue that the monetary policy of
Germany and Switzerland is a hybridasfinflation targeting and monetary targeting
framework with a dominant strategy of inflation targeting. This has been cited as one
of the key reasons for the success of monetary targeting regimes in both of these

countries.

Price stability is the overridingrimary goal otthe ECB, defined by its targeted
inflation rates, which should be below and close to 2% (ECB, 2010). The ECB
governing council utilises short term interest rates to achieve this HoalE CB 6 s
monetary analysis takes into account the gnoveite of M3 to a reference value of
4.5% merely to faditate the price stability goasince noney growth provides a signal
for inflation in the medium to long term horizon. Even thoujie ECB falls into both
monetary targeting and inflation targetiranges, it can justly be charactergas ade

factoinflation targeting regime based on dti$itude toward price stability.

Some of thede jureas well asnorrinflation targeting countriegs r e gre me s
classified as both inflation and monetary targeting regimes. Some periods of Canada
(2002 to 2012), Australia (2007 to 2012), New Zealand (1989 to 2012), Malaysia (2002
to 2008) and the UK (2001 to 2005, 1991 to 1994 and 2009 to 2012) fall into this
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category. However, all of #se countries essentially target inflation. Therefore, these
periods are categorised @ factoinflation targeting regimes. Some episodethefUS

(2002 to 2012)and Switzerland (1992 to 2008) also coincide with both inflation
targeting and monetary targeting countries. Based on the main underlying principle of
price stability, those episodes have been classifiedieaacto inflation targeting

regimes

3.5: Monetary policy regimes, Growth and Inflation

There are debatewerthe linkage between monetary policy reggaed gowth, asthe
direction ofthelink is not definitive.Monetary policy regimes hawedirect impact on
growth through the effects of the adjustment to shocks and indirectly via facilitating
important deternrmants of growth such as investment, international trade, and financial
sector development (Bailligt al. 2003).A limited number of studies investigated the
relationship between exchange rate regimes and growth (for example, Levy Yeyati and
Sturzeneger, 2002, Bailliu et al., 2003; Bohm and Funke, 2001; Imas and Zhu,
2001). Nominal variables atgpically considered to be unrelated to longer term growth
performances (hey Yeyati and Sturzenegger, 2Q0% Therefore, evaluating this

relationship is largelan empirical matter.

However, the findings of emqical studies are often quite divers&'hile one
group of studies finglthat pegged exchange rategimesstimulate growth, another
suggests otherwise. A third group of studies suggests no effect or igigadindings.
Bailliu et al. (2003) findthat regimes with nominal anchors enhance growth. On the
contrary, there is more or leaxonsensus that pegged exchange rate regimes work as
an antiinflationary device, if accompanied with treppropriatefiscd policy. The

sections belowdescribehe impact of monetary policy regimes on growth and inflation.
3.5.1: Monetary policy regimes and growth

We have followed the general frameworkté cross country growth modef Barro

and Sala-Martin (1995). The gpwth model represents a combination of neoclassical

%> Regarding the exchaagate policynominal exchange ratare notableto keepthe unemployment
rate away from the natural rate in the long run. Hence, attempting testwellate the economy by
pursing anexpansioary monetary policy or by devaluing the currengyl result in a higher rate of
inflation without any increase in real economic groy@&arro and Gordon, 1983).
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and endogenous growth mosl® The empirical framework relatebe real per capita
growth rate to two categoriegnitial state and policy variables and national
characteristics. Initial state level vales represent the stock of physical and human
capital in the form of educational attainment and health. The second group consists of
policy variables and national characteristics, which depend on policy makers as well as

on private agent®\ detaiedde<ription is presented in the sections below.
3.5.1.1 The general framework for growth

The contemporary basic empirical growth literature is based on a general framework
whichspeci fies that a tdsoaufungtionyobbeth gjateovavinble at
(SV) and control variablegCV) (Barro and SakixMartin, 1995). Equation 3(1)
represents a general specification consistent with both neoclassical and endogenous
growth model.

"0Y 6 "O"Y P & (3.1)

In a neo classical framework, stat@riables represent thiitial position of the
economyand control variables represent the differencebérsteady state level across
different countries. The environmental or control variables determine the steady state
level of output per effective wker. For some given values of state variables, growth
rates can be affected by a changémsavings rate, government policy instruments or
the growth rateof the population. Aricher economy witha higher level of per capita
GDP and human capital tenttsgrow at a slower ratue to the diminishing returns of
reproducible factors. A change in controlemvironmental variables affectise steady
state growth rates in terms of the rate of exogenous technological progress. In contrast,
the endogenous gmth model implies that an economy is always assumed to be in the
steady statethe explanatory varialderepresent cross country differences in steady
state growth rate¥.Variables that affect R&D intensity also influence the loegn
growth rates.

>’Romer(1990), Barro and Sak&-Martin ( 1995, Chs.6 and 7).
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Utilising the growth model in equatior.l) for our empirical analysis is
appealing,given that it proviés the theoretical basis and also broad enough to
incorporateboth types of growth models (Bailliet al., 2003). This spetication does
not requireassumptiors on whetheror not a countryis in its steady state. Typically,
laggedreal GDPper capita ane proxy for human capitadreused as state variables.
However, the theory is not weldefined as to which control variables are most
important in thegrowth process. Nevertheless, Barro and -Edartin (1995) pointed
out that these variables would typically include preferences for savings and fertility,

government policies with respect to spendmgrket distortions and so on.

3.5.1.2 Direct effectof monetary policy regimes on growth

The literature orthe impacts of differenexchange rate regimes emphasized
how an economydés adjustment process foll
types ofregimes.It has been widely argued that flexild&change rate arrangements
may foster higher growtldue to their ability to absorb and atléo economic shocks
more easily. Friedman (1953xgues that wén economies are hit byeal shocks,
countries that are flexibland can change relative pricgsl be able to adjust more
smoothly. Broda (2004) tries to verify how the response to negative terms of trade
shocls differs substantially across different exchange rate regimes for 75 developing
countries over the period 1973 to 1996. Findings from theielpdAR suggests that
real GDP responses to real shocks are significantly smoother in floatimgare to
peggedregimes over the shertin. In response to a negative terofi tradeshock the
slow and small real depreciation observed in pegged reginteiesto the fall in
domestic prices. On the other hand, the large and immediate real depreciation in floats

reflects a large nominal depreciation in exchange rates.

Levy Yeyatiand SturzeneggdR003) findthat the inability of rigid regimes to
absorb sue shocks results in lower growth. Similarly, Calvo (1999) argues that the
need to maintain the peg the aftermathof a negative ternof trade shock may result
in high interest rates, stifling the growth process. Rogoff (1999) argues that nominal
and realexchange rate variability might be detrimental to growth for developing
countries. However, the finding of Husaeh al. (2005) suggestthat the performance
of alternative regimes dependn the economic maturity of the countries. For

developing countrig fixed or quasfixedexchange rate regimes delivewkr inflation
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and higher growthwhile for developed countrieflexible regimes may be associated

with somewhat lower inflation and higher growth.

The long run impact of monetary policy regimes:In the long runmonetary policy

has limited capacity to affect any macroeconomic variableaxtds and Stockman
(1989) findthat transitions to floating exchange rate regimessléa@ sharp increase

in nominal and real exchange rate variabiMythout ary corresponding change in the
distribution of fundamental macroeconomic variables. Monetary policy also cannot
permanently dictate real interest rates in the long run. For New Zealand, Smith (2004)
tries to study how interest rates and inflation affectnemic growttt® Her finding
indicates that &eping inflation low and stablis the most effective contribution that
monetary policy can make to real economic performance over the long run.
Microeconomic policies that facilitate research and developmenptjsation of human
capital, transmission of information and incensifer labour force participain are

more likely to have substantial impacbn economic growth than monetary policy
itself>° Kahn et al. (2002), using a VAR modefind that the impact foa rise inthe
Bank of ovdrresghtaatelord#slong term real interest raie much smaller than

the impact on short term real interest rates.
3.5.1.3 Other control variables for growth

Investment: Empirical evidence on the relationship betweenhexge rateaegimes

and growth igmixed (Goldberg, 1993; Huizinga, 1994; Bordo and Schwartz, 1999; and
Lafrance and Tessier, 2001). Exchange rate regimes can have an impact on economic
growth through effects on the rate of physical capital accumulationy Mave argued

that investment tersdto be highein afixed exchange rate regime due to the reduction

in policy uncertainty, real interest rates and variability in exchange rates. On the
contrary, by eliminating an important adjustment mechanism, fixeldaexe rates can
exacerbate protectionist pressures and reduce the efficiency of the stock of capital,
therefore causng misalignments and distaohs in the efficient allocation of

%8 Reserve Bank of New Zealamilletin, Vol. 67, No.3

*¥ Theoretical modellike Romer (1990), Grossman and Helpman (19819Aghion and Howitt (1992)
illustrate the role of meroeconomic policies, such as R&Dn growth. The survey by Griliches (1992)
reported a wide range of estimations of the social return of R&D, with valustering around the range

of 20 to 60%, which makes R&D a major source of growth. Therefore, both empirical and theoretical
evidence on the benefits of this kind of policy is overwhelming.

99



investment. However, Bohm and Funke (2001) argue that exchange rate iotycerta

plays a very modest role determining investment spending.

Openness and international trade:Endogenous growth literature predicts a positive
relationship between openness, international trade and economic growtuniy

more open to international trade is likely to gréaster,as it has greater ability to
absorb technological spilloveandhasaccesdo larger market (Edwards, 199Barro

and Sala-Martin, 1995). There are also positive spillavar the nontradable sector.
Frankel and Romer (1999), using the instrumental variable method and geographic
components of traddind that a rise of one percentage point in the ratio of trade to
GDP increases per capita income by one and a half percgmiage Interrational

trade appearto increase per capita incorbg spurring the accumulation of physical

and human capital and increasing output for a given level of capital.

Capital formation: Bailliu (2000) emphasisethat international capital flogsvcan
promote gravth by increasing domestic financial intermediation. Dooley (1994) argues
that a fixed or gasi fixed exchange rate regine@mbined with regulatory distortions

and prudential oversight, can increase speculative capital flows. This was the case with
capitd flows in emerging economies ovdre 1990s. Capital flows are also less likely

to enhance growth iéllocated into unproductive investments. Krugman (1998) and
Corsetti et al. (1998) demonstrate that capitéd channeled into unproductive
investments whe foreign creditors believe that they will be bailedt by the
government fotending to local banks. Poorly regulated banks have higher incentive
to invest in risky projects when they believe that their liabilities are implicitly

guaranteed by the govenent.

Development of financial markets Long run sustainable growth is related to the
ability to raise the rates of accumulation of physical and human capital, to utilise the
resulting assets more efficiently and to ensure accessibility to these &#z&erald,
2006). Financial development and economic growthvarg much related and there is

an ongoing debate over this issue. The pioneeringestbyg King and Levine (1993,
Levine and Zervos (1998), Levine (2008hd Beck et al. (2000 find that three
indicators of financial sector development bdsscribethe differences in economic
growth across countries over long rurheseare: bank credit to the private sector,
stock market activity (proxied by the turnover rate or the ratio of traded value to GDP)

and legal system features such as the extent of shareholder and creditor protection.
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They find a significant positive relatioship between these indicators and growth. On
the other hand, De Gregorio & Guidotti (1995) find a negative correlation between
growth and higher bank credit to GDP ratios in Latin America over the 1970s and
1980s. They suggetitatinadequate regulation drdeposit insurance poiés resulted

in an unwarranted ovexpansion in credit and subsequently led to the banking crises.
According to FitzGerald (2006)despite the considerable benefits of financial
development to economic growth, the benefits carbettaken for grantedThey

depend on the construction of the appropriate institutional structure.
3.5.1.4Methodology for growth

Studies like Bailliu et al. (2001, 208) and others used Generalised Method of
Momens (GMM) to estima¢ the impacts of exchaegrate regimes on growth.
However, GMM has some drawbacks. The asymptotic propertiataoje number of
cross sectionalN) and time series observationg) for dynamic panels are different.
Small T panel estimation relies on fixed or random effectsnastirs, or a combination
of fixed effects (FE) or instrumental variable estimatikes Arellano and Bond (1991)
GMM estimations. One of the drawtda of these estimators is thiaey only allowthe
intercept to varyby assuming the homogeneity of thepaocoefficients. One of the
central findings for largé&l and T panel data is that the assumption of homogeneity in

slope coefficiertis not always appropriaf8.

There are several estimation prdaees for largeN and T. For example, FE
estimationallows ime series data for each group to pool and allows ioméycepts to
differ across groups. Therefore, Fd&Stimation would be misleading the slope
coefficients are not identical. On the other hand, the model could be fitted separately
for each group and simple arithmetic average of the coefficients could be calculated.
Pesaran, Shin and Smith (1997, 1999) have proposed the Pooled Mean Group (PMG)
estimation that combines both pooling and averaging.

The PMG estimator allows the intercept, short rooefficients and error
variance to differ across groups, but constraints long run coefficients to be equal

across the groups. There are some other advantagiesRIIG estimation procedure.

® This has been pointed out by Pesaran and S@®5); Im,Pesaran, an8hin (2003); Pesaraet al.
(1997,1999); and Phillips and Moq{2000).
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It is an intermediate estimatoFhe null hypthesis of long rummomogeneityis usually
compared with the Mean Group (MG) estimatiminga Hausman (1978) te§t.

3.5.1.5 The PMG specification for Growth model

Equation 8.2) is the error correction equation, and provides the PMG specification for
growth
YiTono » a©qnd | | aEQ0QaE 00 aEiQ agoi OQQ
| YaeQoiQYat: oa Yati Qg Yagént
O 0€¢EQOVRRQADOK 6 w
- o]

Here,"Qis the country andis time. The @pendent variab)&'Qr) Qis growth
in real GDP per capit&)o " gross capital formation as a percentage of GDP (used to
measure domestic investmend)wis the percentage of credit provided by the banking
sector (useas aproxy of domestic financial sectorg),i @ @ ‘ftade as a percentage of
GDP,i Qis the percentage of secondary education enrolment (proxy for human
capital) andQn @ is the lag of the per capita GDP (typically used for initial GD¥).

pegged egime is the reference category fioe monetary policy regins@lummies.

3.5.2 Inflation

Studes by Ghoshet al (1997, 2002) suggest that pegged exchange rate regimes, by
enhancing credibility and discipline in monetary policy, reduce inflation. However,
they find that the relationship betweepegged regimesand inflation is relevantor
counties in a lower incomegroup. Reinhart and Rogoff (2004) find that inflation in
develped countries has declinedith greater exchange rate flexibility buhe
experience of developing couieisis exactlythe opposite. The subsequent findings by
Edwards (2001)Ghoshet al. (2000) and Bleany and Francisco (2005) suggest tha
strong commitment to the pegged regime will reduce averdigion. For inflation
targeting countries, Vega and Winkelried (2Q08)shkin and SchmidHebbel (2001,

2007) and many others suggested ithition has declined in many countries after the

%L proposed by Pesara@mith and Shin (1995), MG is a heterogeneoasgb estimator. The intercepts,
slope coefficients and error variances are allowed to differ acroapgwith this estimator.
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adoption ofaninflation targeting regimeApart from monetary policy regiménflation

is likely to be dependent on the following variables.

GDP growth rates: Higher GDP growttcan contributdo higher nflation by raising

the demand pressure in the economy.

Openness:Trade openness is defined -as— , which is he ratio of exports and

imports to GDP. Thevariable is included to proxy a variety of effects, especially to
capture the disciplinary effect imposed by higher costs of monetary expansion in open

economies and the strength of international arbitrage (Romer, 1993; Lane, 1997).

Terms of trade growth: Exchange rate response to terof trade is crucial for
inflation. Gruen and Dwyer (19%@ried to find the impact of terms of trade on the
domestic inflation rate in a small open economy framework. Their study suggested that
the effects of terms of traddependon the share of importabtpoods and servicas
consumption. Witha reasonable share ohportablegoodsand pass through, they find

that if the movement of the real exchange rate is about half of the terms of trade, a rise
in terms of trade willhave almost no impact on inflatidA.However, if the real
exchangeatemoves almost onor one with the terms of trada,rise in terms of trade

puts downward pressuren inflation, at least in the short rGh.

3.5.2.1 Econometric specification

Similar tothe growth estimation, we have applied PMG methodologggtimatingthe
impact of monetary regime and other control variables on inflationh&/ecompared
the results with MGHausman(1978)testis used to checkdterogeneity irthe long

run slope cefficients Equation (33) provides the specification:

YQE Qr Q& Q | | aEé€nNg aeo0éEd ae QAN aegéne
1 AE0E€1V aENQQNO D £ € QOWR QDO K d w
- (015)

%2 As estimated by Gruen and Wilkinson 1991.

%3 BlundellWignall etal. (1993)
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Here," Q¢ iXthe rate of inflation,é N & openness) €i® term of trade andQ ip
growth rate of per capita GOPA hard pegged regime servesths referenceategory

for the regime dummies.

3.6 The impact of monetary policy regime on growth and inflation

This ction explains the findings from the analysistteé impact of monetary policy
regimeon growth and inflation. For analytical purpsseountriesare divided between
industrialised and nemdustrialised countries. We have 34 industrialised countries in
our sample of 123 countrié3To keep the comparison even, we have used 34 non
industrialised countries for the analysi§lonetary policy regimes ka different
transmission processin different economies, therefodédviding the countries between
the two groups will allow us to get more appropriate outcomBata availability is
also another issue here. A wide range of data were simply not agddalohany of the
countries in our samplaVe begin our analysisby discussingsomebasic summary

statistics. The next parts focus on the findings from the PMG estimation.
3.6.1 Basic Summary statistics for industrialised and nemdustrialised countries

Figure 33 (table A3.3 in appendix 3.1) displabsasic summary statistics foine 34
industrialised countries. IT regirmbave the lowest inflation rate (2.59%pllowed by

fixed exchange rate regimes (3.48%). However, average growtheikighest in
pegged and soft pegged regimes (388nd 4.886 respectively). Trade ithe highest

in hard pegged regimes (130%), followed by monetary targeting regimes. Gross
investment (measured by gross capital formation as % of GDP) is highest for the
monetary targetingconverging periods (27.55%). Domestic banking credit to the
private sector is highest for the free float and monetary targeting regimes (151% and
158%) followed by inflation targeting regimél15%).

% Openness has been calculated by the share of export and import as a percentage of GDP, terms of trade

has been calculated by the ratio of dollalue of exports and imports.

% Representing mainly OECD except Saudi Arabia and Hong Kong.
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Figure: 3.3 Mean of the variables for industrialised caintries
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Note: Horizontal axis represents percentage and the vertical axis represents the monetary policy regimes.

Basic Summary statistics for nonindustrialised countries

Figure 34 (and table A3.4 in appendix 3.provides the basic summary
statistics for nonindustrialised countries. For this group, inflation is als® lowest in
IT (3.77%) regimes followed by monetary targeting (5.37%) regimes. Among the
exchange rate regimes, intermediate regitilee soft peg (converging) has a mean
inflation rae much lower than the pegged regime (7.84% and 11.19% respectively).
Unlike the industrialisedountries trade as a percentage of GDP is highest in free float
(81.66%) followed by IT and soft peg converging (80% and 81% respectively).
Average gross capital formation as a percentage of GDP is highest during the stable
soft pegged regime (25.98%). Domestinkiag sector credit ithe highest in regimes
with IT and MT (76.81% and 67.69% respectively).
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Figure: 3.4 Mean of the variables for nonindustrialised countries
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In summary, the simple mean analysis suggistsboth for industrialised and
norrindustrialised countriesverage inflations lowestin IT regimes. However, among
the exchange rate regimes, average inflation for industrialised countttesl|easvest
for hard pegged regimdut for nonindustrialised countriegverage inflation is lowest

under the soft pegged regimes. For growth, thefqremance of IT is not very

impressivecompare to the other regimes. Average GDP growth is highest for the soft

pegged regimes for both groups.
3.6.2. Findings from pooled mean group estimation
3.6.2.1: Growth

Table 37 presents the findings from pooledean group estimation of growth in

industrialised countries. Ressilbbtained from the mean group estimatioivenbeen

presented alongside. The Hausman test has been performed to check heterogeneity in

the long run coefficients. The test could not rejeetrhnll of no systematic difference

for the long run coefficients. The long run coefficient of convergence is negative and

significant at 1 % level.
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Table 3.7 Growth and monetary policy regimes for Industrialised countries

Dependent variable:
Growth inper capita  Pooled mean grou; Hausman test Mean Group
GDP
Convergence
coefficient: -0.054*** 006 -0.1593*
= (0.955)
a
Long run coefficients
a Q0 Q 0.837*+* 6.214
WEAYA 0.004 -0.074
ai Q 0.704*** 4.677
aoi 0QQ 0.1521** 5.547
Short run coefficients
Y& Qo "Q 0.0144*** 0.100***
Yo O ® 0.0021 -0.0555
Yai Q -0.0501 -0.9043
Yaoi @0QQ 0.0159* 0.3937
Y 0.0131 0.0142
Y -0.0013 0.0046
Y -0.0033 -0.0052
Y -0.0071** -0.0124
Y -0.0046** -0.0051
Y 0.0012 0.0005
Y -0.0012 -0.0005
Y -0.0051 -0.0086
Y -0.0077* -0.0002
Y 0.0002 -0.000
0E€¢Ei 0WEO 0.274*** 3.954*
No of countries 34 34
No of observatios 1080 1080
0 ¢ NQOTMaQ 3282.431 3015.03

Note: ***1% significant level, **5% level significant, *10% significant level.
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PMG estimation of growth for industrialised countries suggestsdkegpt for
domestic credit to the private sector (set as a proxy to measure the development of
financial sectors), all the variablesfiow a significant positive impact on long term
growth. However, only investment (represented by gross capital formatiéa af
GDP) and tradare found to be significant for growtin the short run. The finding
indicates that the growth rate is higher during soft pegged redinmeor i zont al
2.25%) compared to the base category of hard pegged regithe gowth ratein
inflation targeting Y ), monetary targeting( ), managed floatY ) and free float

(YY) is lower compared to the base category of hard pegged regifies (

Table 38 represents the results from the PMG estimation of growth for non
industrialisedcountries. Estimation of MG has been presented alongside. Homogeneity
of the long run slope coefficients could not be rejected by the Hausman test. All the
coefficients are significant in the long run. However, in the shortanly gross capital
formation (% of GDP)affects growth. Among the regime durreg IT dummy (Y )
and Stable soft peg regimesY() facilitate higher growth in nemdustrialised

countries.
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Table 3.8 Growth and monetary policy regimes for non industrialised countries

Dependentvariable:
Growth in per capita  Pooled mean grou; Hausman test Mean Group
GDP
Convergence
coefficient: -0.1507*** 292 -0.4962%*
= (0.57)
aw
Long run coefficients
a Q0 Q 0.4289*+* 0.7324
a D0 0.1776*** 0.0527
ai Q 0.3182*** 1.1642**
aoi 0QQ 0.01291*** -0.0471
Short run coefficients
Y& Qo "Q 0.0428** -0.0007
Ya @@ -0.0303 0.0594*
Yai Q -0.0028 -0.0029
Yaoi 0QQ -0.0010 -0.0015**
Y 0.01447*** -0.005
Y -0.002 -0.0123
Y -0.105* 0.0265
Y -0.005 -0.0221
Y 0.003 0.0267
Y -0.0112** -0.0101**
Y 0.0118* 0.0049*
Y 0.0046 -0.0010
Y -0.0042 0.0310
Y -0.0063 0.0154
0¢eei 0WEO 1.074%** 4.528**
No of countries 34 34
No of observatios 980 980
, T CEEAI EE 2085.65 2054.42

Note: **1%significant level, **5% level significant, *10% significant level.
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The next step is to see if there is any specific role for nominal aichgrowth
over the short run. Table®Breports the findings after rearranging the regime dummies
according to the monetary policy anchors. Thus, regimes with hard pegged and stable
soft pegged (where the movement of the exchange rate is within £ 2.25%flatidn
and monetary targeting regeés hae been categorised as a single dummy. The base
category represents the various intermediate exchange rate regimes without any form of
specific nominal anchor. For both industrialised and-indistrialised groupgrowth

performances better for the regimes with some sort of nomaenathor.

Table 3.9 Growth and monetary policy regimes with and without anchor

Industrialised Non Industrialised
Dependent. variable:
Growth in per capita  Pooled mean grou Pooled mean group
GDP
Convergence
coefficient -0.0388*** -0.1879***
aw
Long run coefficients
a QO "Q 0.868*** 0.422***
a0 -0.295%* 0.004
ai Q 0.541*** 0.153***
aoi ®QQ 0.4067*** 0.493***
Short run coefficients
Ya Qb Q 0.1559*+* 0.024
Ya & @ 0.0012 -0.0664**
Yai Q 0.0097 -0.018
Yaoi @QQ 0.0082 -0.059*
YQQQ4 Q 0.0043** 0.018*
0éEei 0WEDO 0.2464*** 1.377***
No of countries 34 34
No of observatios 1080 980
, T CEEAI EE 3100.111 2000.366

Note: ***1%significant level, **5% level significant, *10% significant level.
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Thus our resultsupportgheevidence presented IBailliu etal. (2003) that monetary
policy with ananchor exerts a positive influence on groviitespectve of the

economicstatus of aountry.
3.6.2.2 Inflation

Tables 3.1@hrough 312 presenthe PMG estimation of inflation for industrialised and
norrindustrialised countries. The result from MG estimation has been presented
alongside. Results varied significantly with MGtimation. However, the Hausman test
could not reject the null hypothesis that there is no systematic differencelamghein

slope coefficient at the% levelin both cases.

For the industrialised countries, all the long run slopeffaents are
significant at 26 level. The long run convergence coefficient is negative and highly
significant; indicating that almost #® of the disequilibrium in the short run is
corrected in the long run. The year dummy is significant and negative, showing a
negative tend in inflation over the long run. Both openness and GDP growith éha
positive relationship in the short run and the long run. However, terms of trade growth
has a negative relationship in the long,ranggesting that the improvement in the

terms of trale contributes significantly to the reduction of inflation in these countries.

Typically, inflation is lower in an open economy, becaasketerioration in the
terms of trade increases the cost of expansionary monetary policy. Romer (1993) and
Lane (1997)show that it is the inability of the government to commit to a more
discretionary policythat is crucial for determining the inflation rates. However, the
findings of the current study are in contradiction with the findings of Romer (1993) and
Lane (1997)Cooke (2010)in a two country dynamic general equilibrium framework
showed thathe relationship betweeopenness and inflation can also depend on the
underlying structure of the economy. When the terms of trade are favourable for the
domestic economya one unit gain in output will lead to a relatively large change in
consumption and the government migiatve the incentive tareate a large surprise
change in money supply. As the economy becomes more open, it gets more exposed to

the movementsfdhe tems of trade, thereforaflation rises.

Regarding, the regime dummies, inflation is lower in inflation targeting and
monetary targeting regimes for the industrialised countries. However, there is no
significant relationship with the exchange rate dummies.
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Table 3.10: For industrialised countries

Dependent variable: Pooled mean Hausman Mean
Inflation group Test Group
Convergence -0.697*** -0.990***
coefficient
Qo
Long run coefficients 4.920
aeEnee Qi 0.292*** (0.178) 0.465**
aoéo -0.186*** -0.380
a"QQn ONE o 0.076*** 0.197
WQwi -0.0139*** -0.026
Short run coefficients
Yo é Qe Qi 0.467** 0.523
Yao ¢ o 0.567* 1.118*
Yo "QQn "Oné 0 0.284** 0.179*
Y 0.032 0.229
Y -0.257 0.019
Y 0.0391 0.103
Y 0.222 0.103
Y 0.019 0.098
Y 0.001 0.006
Y -0.043* -0.062
Y 0.013 0.017
Y -0.216* -0.296
Y -0.004 0.001
0EET Owe « 17.52%** 77.86***
No of countries 34
No of observatios 1080
, T CEEAI EE 843.30

Note: ***1%significant level, **5% level significant, *10% significant level
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Table 311 shows the results for the namdustrialised countries. The long run
convergence coefficient is negative and significant. There is a negative significdnt tren
for inflation in the norindustrialised countries. Opennassositively related t&sDP
growth in both the short and long run. The relationship between terms of taade

growthis negative but not statistically significant.

Table 311 for non-industri alised countries

Dependenvariable: Pooled mean group Hausman Test Mean Group
Inflation
Convergence coefficient -0.924*** -1.044%+*
(oJA)
Long run coefficients 1.91
(0.75)
aeEnNeEeEQi i 0.1922% -1.289
ao0€o -0.004 0.076
a"QQn "ANEé v 0 0.0129%* -0.623
WQWI -0.0019*** -0.015

Short run coefficients

Yo é Qe Qi i 0.0632 0.904
Yaoé o -0.120 -0.222
Y& "QQn "O0¢ 0 ¢ 0.0642 0.632
Y 0.079* 0.376
Y -0.037 -0.059
Y 0.013 0.023*
Y 0.002 -0.299
Y 0.084 0.074
Y 0.200 0.169*
Y -0.001 -0.009
Y 0.007 0.001
Y -0.056 -0.188
Y -0.032 -0.451
GEEi 0ME O 4.096% 79.75%**
No of countries 34

No of observatios 980

, T CEEAIl EET 355.668 350.98

Note: **1%significant level, **5% level significant, *10% significant level
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These countries have typically higher exchange rate pass through from imports
to consumer prices and they have a larger share of imported goods in consumsr basket
This might be one of the primary reasons for positive relationship with openness and
negative but insignificant relationship between terms of trade and inflation. Inflation
targeting, monetary targeting and soft peg regimes have lower inflation, but the
negative relationship is not statistically significant

Table 312 presents the findings from industrialised and -madustrialised
countries with and withouan anchor. The base categories represent the regimes with
anchors. Both groups share a negatimeg run trend in inflation. The long run
convergence coefficients are highly significant. For the industrialised couriots

GDP growth and terms of trade have a significant long term negative impact on
inflation.

Table: 3.12 Industrialised and Non-Industrialised countries with Anchor

Dependent variable: Industrialised Non-Industrialised
Inflation Countries Countries
Pooled mean group Pooled mean group
Convergencﬂe coefficient 10,6647 10,9007+
Qw
Long run coefficients
aeéneeqQili 0.139%** 0.007
a0€0 -0.077*** -0.004
a"QQn Qe v o -0.0034 0.006***
WQWI -0.0082*** -0.002***
Short run coefficients
Yaé Qe Qi i 0.434** 0.122
Ya o é o 0.445* 0.030
Y& "QQn "QQEé 0 o 0.362** 0.195*
Y'Q Q@& 0.010 0.0395
6¢eei OweEoO 10.88*** 4,189
No of countries 34 34
No of observations 1080 980
, T CEEAI EEI 755.61 307.327

Note: **1%significant level, **5% level significant, *10% significant level
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However, in the short run they are positively related to inflation. In the non
industrialised countries, GDP growth has a significant positive relationship with
inflation in boththelong and short run. For both groups, inflation is higlempared to

thebase categories of monetary policy regimes with anchors.
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3.7: Conclusion

In this study, we havprovided an alternativee factoclassification of monetary policy
regimes, and assesbkthe impact of these regimes growth and inflation for 124
countries over the period 1970 to 20IBhe lterature on thele factoclassification of
exchange rate regimes is quite substantial. However, @uefffort in classifyingde
facto monetary policy regimess lacking Many of the studies on regime classification
atemptto evaluate the impact of these regimes on inflation and a relatwekyr
number of studiedry to assess the impact on growth. However, performances of
regimes based only on tloe factoexchange rate classifications would be misleading

as the rgimes could have different underlying monetary policy framework

Firstly, we classify monetary policy regimes based on some set criterialeOur
facto classification of monetary policy regimes classified eleven categories, including
seven exchange rate regimes and four inflation and monetary targeting regimes. The
yearly classification of exchange rate regime has been conducted using monthly data
and onthe basis of volatilities of exchange rates and their changes and relative
volatility of changes in exchange rates and reserves. Inflation targeting and monetary
targeting regimes have been classified on the basis of policy rates, changes in inflation
and monetary growth of both broad and narrow money. 10% of the regimes are
classified agle factoinflation and monetary targeting regimes, which according to the
previousde factoclassification studies, would habeenclassified as an exchange rate
regime.We have also identified some periods as converging inflation and monetary
targeting regimes. A regiménat falls into both monetary and inflation targeting
categories has been classified as inflation targeting regime, according to the

classification critda, as in most of the cases inflation control is the main goal variable.

Secondly, we try to evaluate the growth and inflation performances of the
regimes, based on ode factoclassification. The evaluation of performance has been
conducted on 3#hdustrialised and 34 nendustrialised countries from 1970 to 2013.
Monetary transmission varies between the developed and developing countries,
therefore, dividing the countries intoetfetwo groups would give us a more accurate
outcome. Pooled meagroup estimation has been used as a method to evaluate the
performance of the regimes. Even though GMM estimation has widely been used in the
literature (for example, Bailliet al, 2003; Ghoslet al., 2002), this method has some

drawbacks. GMM is baseddhe assumption of homogeneity across groups and allows
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only intercepts to differ, thereforeill not be consistent for the heterogeneous dynamic
panel with large T and N. PMG estimation combines both pooling and averaging. The
short run coefficients arallowed to vary across groups bdutmogeneityof the long

run coefficientsis assumed Our findings from PMG estimation do not indicate
overwhelming benefitsf flexible exchange rate regimes in industrialised countries. IT
and MT regimes are associatedthwilower inflation, whilst a pegged regime is
associated with the highest growth. We find that flexible regimes are beneficial at

providing platforms to conduct independent monetary policy.

For the norindustrialised countries, IT regimeperform well in reducing
inflation and enhancing growt monetary policy with nominal anchors has positive
consequences for growth and inflation in the short run for both groups of countries.
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Appendix 3.1

Table: A3.1 Inflation targeting countries

Country Effectiye IT Converging target Inflation Inflation targeting
adoption period target period level for 2012

New Zealand 1990Q1 19861990 1991-2010 1-3%
Canada 1991 M2 19901994 19952012 1-3%
UK 1992M10 19921996 19972012 2%
Sweden 1993M1 19921995 19962012 2
Finland 1993M2 19901992 19931998 2-3%
Australia 1993M4 19901991 19922012 2-3%
Spain 1995M1 1991-1996 19971998 1-3%
Czech
Republic 1997M12 19982003 20042012 2(+-1)%
Israel 1997M6 1991-1998 19992012 1-3%
Poland 1998M10 19962002 20032012 2.5(+F1)%
Brazil 1999M6 19952005 20062012 4.5(+F2)%
Chile 1999M9 19932000 20012012 3(+-1)%
Colombia 1999M9 19972004 20052012 2-4%
South Africa 2000M2 19951998 19992012 3-6%
Thailand 2000M5 20012004 20052012 3(+5-1.5)%
Korea 2001M1 19981999 20002012 3(+-1)%
Mexico 2001M1 1991-2002 20032010 3(+-1)%
Iceland 2001M3 20002003 20042010 2.50%
Norway 2001M3 19902000 20012012 2(+/-0.5)%
Hungary 2001M6 20002004 20052012 3(+-1)%
Peru 2002M1 19882001 20022012 2(+-1)%
Philippines 2002M1 19982001 20022012 4(+/-1)%
Guatemala 2005M1 20052008 20092012 4.5(+F1)%
Slovakia 2005M1 20012006
Indonesia 2005M7 20032006 20072012 4.5(+F1)%
Romania 2005M8 2001-2005 20062012 3(+/-1)%
Turkey 2006M1 20032008 20092012 5(+/-2)%
Serbia 2006M9 20032006 20072010 4(+/-1.5)%
Ghana 2007M5 20012007 20082012 8.7(+F2)%

Note: Inflation targeting level for 2012 has been adopted frontr€é&r Central Banking Studiesand Book No
29, Bank of England. Converging periods are calculatetidguthor, based on inflation and policy rates data and

information from central banks website.
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Table A3.2 Adoption of inflation targeting

Country Inflation Inflation rate | Inflation range Target Inflation range Inflation at | Target horizon
targeting at the at 2009 inflation at 2012 2012
adoption date beginning rate in 2009

New Zealand 1990 33 0.8 1i 3 1%i 3% 1.07% Medium term
Canada 1991 6.9 0.3 2401 2% 1.3% Six-eight quarters;

(mid point of current target extends

1%i 3%) of 1% 3%) to

December 2016
United Kingdom 1992 4.0 2.2 2+ 1 2% 2.7% At all times
Sweden 1993 1.8 -0.3 2+ 1 2% 0.9% Normally two years
Australia 1993 2.0 1.9 2-3 2-3% 22% Medium term
Czech Republic 1997 6.8 1.0 3+ 1 1-3% 3.3% 12-18 months
Israel 1997 8.1 3.3 2+ 1 1-3% 2.4% Within two years
Poland 1998 10.6 3.8 254 1 2.5% 2.33% Medium term
Brazil 1999 3.3 4.9 4.5 +f 2 4.5% +2 5.84% Yearly target
Chile 1999 3.2 1.5 3+ 1 3% +1 1.48% Around two years
Colombia 2000 9.3 4.2 2i 4 2%i 4% Medium term
South Africa 2000 2.6 7.1 3i 6 3%i 6% 5.71% On a continuous basis
Thailand 2000 0.8 10.9 0.57 3 3.0%+1.5 3.0% Eight quarters
KoreaRep 2001 2.9 2.8 3+ 1 3% +1 2.2% Three years
Mexico 2001 9.0 5.3 3+i1 3% +1 4.1% Medium term
Iceland 2001 4.1 12.0 25+f 1.5 2.5% 5.2% On average
Norway 2001 3.6 2.2 254 1 2.5% 0.7% Medium term
Hungary 2001 10.8 4.2 3+l 3% 5.7% Medium term
Peru 2002 10.1 2.9 2+ 1 2% +1 3.7% At all times
Philippines 2002 4.5 1.6 45+ 1 4.0% +1 3.2% Medium term
(from 2012 2014)

Guatemala 2005 9.2 1.8 5+i 1 4.5% +1 3.8% End of year
Indonesia 2005 7.4 4.6 47 6 4.5% +1 4.3% On average
Romania 2005 9.3 5.6 35+ 1 3% +1 3.3% Medium+term target from 2013
Turkey 2006 7.7 6.3 6.5+ 1 5.0% +2 8.9% Multi year (Three years)
Serbia 2006 10.8 7.8 47 8 4.0% *1.5 7.3% Medium term
Ghana 2007 10.5 19.3 145+ 1 8.7% +2 9.3% 18-24 months
Armenia 2006 5.20 3.40 3+-1 4% 1.5 2.5% Medium term
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Table A3.3: Summary statistics of variables for industrialisedcountries

% Banking
GDP Trade as Gross capital| Credit to
Regime | Inflation rowth | & %of FDI | formation% of| Private
9 GDP GDP Sector
3.48
Hard peg/ (3.48) 3.66 130.00 6.19 23.37 97.11
fixed ' (3.17) | (109.24) | (26.35) (4.88) (54.55)
S;’tf;g’lgg 634 | 388 | 7582 | 0.88 23.34 73.55
(5.35) | (7.01) | (25.00) | (1.66) (6.46) (34.07)
Cg’r?\ftef’ei?] 851 | 4.88 | 7537 | 096 25.23 70.12
9Ng | (5.99) | (6.19) | (37.30) | (1.27) (5.78) (32.99)
Soft peg
COMEONd | 862 | 360 | 67.37 | 0.862 25.19 64.74
A wider band 24 | (6:22) | (27.02) | (1.81) (5.29) (28.56)
Managed
exchange
(Withr ae e | 828 | 337 | 7036 | 173 23.88 75.24
specific (8.47) | (2.77) | (30.07) | (2.28) (5.17) (48.01)
bands)
Free Float | 5.099 2.56 41.58 0.92 22.88 151.25
(4.61) | (2.65) | (30.85) | (1.13) (4.81) (89.83)
FreeFall 66.96 2.80 56.58 0.99 21.17 51.97
(62.47) | (3.96) | (29.14) | (1.73) (3.39) (43.04)
T 2.59 2.97 77.69 4.40 21.24 115.22
(2.12) | (2.37) | (33.19) | (6.27) (4.49) (45.88)
IT 7.18 3.02 70.02 3.19 22.59 78.40
converging | (6.32) | (2.99) | (32.05) | (3.27) (3.90) (39.75)
MT 6.29 0.91 78.71 4.27 19.75 153.88
(14.99) | (3.48) | (45.97) | (7.81) (6.36) (76.62)
MT 5.31 3.56 30.17 1.38 27.55 54.69
converging | (3.84) | (1.88) (2.67) (0.13) (2.37) (21.77)

Note: mean of the variables, standard deviations in the parentheses
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Table A3.4: Summary statistics of variables for norndustrialised countries

% Banking
GDP Gross capital| Creditto
Regimes Inflation rowth Openness FDI | formation% of|  Private
g GDP Sector
fardpegifixed | o | 463 | 7115 | 185 22.20 34.24
(22:01) (6.49) (44.43) | (4.74) (9.27) (31.85)
Soft peg stable 8.50 5.90 69.12 3.41 25.98 50.79
(11.87) | (6.84) (38.13) | (8.64) (11.93) (36.93)
Soft peg
converging 13.07 5.54 80.96 2.31 24.37 44.47
(24.29) | (5.68) (40.91) | (3.49) (8.07) (29.48)
Soft peg
converging in 7.84 5.03 67.73 4.27 23.84 39.47
awider band (6.06) (4.84) (37.84) | (8.52) (7.79) (26.35)
Managed
‘(av)\jﬁmnoggrreate 11.86 | 4.29 78.96 | 4.59 23.93 34.84
specific bands) (15.39) | (5.42) (42.46) | (11.99) (11.33) (26.95)
Free Float 13.55 4.24 81.66 4.51 22.62 40.40
(19.77) | (4.64) (41.00) | (8.59) (6.95) (55.26)
Free Fall 377.06 1.74 49.39 1.53 18.95 42.82
(1984.00)| (5.80) (30.00) | (2.12) (7.46) (29.32)
IT 3.77 4.56 80.41 4.32 22.49 76.81
(2.79) (2.62) (50.28) | (7.92) (4.73) (52.62)
IT converging 23.33 3.57 67.77 4.44 22.39 64.48
(79.00) | (3.79) (41.23) | (7.78) (6.07) (58.14)
MT 5.37 4.45 64.82 3.35 24.40 67.69
(4.68) (3.68) (35.01) | (5.39) (9.66) (62.69)
MT converging 6.24 4.03 62.11 2.48 23.61 55.48
(6.46) (4.99) (38.77) | (3.25) (7.71) (27.21)

Note:*mean of the variables, standard deviations in the parentheses

121



Appendix 3.2

Table A3. 5The Monetary Policy Regimes Classifications Code

Classification codes

1 | No separate legal tender

1 | Pre announced peg or currency board arrangement

Preannounced horizontal band that is narrower than or equal
+/-1%

De factopeg with horizontal band -4/%

Crawling band that is >1% but-2/5%

Crawling band that is greater than 2.5% bu8%/

Crawling band that is greater than 3% but5%

Managed Float

Freely Floating

Freely Falling

De factolnflation targeting regime

OO N0 WIN|[F|F

De factolnflation target-converging regime

=
o

De factomonetary targeting regime

[
|

De factomonetary targetonverging regime
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Table A3. 6Monetary Policy Regimes

Year

Albania

Algeria

Angola

Argentina

Armenia

Australia

Austria

Bahrain

Bangladesh

Belgium

1970

7

1

2

1

1971

1
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1
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3
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4
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11
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Table A3. 6 Monetary Policy Regimes(continued)

Canada

Cameroon

Burundi

Burkina
Faso

Bulgaria

Brunei

Brazil

Botswana

Bolivia

Benin

5
5
5
6

5
5

5
5
5

Year

1970
1971
1972
1973

1974
1975
1976
1977
1978
1979
1980
1981
1982
1983

1984
1985
1986
1987
1988
1989
1990
1991
1992
1993

1994
1995
1996
1997
1998
1999
2000
2001

2002

2003
2004
2005
2006

2007

2008
2009

2010

2011

2012
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Table A3. 6 Monetary Policy Regimes(continued)

Year

Cape
Verde

Central
African
Republic

Chile

China

Colombia

Croatia

Czech
republic

Cyprus

Denmark

Dijabuti

1970

1

1971

1972

1973

1974

1975

1976

1977

1978

1979
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1984
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1991
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Table A3. 6 Monetary Policy Regimes(continued)

Year

Ecuador

Egypt

Equatorial
Guinea

Eritrea

Estonia

Ethiopia

Finland

France

Gabon

Gambia

1970

[EnY

1

[ERY

1

1971

1972

1973

1974

1975

1976

1977

1978

1979

1980

1981

1982

1983

1984

1985

1986

1987

1988

1989

1990

1991

1992

1993

1994

1995

1996

1997

1998

1999

2000

2001

2002

2003

2004

2005

2006
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Table A3. 6 Monetary Policy Regimes(continued)

Guinea

Hong

Year Germany Ghana Greece | Guatemala Bissau Guyana Kong Hungary Iceland India
1970 2 1 1 1 1 1 1 1
1971 2 1 1 1 1 3 1 1
1972 2 1 1 1 1 5 1 1
1973 6 1 1 1 1 5 5 1
1974 6 1 1 1 1 5 5 1
1975 6 1 6 1 1 5 5 5
1976 6 1 6 1 1 5 5 4
1977 5 1 4 1 1 1 5 11
1978 6 7 4 1 1 1 5 11
1979 6 1 4 1 1 1 5 10
1980 6 1 6 1 1 1 5 10
1981 5 1 6 1 1 5 7 10
1982 5 1 6 1 1 5 7 4
1983 5 7 6 1 1 1 7 4
1984 5 7 6 1 1 5 7 6
1985 5 7 6 1 1 5 7 6
1986 5 1 6 1 1 5 7 6
1987 4 7 6 1 1 5 7 6
1988 5 7 6 5 2 5 7 6
1989 5 7 6 5 2 6 7 5
1990 4 7 4 6 2 6 5 5
1991 5 6 5 3 2 6 5 5
1992 9 5 5 4 2 2 5 11
1993 9 5 5 5 6 2 5 11
1994 9 5 4 4 6 2 5 11
1995 8 5 3 4 6 1 5 11
1996 8 5 3 3 6 1 7 4 11
1997 8 5 3 4 6 1 1 7 4 10
1998 8 5 6 4 2 6 1 7 4 10
1999 8 5 8 5 2 6 1 5 4 10
2000 8 7 8 2 1 6 1 9 9 10
2001 8 9 8 4 1 2 1 9 9 10
2002 8 9 8 4 1 1 1 9 9 10
2003 8 9 8 4 1 2 1 9 8 10
2004 8 9 8 4 1 2 1 9 8 10
2005 8 9 8 9 1 1 1 8 4 10
2006 8 9 8 9 1 1 1 8 4 10
2007 10 9 10 9 1 1 1 8 4 10
2008 10 8 10 9 1 1 1 8 4 10
2009 10 5 10 8 1 1 1 8 4 10
2010 10 2 10 8 1 1 1 8 4 10
2011 10 3 10 8 1 1 1 8 4 10
2012 10 3 10 8 1 1 1 5 4 10
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Table A3. 6 Monetary Policy Regimes(continued)

Year Indonesia Iran Iraq Ireland Israel Italy Japan Jordan Kenya Kuwait
1970 5 1 1 1 1 1 1 1 1 1
1971 5 1 1 3 1 3 1 1 1 1
1972 1 1 1 6 1 6 2 3 1 1
1973 1 1 1 6 1 6 5 2 1 2
1974 1 1 1 4 1 4 5 1 1 2
1975 1 2 1 6 7 5 4 1 7 3
1976 1 2 1 6 7 3 4 1 2 2
1977 1 1 1 6 7 3 5 1 2 2
1978 1 1 1 5 7 5 5 1 5 2
1979 1 1 1 4 7 3 5 1 4 2
1980 1 4 1 5 7 2 6 1 4 2
1981 2 4 1 5 7 2 6 1 7 4
1982 6 4 1 5 7 4 6 1 6 2
1983 6 4 1 5 7 5 6 1 5 1
1984 6 5 1 5 7 2 6 1 5 4
1985 3 5 1 5 7 2 6 1 4 5
1986 6 5 1 5 7 5 5 1 3 3
1987 6 5 1 5 4 1 5 3 5 4
1988 4 10 1 5 4 1 10 3 5 4
1989 4 10 1 5 5 1 10 3 5 4
1990 4 10 1 5 4 1 10 3 5 2
1991 4 10 1 5 9 1 10 3 5 3
1992 2 10 1 5 9 2 10 3 5 3
1993 2 7 1 5 9 5 6 3 4 2
1994 2 7 1 5 9 3 6 3 5 1
1995 4 10 1 4 9 3 10 1 5 2
1996 2 10 1 5 9 5 10 1 5 1
1997 6 10 1 5 9 4 10 1 5 1
1998 6 1 1 5 9 2 6 1 5 2
1999 6 1 1 8 8 1 6 1 6 1
2000 6 11 1 8 8 1 6 1 6 1
2001 6 11 7 8 8 1 6 1 2 1
2002 6 11 7 8 8 1 6 1 2 2
2003 9 10 3 8 8 1 6 1 5 2
2004 9 10 3 8 8 1 10 1 5 1
2005 9 10 3 8 8 1 10 1 4 1
2006 8 10 4 8 8 1 10 1 4 1
2007 8 10 1 10 5 1 10 1 5 5
2008 8 10 1 10 5 1 10 1 7 4
2009 8 10 1 10 5 1 10 1 6 2
2010 8 10 1 10 8 1 10 1 5 4
2011 8 4 1 10 8 1 10 1 6 2
2012 8 4 10 8 1 6 1 6 2
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Table A3. 6 Monetary Policy Regimes(continued)

Mali

10
10
10
10
10

Maldives

Malaysia

Malawi

Luxembourg

10
10
10
10
10
10

Lithuania

Liberia

Lesotho

Lebanon

Latvia

1
1
1
1
1
1
1
1
1
2

4
4
4

5
4
4

Year

1970
1971

1972

1973

1974
1975

1976
1977

1978
1979

1980
1981

1982
1983
1984
1985
1986
1987
1988
1989
1990
1991

1992
1993
1994
1995
1996
1997
1998
1999
2000
2001

2002

2003

2004
2005
2006

2007

2008
2009

2010

2011

2012
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Table A3. 6 Monetary Policy Regimes(continued)

Nicaragua

New
Zealand

Netherlands

10
10
10
10
10
10

Nepal

Namibia

Mozambique

Morocco

Mexico

Mauritania

Malta

1
1
1
5
4
4
4
3
4
4
5
5
5
5
5
5
5
3
3
5
3
4
5
4
4
4
4
4
4
3
3
3
3
3
3
3
3
3

10
10
10
10
10

Year

1970
1971

1972

1973

1974
1975
1976
1977

1978
1979

1980
1981

1982
1983
1984
1985
1986
1987
1988
1989
1990
1991

1992
1993
1994
1995
1996
1997
1998
1999
2000
2001

2002

2003

2004
2005
2006

2007

2008
2009

2010

2011

2012
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Table A3. 6 Monetary Policy Regimes(continued)

Portugal

10
10
10
10
10
10

Poland

Philippines

Pakistan | Paraguay] PERU

Oman

Norway

Nigeria

1
1
1
1
5
3
2
4
4
5
5
5
5
5
5
5

11
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10

1
1
1
1
7
4
4
5
7
2
3

1
5
9
9
8
8

8

Year

1970
1971

1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
1984
1985
1986
1987
1988
1989
1990
1991

1992
1993
1994
1995
1996
1997
1998
1999
2000
2001

2002
2003

2004
2005
2006
2007
2008
2009
2010

2011

2012
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Table A3. 6 Monetary Policy Regimes(continued)

Year

Romania

Russia

Rwanda

Saudi
Arabia

Senegal

Serbia

Seychelles
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Table A3. 6 Monetary Policy Regimes(continued)

Year

Singapore

Slovak
Republic

Slovenia

South
Korea

Spain

Sri
Lanka

Surinam

Swaziland

South
Africa

1970
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1972
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Table A3. 6 Monetary Policy Regimescontinued)

Turkey

Tunisia

Togo

Switzerland| Tanzania | Thailand

10
10
10
10
10
10
10
10
10
10
10
10

Syria

Sweden

1
4
4
5
5
5
5
5
5
4
4
6
6
6
5
5
5
5
5
4
5
5
9
9
9
9
8
8
8
8
8
8
8
8
8
8
8
2
2
8
8
8
8

Year

1970
1971

1972

1973

1974
1975

1976

1977

1978

1979

1980
1981

1982

1983
1984
1985
1986
1987

1988
1989
1990
1991

1992
1993
1994
1995
1996
1997

1998
1999
2000
2001

2002
2003
2004
2005
2006
2007

2008
2009

2010

2011

2012
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Table A3. 6 Monetary Policy Regimes(continued)

10
10
10
10
10
10

Zambia| Zimbabwe| ECB

Yemen
Republic

Uganda| UAE | UK | Uruguay| US | Venezuela

1
1
1
4
2
5
1

1
1
1
1
6
5
5
5
6
6
6
6
6
5
5
5
4
5
5
5
6
6
6
6
5
5
4
6
6
3
3
5
5
5
5

5

Year

1970
1971

1972

1973

1974
1975

1976

1977

1978

1979

1980
1981

1982

1983
1984
1985
1986
1987
1988
1989
1990
1991

1992
1993
1994
1995
1996
1997

1998
1999
2000
2001

2002
2003
2004
2005
2006
2007
2008
2009
2010

2011

2012
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Chapter Four: Financial Development and Growth: The Effects of
Quality and Quantity

4.1 Introduction

The last few decades have witnessed a resurgence of interest in the nature of the
relationship between financial development and growth. Levine (2005) suggests that
financial institutions and markets can foster economic growth through several channels,
eg., by (i) easing the exchange of goods and services and through the provision of
payment services, (i) mobilising and pooling savings from a large number of investors,
(i) acquiring and processing information about enterprises and possible investment
projects, thus allocating savings to their most productive use, (iv) monitoring
investment and carrying out corporate governance and (v) diversifying liquidity and

reducing intertemporal risk.

However there is widespread debate over the finagn@evth nexs and the
outcome is inconclusiveNearly three decades earlier, Goldsmith (1969), McKinnon
(1973), Shaw (19) and subsequently many othereduced considerable evidence of
correlation between financial development and growth. Nevertheless, Robinsoh (1952
argues that financial development follows economic development and not vice versa.
Aghion et al. (2005) find that financial development exerts an effect on convergence
only up to a certain threshold and that there is no significant impact of financial
development once a country reaches that threshold. Obtaining satisfactory empirical
measures of financial development is also one of the most important and contentious
issues in assessing the relationship between financial development and economic
growth. Sane argue thathe quality of financial institutionds as important ashe
quantity (for example, Levine, 1997; Hasairal., 2009). Nevertheless, there is a lack

of suitable proiesto measure financial quality.

The pioneering study by King and Levine9@B) and subsequentork by
Levine and Zervos (1998), Levine (2000), Leviteal. (2000) and Beck and Levine
(2001) identified three indicators of financial development that are best at explaining
the differences in economic growth over the long run. They bank credit to the
private sector, stock market activity (proxied by the turnover rate or the ratio of traded
value to GDP) and features of the legal system, such as the extent of shareholder and

creditor protection.
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Most of the studies examining thielationship between finance and growth utdise
traditional measures of the volume of credit such as (i) financial depth, measured by
liquid liabilities of the financial system divided by GDP, (ii) ratio of commercial bank
credit to that of central bankedit, which measures the degree to which commercial
banks, compared to the central bank, allocate society's savings, (iii) private credit,
which equals the value of credits by financial intermediaries to the private sector
divided by GDP and (iv) varioysroxies of the legal system. However, these traditional
measures offinancial development have sonmghortcomings. For example, the
commonly used financial depth measure may not accurately gauge the effectiveness of
the financial sector in ameliorating imfoational asymmetries and easing transaction
costs (Levine, 2000). The ratio of commercial to central bank measure also has limited
ability to measure the effectiveness of banks in mobilising savings, easing transactions,
offering efficient risk managemeifdcilities to the clients, exerting corporate controls

and innovations. Furthermore, a mere expansion of credit or liquid liabilities does not
al ways i ndicate a qualitative Il mMpr ov e me
channel scarce funds from &as to borrowers (Romewvila, 2007). These variables

also depend on the business cycle. The stock market variables used in studies such as
DemirguecKunt and Levine (1995), Levine and Zervos (1998) and Beck and Levine
(2003) find strong correlation withack market development and grovifiHowever,

banks provide different services to those provided by stock maiketsbank based

view of financial development suggests tlank based systems at early stages of
economic development foster economic growdha greater degree than the market
based financial system.

Although there isubstantiakvidence regarding the role of financial systems in
enhancing economic growth, there are shortcomings associated with measuring the
quality of the financial development under consideration. There is a lack of cross
country measures of the degree to whittancial systems enhance the quality of
services and hence the efficiency of resource allocation. The quality of financial
institutions can enhance the quality of information about firms and the efficiency of

resource allocation, exert sound corporateegoance on firms to funnel resources,

®Usually represented by capitalisation, turnover, and international integrations.
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provide effective mechanisms for managing, pooling and diversifying risk, mobilise

savings to the most effi cietah,201).r oj ect s a

In a simple endogenous Pagamno (1983) shows 6 A K
how the quality of financial developments can potentially affect growth. Financial
intermediaries absorb resources during the process of transforming savings into
investments. Thus, a dollar saved generates less than a dollar wiontestiment by a
certain fraction. Pagano (1993) shows that by increasing the efficiency of services,
financial development can reduce the absorption of resources and turn more savings
into productive resources. Financial development also enhances growvitrégsing
the efficient allocation of funds to those projects with a higher marginal productivity of

capital.

A number of other studies such as Capoeabd. (2009) and Ayadetal. (2009)
used some indirect measure of financial quality. Capatak (2009) used the spread
between the borrowing and lending rates of interest as a measure of quality, finding a
significant relationship between per dapigrowth and the quality of 1Mew
transitional European countries. Ayaatial. (2013) used metefficiency in order to
calculate bank efficiency. Their findings suggest that financial sector development is
positively associated with growth. However, they find that improvements in banking
sector efficiency are not sufficient to improve growth muthen Mediterranean
countries, additional conditions such as better quality institutions, regulations and

supervision are also important.

Hasanet al. (2009) suggests a more direct measure of the quality of financial
institutions, thereby addressing the issafethe suboptimal empirical proxies for
theoretical counterparts raised by Levine (2005). They wdstther better bank
efficiency stimated with bank level dataignificantly spurs economic growth in the
147 NUTS2 regions of eleven European countrie= the period 1996 to 200%As a
direct measure of financial quality, they calculated profit and cost efficiencies for
approximately 7000 banks and also examined the spatial effects of banking sector
growth in this region. Quantity was measured by tHame of bank credit, relative to

®"Metaefficiencyis the distance of a bank from the métantier, which is defied bythe product of a
countrybés cost efficiency and technical rate of

% NUTS: Nomenclature des unités territoriales statistiques
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