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ABSTRACT

This thesis investigates the application of 2D photonic crystals to enhance the emission of up-conversion layers to improve the efficiency of silicon photovoltaics. Two up-conversion material compositions are of particular interest in this work: erbium doped titanium dioxide (TiO₂:Er) and erbium doped yttrium fluoride (YF₃:Er). The 2D photonic crystals under investigation are composed of TiO₂:Er and air; and YF₃:Er and silicon. These nano-structures are investigated using both simulation and experimental methods. Further work in this thesis analyses the properties of the highly conductive polymer poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate) (PEDOT:PSS) for use as a transparent electrode and thin film electrically conductive adhesive for the application of silicon photovoltaics. The design and geometrical parameters for the 2D photonic crystals were optimised through simulations (plane wave expansion and finite-difference time-domain), before the structures were experimentally fabricated and optically characterised. The novel analysis of the refractive index of the prepared up-conversion materials using ellipsometry was a key step in the design of the photonic crystal structures. A maximum photoluminescence enhancement of 3.79 times was observed for the 980 nm emission profile, however this could not be successfully attributed to a photonic crystal effect. The optical, mechanical and electronic properties of PEDOT:PSS were characterised for thin film samples, using novel ellipsometry analysis.
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<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>Lattice constant</td>
<td>$FDTD$</td>
<td>Finite-difference time-domain</td>
</tr>
<tr>
<td>$a$</td>
<td>Real space unit vector</td>
<td>$FIB$</td>
<td>Focused Ion Beam</td>
</tr>
<tr>
<td>$A$</td>
<td>Oscillator magnitude</td>
<td>$G$</td>
<td>Lattice vector</td>
</tr>
<tr>
<td>$Ab$</td>
<td>Absorbance</td>
<td>$Genosc$</td>
<td>Generalised oscillator</td>
</tr>
<tr>
<td>$ACA$</td>
<td>Anisotropic conductive adhesive</td>
<td>$GSA$</td>
<td>Ground state absorption</td>
</tr>
<tr>
<td>$AM$</td>
<td>Air mass</td>
<td>$h$</td>
<td>hole</td>
</tr>
<tr>
<td>$Ab$</td>
<td>Absorbance</td>
<td>$h$</td>
<td>Plank’s constant/2π</td>
</tr>
<tr>
<td>$A/A_n$</td>
<td>Amplitude</td>
<td>$I_{mpp}$</td>
<td>Maximum power point current</td>
</tr>
<tr>
<td>$at%$</td>
<td>Atomic percent</td>
<td>$I_{CA}$</td>
<td>Isotropic conductive adhesive</td>
</tr>
<tr>
<td>$b$</td>
<td>Reciprocal space unit vector</td>
<td>$InGaAs$</td>
<td>Indium Gallium Arsenide</td>
</tr>
<tr>
<td>$B$</td>
<td>Fitting parameter</td>
<td>$ICP$-RIE</td>
<td>Inductively coupled plasma react ion etching</td>
</tr>
<tr>
<td>$Br_n$</td>
<td>Broadening – Full Width at Half Maximum</td>
<td>$ITO$</td>
<td>Indium Tin Oxide</td>
</tr>
<tr>
<td>$BS$</td>
<td>Beam splitter</td>
<td>$J$</td>
<td>Area normalized current density</td>
</tr>
<tr>
<td>$c$</td>
<td>Speed of light</td>
<td>$J_0$</td>
<td>Dark saturation current density</td>
</tr>
<tr>
<td>$CHF_3$</td>
<td>Fluoroform, trifluoromethane</td>
<td>$J_L$</td>
<td>Light generated current density</td>
</tr>
<tr>
<td>$[CF_2]_n$</td>
<td>perfluoroethylene</td>
<td>$J_{sc}$</td>
<td>Short circuit current density</td>
</tr>
<tr>
<td>$C/C_n$</td>
<td>Fitting parameter</td>
<td>$k$</td>
<td>Boltzmann’s constant</td>
</tr>
<tr>
<td>$d$</td>
<td>Thickness</td>
<td>$m^*$</td>
<td>Carrier effective mass</td>
</tr>
<tr>
<td>$DBR$</td>
<td>Distributed Bragg reflector</td>
<td>$MPB$</td>
<td>MIT Photonic Bands</td>
</tr>
<tr>
<td>$e$</td>
<td>electron</td>
<td>$MPE$</td>
<td>Mean percentage error</td>
</tr>
<tr>
<td>$E$</td>
<td>Energy</td>
<td>$MSE$</td>
<td>Mean squared error</td>
</tr>
<tr>
<td>$e-beam$</td>
<td>electron beam</td>
<td>$n$</td>
<td>Refractive index</td>
</tr>
<tr>
<td>$ECA$</td>
<td>Electrically conductive adhesive</td>
<td>$n$</td>
<td>Ideality factor</td>
</tr>
<tr>
<td>$E_{0n}$</td>
<td>Peak transition energy</td>
<td>$N$</td>
<td>Carrier concentration</td>
</tr>
<tr>
<td>$E_{gn}$</td>
<td>Band gap energy</td>
<td>$NdYAG$</td>
<td>Neodymium-doped yttrium aluminium garnet</td>
</tr>
<tr>
<td>$E/E_n$</td>
<td>Energy</td>
<td>$O_2$</td>
<td>Dioxygen</td>
</tr>
<tr>
<td>$Er^{3+}$</td>
<td>Trivalent erbium</td>
<td>$OPO$</td>
<td>Optical parametric oscillator</td>
</tr>
<tr>
<td>$Er(NO_3)_3$</td>
<td>Erbium nitrate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$ESA$</td>
<td>Excited state absorption</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$ETU$</td>
<td>Energy transfer up-conversion</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PEDOT:</strong></td>
<td>poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate)</td>
<td><strong>TE</strong></td>
<td>Transverse Electric</td>
</tr>
<tr>
<td><strong>PSS</strong></td>
<td>poly(ethylene terephthalate)</td>
<td><strong>TiO₂</strong></td>
<td>Titanium dioxide</td>
</tr>
<tr>
<td><strong>PET</strong></td>
<td>perfluorocyclobutane</td>
<td><strong>TiO₂:Er</strong></td>
<td>Erbium doped TiO₂</td>
</tr>
<tr>
<td><strong>PFCB</strong></td>
<td>polymethyl methacrylate</td>
<td><strong>Tr</strong></td>
<td>Transmission</td>
</tr>
<tr>
<td><strong>Pᵢₙ</strong></td>
<td>Incident power</td>
<td><strong>TM</strong></td>
<td>Transverse Magnetic</td>
</tr>
<tr>
<td><strong>PMMA</strong></td>
<td>Trivalent praseodymium</td>
<td><strong>TTIP</strong></td>
<td>Titanium tetra-isopropoxide</td>
</tr>
<tr>
<td><strong>PWE</strong></td>
<td>Plane wave expansion</td>
<td><strong>V</strong></td>
<td>Operating voltage</td>
</tr>
<tr>
<td><strong>q</strong></td>
<td>Electronic charge</td>
<td><strong>V_{mpp}</strong></td>
<td>Maximum power point voltage</td>
</tr>
<tr>
<td><strong>r</strong></td>
<td>Radius</td>
<td><strong>V_{oc}</strong></td>
<td>Open circuit voltage</td>
</tr>
<tr>
<td><strong>RCA</strong></td>
<td>Radio Corporation of America</td>
<td><strong>VASE</strong></td>
<td>Variable Angle Surface Ellipsometry</td>
</tr>
<tr>
<td><strong>R_d</strong></td>
<td>Diffuse reflectance</td>
<td><strong>w</strong></td>
<td>Rotational speed</td>
</tr>
<tr>
<td><strong>R_p</strong></td>
<td>Fresnel coefficient for p polarised light</td>
<td><strong>XRD</strong></td>
<td>X-ray Diffraction</td>
</tr>
<tr>
<td><strong>R_s</strong></td>
<td>Fresnel coefficient for s polarised light</td>
<td><strong>YF₃</strong></td>
<td>Yttrium fluoride</td>
</tr>
<tr>
<td><strong>R_s</strong></td>
<td>Series resistance</td>
<td><strong>YF₃:Er</strong></td>
<td>Erbium doped yttrium fluoride</td>
</tr>
<tr>
<td><strong>R_{sh}</strong></td>
<td>Shunt resistance</td>
<td><strong>Γ</strong></td>
<td>Gamma-direction</td>
</tr>
<tr>
<td><strong>R_{sp}</strong></td>
<td>Spectral reflectance</td>
<td><strong>Δ</strong></td>
<td>Delta</td>
</tr>
<tr>
<td><strong>SEM</strong></td>
<td>Scanning Electron Microscopy</td>
<td><strong>εₒ</strong></td>
<td>Oscillator form</td>
</tr>
<tr>
<td><strong>SF₆</strong></td>
<td>Sulfur hexafluoride</td>
<td><strong>k</strong></td>
<td>k-space unit vector</td>
</tr>
<tr>
<td><strong>sccm</strong></td>
<td>Standard cubic centimeters per minute</td>
<td><strong>λ</strong></td>
<td>Wavelength</td>
</tr>
<tr>
<td><strong>Si</strong></td>
<td>Silicon</td>
<td><strong>μ</strong></td>
<td>Carrier mobility</td>
</tr>
<tr>
<td><strong>SiCl₄</strong></td>
<td>Silicon tetrachloride</td>
<td><strong>ν</strong></td>
<td>normalised frequency</td>
</tr>
<tr>
<td><strong>SiO₂</strong></td>
<td>Silicon dioxide</td>
<td><strong>ρ</strong></td>
<td>Resistivity</td>
</tr>
<tr>
<td><strong>SOI</strong></td>
<td>Silicon on Insulator</td>
<td><strong>σ</strong></td>
<td>Conductivity</td>
</tr>
<tr>
<td><strong>t</strong></td>
<td>Time</td>
<td><strong>τₙ</strong></td>
<td>Scattering time</td>
</tr>
<tr>
<td><strong>T</strong></td>
<td>Operating temperature</td>
<td><strong>Ψ</strong></td>
<td>Psi</td>
</tr>
<tr>
<td><strong>TCO</strong></td>
<td>Transparent conductive oxide</td>
<td><strong>ω</strong></td>
<td>Frequency</td>
</tr>
</tbody>
</table>
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Chapter 1 - Introduction

In this chapter, the motivation behind the work in this study will be detailed. Solar power is becoming increasingly important and ways to improve the efficiency are of great interest. A closer look at the solar spectrum provides an understanding of the benefits of up-conversion for photovoltaics, which is the main topic of study in this thesis. Finally, an overview of the structure of this thesis is presented.

1.1 Motivation for the Work

Increasing resources of energy are required by human society to meet the needs of a rapidly growing population. The past 100 years has seen a rapid population growth due to an increase in agricultural productivity and medical advances [1]. Conventional sources of energy are finite and damaging to the environment (fossil fuels), or are costly and dangerous to dispose of (nuclear). Furthermore, current global trends in energy consumption and supply are economically, environmentally and socially unsustainable [1]. Therefore there is a demand for clean and safe energy that will last for many generations and that will fill the pending void in energy supply. Renewable sources of energy, including the energy from the sun, provide an invaluable resource for power generation [2, 3].

Solar energy is a vast and plentiful resource: by far the largest renewable energy potential. It has been reported that the annual primary energy consumption in 2001 ($4.25 \times 10^{20}$ J) could be achieved from the amount of energy that falls on the earth in less than one hour [4]. Solar power generation also provides significant flexibility of installation and zero pollution during operation. The main disadvantages of all renewable energy generation compared to conventional sources is the low conversion efficiency and associated high cost per watt.

The utilisation of solar energy can be achieved through both passive and active systems. A passive solar heating system absorbs and stores the heat from the sun directly, within a very well insulated body. An example of such a system is a carefully orientated, well insulated house, with windows to collect the suns energy directly and appropriate insulation in the walls, flooring and ceiling to contain the heat [5]. Active solar energy systems collect energy from the sun using a heat absorbing fluid that is pumped through a collector. The collected heat can be used directly, or stored in a well-insulated body for
future use. This process is used by solar thermal collectors to heat water for domestic and industrial use throughout the world.

The conversion of the Sun’s energy to electricity (photovoltaics) provides an alternative method for energy generation. There has been a rapid uptake of the use of photovoltaic solar panels over the last two decades as the price of manufacture has come down, while efficiency of the solar panels has increased. Cheap, modular solar panels provide an excellent source of electricity in locations where the cost of installing conventional electrical generation systems is too high [6]. This is of particular importance in developing nations, where the self-sufficient electricity generation, with little maintenance required, can have profound benefits for education and healthcare.

1.2 Up-conversion: Making the Most of the Solar Spectrum

The sun can be considered at first approximation to be a black body emitter of radiation. The solar energy radiation that reaches the vicinity of the Earth is traditionally split into two distinct spectra due to the effect of the Earth’s atmosphere. The spectrum of the sun outside the earth’s atmosphere is called *air mass zero (AM0)*, with a corresponding power density of approximately 1.353 kW/m$^2$ [7]. While entering the Earth’s atmosphere, the solar radiation is attenuated due to gas absorption, water absorption and dust particle scattering. The attenuation depends on the path length travelled through the atmosphere. When the sun is directly overhead, the solar spectrum that reaches earth is termed AM1 [8]. When the sun is at 60° overhead, the spectrum is termed AM2, and so on. To allow comparison between solar panel efficiencies, the universally accepted standard terrestrial solar spectrum is given as AM1.5, corresponding to a power density of 1kW/m$^2$.

For most single band gap solar cells, the main loss of efficiency is due to the incomplete use of the solar spectrum. For silicon solar cells, around 35% of the energy from the sun is lost due to inefficient absorption of photons of energy greater than the semiconductor band gap. This excess energy is lost as heat in the semiconductor lattice. A further 20% of the sun’s energy is lost due to transmission of photons of energy less than the band gap of silicon.

The photons that are lost due to transmission can be utilized through the application of an up-converter layer placed at the rear side of bifacial silicon photovoltaic cell (Figure 1-1). This up-converting layer absorbs two or more photons of low energy and emits a single
A photon of energy greater than that of the silicon band gap. A detailed description of the up-conversion mechanism is presented in section 2.4.

**Figure 1-1:** Photons of energy less than the band gap of the bifacial silicon cell ($\lambda > 1100$ nm) are transmitted through the photovoltaic layer and are absorbed by the up-conversion material below.

The potential for up-conversion to enhance the efficiency of silicon photovoltaics is significant. Figure 1-2 shows the $AM1.5$ spectrum of the sun (blue), with the area corresponding to the absorption by a crystalline silicon solar cell shown in green. The spectral distribution that is available for two photon up-conversion for use with a crystalline silicon solar cell is shown in yellow. The extra available power density provided by up-conversion to a crystalline silicon solar cell for $AM1.5$ is 35% (164 W/m$^2$ for up-conversion over the range 1.15 – 2.21 μm) [9]. Further details of the theoretical potential for the use of up-conversion with silicon photovoltaics are given in section 2.3.2.
Figure 1-2: The AM1.5 solar spectrum is shown (blue) with the corresponding areas that can be absorbed by a crystalline silicon solar cell (green) and can be used for up-conversion with a crystalline silicon solar cell (yellow). The upper wavelength limit for 2 photon up-conversion is equal to half the value of the band gap energy of crystalline silicon. Graph adapted from [10].

Experimental demonstrations of the use of up-conversion for photovoltaics have yet to reach anywhere close to the theoretical potential offered by this application. The main barriers to improved efficiency are the weak absorption of the Lanthanide ions that are commonly used in up-conversion materials; and competing loss mechanisms from non-radiative recombination [11]. Therefore there is much work to do in this area of research, with huge gains to be made; not only within the academic field of study, but in the rapidly expanding commercial market as well. The huge potential gains in efficiency and the significant implications for the world energy market are the motivation for the work of this thesis.

1.3 Thesis Overview

The work presented in this thesis investigates the potential for 2D photonic crystals to be used to enhance the efficiency of thin films of up-conversion material, suitable for use with bifacial crystalline silicon solar panels.

Chapter 2 provides a critical review of the relevant work that has already been carried out related to this field of study. The areas of work reviewed cover up-conversion for Enhancing Solar Energy Efficiency; 2D photonic crystals for enhancing luminescent emission; and the use of poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate)
(PEDOT:PSS) as a transparent conductive contact. The use of a transparent conductive contact on the rear surface of a bifacial solar cell is required to make the most of any increase performance provided by the up-conversion layer by avoiding the detrimental partial shielding of the active photovoltaic layer by traditional metal fingers and bus bar electrical contacts.

Chapter 3 presents work carried out on simulating the interaction of light with 2D photonic crystals, to provide further understanding of the use of photonic crystals to enhance the up-conversion process, in addition to optimisation of the geometrical parameters of the photonic crystals required for the experimental fabrication.

Chapter 4 details the equipment and methods used for the fabrication and characterisation of the 1D and 2D nanostructured layers created during this study.

Chapter 5 discusses and evaluates the fabrication of 2D photonic crystals composed of erbium doped titanium dioxide and air. Two methods of fabricating up-converting erbium doped titanium dioxide thin films are investigated, along with the techniques used to pattern the 2D photonic crystal structures into these layers and the optical characterisation.

Chapter 6 presents the work carried out on the fabrication and characterisation of up-converting 2D photonic crystals of silicon and erbium doped yttrium fluoride. The analysis of the refractive index of the thin films of up-converting material was key to allow the geometrical structures of the photonic crystals to be tuned correctly.

Chapter 7 provides a wide ranging analysis of the optical, mechanical and electrical properties of thin films of the conductive polymer PEDOT:PSS for use as a transparent conductive electrode on the rear of a bifacial silicon solar cell. The mild fabrication conditions, flexible nature and good electrical characteristics of this transparent polymer make it a particularly versatile transparent conductive electrode.

Chapter 8 summarises the conclusions of the work carried out in this thesis. Furthermore, the future work required to build upon this study is suggested along with some experimental validation of how this could be achieved is discussed.
1.4 References


2.1 Overview of the Chapter

This chapter presents a critical review of the relevant work that has been carried out in the subject areas relating to this thesis. The basic theory of silicon solar cells is presented, along with a summary of the fabrication process of bifacial silicon solar cells. An analysis of the efficiency limitations due to sub band-gap losses is covered and present techniques for improving silicon solar cell efficiency are reviewed, with a focus on spectral conversion. The concept of up-conversion is presented along with a review of recent up-conversion materials. The theory of photonic crystals is then introduced. This is followed by a summary of the work on using 2D photonic crystals to enhance luminescent emission, photovoltaic efficiency and up-conversion efficiency. Transparent conductive contacts for photovoltaics are reviewed, with an additional focus on the further uses of the highly conductive polymer and transparent contact PEDOT:PSS. Transparent conductive contacts on the rear of a bifacial solar cell can be used to avoid the detrimental shielding of traditional metal contacts and allow for a uniform intermediate layer between the up-conversion layer and the rear of the bifacial cell. Finally, the aims and objectives of this thesis are summarised.

2.2 Solar Energy Conversion in Silicon Photovoltaics

The dominance and relatively low fabrication cost of silicon photovoltaics in the commercial market is a significant motivation for improving the module efficiency of silicon panels. The maximum efficiency of a crystalline silicon solar cell to date is 25.6% at one-sun [1]. This is approaching the maximum efficiency determined by Shockley and Queisser of around 31% (section 2.2.3) [2]. Mono-crystalline silicon solar cells are more efficient, however more expensive to produce than their poly-crystalline counterparts. Therefore for a proof of concept study, mono-crystalline silicon solar cells are the most appropriate to use.

This section will introduce the theory behind the conversion of sunlight to electricity in a crystalline silicon solar cell and introduce the concept of a bifacial solar cell. A bifacial
cell allows for efficient absorption of light at both the front and rear of the cell (section 2.2.1). A summary of the fabrication process for a bifacial silicon solar cell is presented. Bifacial solar cells are required to maximise the potential of an up-conversion layer, which is applied at the rear of a solar cell. Finally, the efficiency losses in a silicon solar cell due to sub-band gap transmission is presented. It is this loss mechanism that the work of this thesis aims to address.

### 2.2.1 Theory of Crystalline Silicon Solar Cells

A typical silicon solar cell has one p-n junction just below the front surface of the cell. The p-n junction spatially separates electrons and holes by the intrinsic electric field of the junction. When light of energy greater than that of the electronic band gap of the silicon semiconductor is absorbed, an electron-hole pair is generated. The intrinsic electric field of the junction separates the electron and hole before they can recombine, resulting in a potential difference across the junction. When an external circuit with a load is connected to the front and rear surface of the p-n junction, the charge carriers generated and separated by the p-n junction can flow through the external circuit as an electrical current.

![Diagram of a photon incident on the p-n junction creating an electron-hole pair. The electrons (e) and holes (h) are quickly separated by the intrinsic electric field of the junction. If an external circuit is connected through contacts, the electrons will flow around the external circuit and through a load.](image)

**Figure 2-1:** A photon incident on the p-n junction creates an electron-hole pair. The electrons (e) and holes (h) are quickly separated by the intrinsic electric field of the junction. If an external circuit is connected through contacts, the electrons will flow around the external circuit and through a load.
The current density of the solar cell is key to assessing its performance. The area-normalised current density $J$ is given by

$$J = J_L - J_0 \left( \exp \left( \frac{q(V + J R_s)}{n k T} \right) - 1 \right) - \frac{V + f R_s}{R_{sh}} \quad 2.1$$

where $J_L$ is the light generated current density (mA/cm$^2$), $J_0$ is the dark saturation current density, $V$ is the operating voltage. $k$ is Boltzmann’s constant ($1.380 \times 10^{-23}$ J/K), $R_s$ is the series resistance, $R_{sh}$ is the shunt resistance, $n$ is the diode ideality factor, $T$ is the operating temperature and $q$ is the electronic charge ($1.602 \times 10^{-19}$ C).

The final part of the current density equation (2.1) deals with the shunt resistance of the solar cell. A low shunt resistance causes power losses in solar cells by allowing an alternative path for the light generated current to flow. The presence of the shunt resistance is typically due to manufacturing defects in the cell. The current produced by the solar cell ($J$) is therefore equal to the current produced by the source $J_L$, minus the current that flows through the diode $\left( J_0 \left( \exp \left( \frac{q(V + J R_s)}{n k T} \right) - 1 \right) \right)$, minus the current flowing through the shunt resistor $\left( \frac{V + f R_s}{R_{sh}} \right)$.

For the special case when the voltage is zero and $J = J_L$, this current is defined as the short circuit current density $J_{sc}$. The voltage at which $J = 0$ is defined as the open circuit voltage $V_{oc}$. The most efficient operating scenario for the cell is called the maximum power point voltage $V_{mpp}$ and the maximum power point current $I_{mpp}$. At this point the efficiency of conversion of sun’s energy into electrical energy is given as

$$\eta = \frac{V_{mpp} I_{mpp}}{P_{in}} \quad 2.2$$

where $P_{in}$ is the incident power on the solar cell [3].

Bifacial silicon solar cells allow for the absorption of light at both the front and rear of the solar cell. They typically consist of a double junction, commonly of the doping order $n^+\text{-}p\text{-}n^+$. One of the most recent high performing bifacial cells was developed by Ohtsuka et al, who fabricated a cell with a 21.3% front efficiency and 19.8% rear efficiency [4]. These experimental efficiencies refer to the electrical junctions formed at both the front and rear of the cell due to doping of the silicon. A bifacial silicon solar cell is required for the application of an up-converting layer at the rear of the cell. Placing the up-converting
layer at the rear of the cell ensures that the normal high efficiency operation of the cell at
the front surface is not impeded. A p-n junction on the rear of the cell will ensure that the
maximum increase in efficiency from the up-converting layer directly below can be
obtained.

2.2.2 Bifacial Silicon Solar Cell Fabrication Techniques

A summary of the fabrication steps for a bifacial silicon solar cell is presented in Figure
2-2. The steps shown are for an initial p-type silicon wafer, adapted from Duran [5].

![Fabrication steps for a bifacial cell. The additional steps for a bifacial cell, compared to
a monofacial cell, are shown in green.](image)

The additional fabrication steps required for a bifacial cell, compared to a monofacial cell
are shown in green. Both of these steps use methods closely related to those already in
use for the mass fabrication of monofacial cells. The disadvantage of bifacial cells is the cost of the additional fabrication steps, which must be mitigated by gains in efficiency.

### 2.2.3 Sub-Band Gap Transmission Limitations

The conversion efficiency of any single junction solar cell has an upper limit that is determined by the band gap energy ($E_g$) of the constituent semiconductor material. A photon of energy less than $E_g$ passes through the semiconductor (Figure 2-3). This process is known as transmission. A photon of energy greater than $E_g$ can be absorbed by the semiconductor, creating an electron-hole pair. However the excited pair quickly loses the energy in excess of the band gap energy to heat within the semiconductor material (Figure 2-3). This process is known as lattice thermalisation [6].

![Figure 2-3: A photon of energy less than $E_g$ is transmitted through the semiconductor. A photon of energy greater than $E_g$ can lose energy to the lattice (Lattice Thermalisation).](image)

The maximum efficiency that can be achieved by a single band gap material at one-Sun was found to be around 31%, with an optimal band gap of 1.3 eV, by Shockley and Queisser [2]. This assumes that the only unavoidable losses are due to the emission of photons by radiative recombination of electron-hole pairs [6]. One-sun corresponds to the standard illumination of a solar cell at AM 1.5 (terrestrial air mass coefficient), equivalent to 1 kW/m$^2$. The band gap of silicon ($E_g = 1.12$ eV) is very close to the optimal band gap, therefore the theoretical maximum efficiency of silicon is around 30% [6]. Novel ways to improve the efficiency of silicon solar cells beyond their single band gap limit are therefore essential to continue the development of this well established technology.
2.3 Techniques for Enhancing Solar Cell Efficiency

The current photovoltaic technologies that dominate the commercial market have allowed for solar panel technology to become a significant contributor to energy generation worldwide. These technologies include amorphous silicon; mono- and poly-crystalline silicon; CIGS (Copper Indium Gallium Selenide); and Cadmium Telluride. Much of the recent research in solar cell efficiency has been focused on “third generation photovoltaics” including tandem solar cells, intermediate band solar cells and spectral conversion.

This section will introduce reported methods for enhancing solar cell efficiency and their limitations. The concept of spectral conversion for enhanced solar energy efficiency will then be presented.

2.3.1 Reported Methods for Enhancing Solar Cell Efficiency and their Limitations

Solar cell technology is commonly divided into three generations. First generation solar cells consist of p-n junctions in crystalline silicon. A drive towards thinner, cheaper photovoltaic panels resulted in the second generation, or “thin film” solar cells. These include CdTe, CIGS and amorphous silicon. Third generation solar cells encompass a range of emerging technologies, that look at ways to increase the conversion efficiency of sunlight to electricity beyond the single junction band gap limit (Shockley-Queisser limit). Up-conversion falls within the class of third generation solar cells, therefore the focus of the review of the current methods for enhancing solar cell efficiency will be on third generation technologies.

A vast amount of research has been carried out to maximise the efficiency of crystalline silicon solar cells towards their theoretical single junction limit. Significant increases in efficiency have resulted through the addition of surface texturing [7], antireflection coatings [8], reducing recombination at the electrical contacts [9] and buried electrical contacts [10]. However these systems are all still limited by the theoretical single junction limit of around 30% at one sun concentration.

Concentrating photovoltaics offer an alternative way to increase the efficiency of a cell, while recuing the cost of the photovoltaic material required. This allows for more complex and costly photovoltaic materials to be used with cheap optical elements, resulting in a cost effective overall system. Highly concentrating photovoltaics often utilize both primary and secondary concentrating elements, where the primary element is
typically a Fresnel lens or compound parabolic reflector [11]. The improved efficiency of cells under concentrated sunlight is due to an increased open circuit voltage (which increases logarithmically with luminous power) and a high operational voltage (which reduces non-radiative recombination) [11]. The highest gains in efficiency through concentrated photovoltaics have been achieved using multijunction solar cells consisting of InGaP/GaAs; GaInAsP/GaInAs, achieving 44±2.6% efficiency [1]. The significant disadvantages of concentrated photovoltaics are the complex cell design (see below) and the requirement for the module to track the sun throughout the day.

Another way in which the efficiency of a solar cell can be improved is to use a stack of heterojunctions made from semiconducting materials of decreasing band gap energy. These structures are known as tandem or multi-junction solar cells. Maximum efficiencies of 42% for a two layer stack (1.9 and 1.0 eV) and 49% for a three layer stack (2.3, 1.4 and 0.8 eV) under one-sun have been calculated by Ameri et al [12]. For an infinite number of solar cells, the theoretical maximum efficiency under one-Sun was found to be 68% [12]. Experimental efficiencies of tandem solar cells have reached as high as 34.1 % (GaInP/GaInP/Ge), under one-sun [13].

A major disadvantage of tandem solar cells is the high cost of the complex fabrication process. The different layers can either be connected in-series, with two terminals for the cell stack, or each layer in the stack can be treated as an individual cell with the I-V curves optimised separately externally. For ease of fabrication, the in-series structure has become the design of choice. However this design is more sensitive to spectral variations, even more so for an increased number of band gaps in the structure. Furthermore, it requires the same current to flow through each layer and is therefore limited by the worst electrically performing layer [14].

Intermediate band solar cells and impurity PV solar cells offer an alternative way to broaden the spectral range of absorption by introducing one or more energy levels within the bandgap to absorb photons of lower energy in parallel with the normal operation of a single bandgap cell. These devices have the same theoretical limiting efficiency as a three level tandem cell: 63% at maximum concentration and 48% at one sun concentration [14]. For a practical device, spectral selectivity and photon selection limits the overall efficiency that can be obtained, however the current from the low energy levels can be independent from the main energy level gap. These intermediate states are introduced by
doping the main semiconductor with defects. However the complex fabrication requirements have meant that no advantage in efficiency has yet been obtained [14].

A further method for increasing solar cell efficiency are hot carrier cells. The concept is to use a material with a small band gap energy to absorb a very wide range of photon energies. The photogenerated charge carriers must then be collected while they are at elevated energies (‘hot’) before they can recombine [14]. This requires contacts that only accept carriers over a very narrow range of energies. The issue of slowing carrier cooling is a very difficult one to solve practically, with only a very small amount of experimental evidence for slowed cooling [15]. Therefore hot carrier solar cells remain a very difficult concept to demonstrate.

The complex fabrication requirements associated with all of the above mentioned current methods mean that significant improvements to solar cell efficiency using these techniques may still be some way off. Therefore alternative third generation photovoltaic devices are required to continue their development. One such method that offers a much simplified fabrication procedure is through the application of an optically coupled, electrically isolated spectral conversion layer.

### 2.3.2 Spectral Conversion for Enhancing Solar Cell Efficiency

Spectral conversion offers the potential to improve the efficiency of a single junction photovoltaic device beyond its fundamental band gap limit by modifying the intensity distribution of the solar spectrum. This can be done by applying luminescence down-conversion and up-conversion layers to the front and rear of a silicon solar cell respectively.

Down-conversion is the process by which multiple electron-hole pairs are formed from one incident photon of energy larger than twice the band gap of the semiconducting material (Figure 2-4). The luminescence converter is ideally located on the front surface of a conventional silicon single junction solar cell, with a reflector on the rear surface. The maximum efficiency for this system was calculated to be 38.6% by Trupke et al [16]. The disadvantage of down conversion is that as it sits in the front surface of the solar cell, it is very difficult to minimise detrimental scattering, absorption and reflection of the spectrum of the sun that is normally absorbed by the photovoltaic material below.

Up-conversion is the process by which two or more photons of energy less than the band gap of the semiconducting material are converted to one photon of energy greater than
the band gap (Figure 2-3). This is achieved by sequential excitation of electrons into an excited state via a real metastable state [17]. The luminescence converter can be located on the rear surface of a conventional silicon solar cell. The maximum efficiency for this system, for non-concentrated sunlight, was calculated to be 47.6% by Trupke et al [17]. The disadvantage of up-conversion is that it is a non-linear process and requires a bifacial cell if placed at the rear.

![Diagram of energy levels and conversion processes](image)

*Figure 2-4: Spectral Conversion Processes: In down-conversion, one high energy photon is converted into two or more lower energy photons. In up-conversion, two or more low energy photons are converted into one higher energy photon.*

There are two distinct advantages of down-conversion and up-conversion layers over tandem solar cells for enhanced efficiency. Firstly, both down-conversion and up-conversion layers are passive optical components, therefore carrier collection still occurs at the single junction. In comparison, the photocurrents generated within each layer of the tandem solar cell must match, continuously, to avoid significant mismatch losses. Secondly, the application of down-conversion and up-conversion layers to photovoltaics does not require modification of the existing solar cell [6].

Limiting mechanisms within up-conversion include multi-phonon transitions to lower energy levels, radiative emission to lower energy levels, and energy transfer between ions
Furthermore, only photons emitted within the escape cone of the up-conversion layer-solar cell interface will enter the solar cell. The development of down-conversion material for photovoltaics is still at a very early stage, therefore the limiting mechanisms are still unknown. Significant losses in a down-conversion layer mounted on the front surface of a solar cell will result from the reflection of light at the top surface of the down-conversion layer, in addition to luminescence emission escaping out of the front surface [6].

Previous research into up-conversion for alternative applications [18-21] has meant there is a larger amount of literature and experimental development of this technique, compared with down-conversion. Furthermore the ability to place the up-conversion layer at the rear of the cell, thereby not interfering with the normal front collection by the semiconductor material, makes this technique one of particular interest.

### 2.4 Up-Conversion for Silicon Photovoltaics

The use of up-conversion for enhancing silicon solar cell efficiency offers an elegant solution with great potential [17]. This area of study is still at the very early stages and so recent materials can only provide a fraction of the enhancement that could be achieved. Therefore it is necessary to explore a range of techniques to improve the up-conversion efficiency of these layers.

This section will introduce the theory of up-conversion materials and detail common up-conversion materials. The limitation of low conversion efficiency will be analysed and the use of photonic crystals for enhancing up-conversion efficiency will be introduced.

#### 2.4.1 Theory of Up-Conversion and Common Up-Conversion Materials

The upper limit of the conversion efficiency that can be achieved for a two-step (three level) up-conversion process was theoretically investigated by Trupke *et al* in 2002, using detailed-balance calculations [17]. The authors considered an ideal up-conversion layer on the rear side of a single-junction bifacial solar cell, with a reflector on the rear side of the up-conversion layer. The upper limit on the energy conversion efficiency of the system was found to be 47.6% at one-sun.

Rare earth ions, in particular lanthanide ions, are ideal candidates for up-conversion. They have luminescent properties that cover the ultraviolet, visible and near infrared wavelengths. Furthermore, these properties do not significantly deviate when doped into different materials, due to outer electron shielding [22]. Therefore it is the host material
that determines the non-radiative rate of the luminescent ion. Up-conversion has been observed in many rare earth ions including trivalent praseodymium (Pr\(^{3+}\)) and trivalent erbium (Er\(^{3+}\)) [23].

Erbium is an ideal candidate for up-conversion for silicon based photovoltaics. The specific advantages have been outlined by Shalav et al [22]. The authors highlight that the energy level separations between subsequent levels required for up-conversion are nearly equal (1480-1580 nm) as shown in Figure 2-5. Furthermore, the spectral power from the normalised AM 1.5 spectrum yields 25 W/m\(^2\) in this wavelength range. The emission of erbium at 980 nm is of particular use for silicon photovoltaics as it lies just above the band gap of silicon. Therefore erbium is an ideal candidate as the absorber (1480-1580 nm) and emitter (980 nm) for up-conversion with silicon photovoltaics. The additional wavelengths emitted by the Sun, out with the range of 1480-1580 nm, but above 1100 nm are suitable for up-conversion as well (Figure 1-2), however require these different absorber and emitter species and are beyond the scope of this work.

![Figure 2-5: Three step energy transfer process between two erbium ions. Energy relaxation in the sensitizer ion can result in energy transfer to a neighbouring activator ion. The three step process results in photons (980 nm) of energy greater than the band gap of silicon. Solid arrows represent absorption and emission (up and down respectively). Dotted arrows represent energy transfer and wavy arrows represent phonon emission.](image)
Erbium has a preferred bonding state that is trivalent (Er$^{3+}$), with an electronic structure [Xe]4f$^{11}$5s$^2$5p$^6$. The partially filled 4f electronic shell is shielded by both the full 5s and 5p shells, resulting in very distinct intra-4f transitions. An additional effect of the shielding is that erbium absorption and emission are relatively invariant to the type of host material used, which eases the engineering of the host materials [24].

Many mechanisms have been identified for up-conversion using trivalent rare earth metals. These include ground state absorption/excited state absorption (GSA/ESA), energy transfer up-conversion (ETU), cooperative processes and avalanche up-conversion [22]. Other energy conversion mechanisms that will limit the up-conversion process are: multi-phonon transitions to lower energy levels; radiative emission to lower undesirable energy levels; and energy transfer between ions [22].

The emission intensity of erbium is dependent upon the host material. Lattice phonons can contribute significantly to the up-conversion mechanism. Investigations into the effect of the host material have been carried out by Ohwaki and Wang in 1994 [25]. They showed that the up-conversion efficiency increased for the host materials YF$_3$, YI$_3$, YBr$_3$ and BaCl$_2$ respectively, which is in agreement with the electronic and phononic properties expected. Furthermore, the direct compounds ErCl$_3$, ErBr$_3$, ErI$_3$ and ErF$_3$ were all found to have lower efficiencies than the doped host materials, due to concentration quenching at higher concentrations [25].

The host material for the rare earth ions should have low phonon energies to reduce loss by non-radiative decay. A major problem of rare earth based up converters, like erbium doped NaYF$_3$, is the weak narrow absorption range of the of the rare earth ion [26]. Goldschmidt et al. report that the absorption range of erbium in a NaYF$_3$ matrix is around 100 nm wide [26]. The authors proposed to overcome this problem by combining the up-converter with a fluorescent material. The fluorescent material should have a broad absorption of wavelengths below the band gap of the solar cell, and emit in the absorption range of erbium. The work presented in this thesis is for a proof of principal concept, therefore the host materials were chosen for properties other than their absolute up-conversion efficiency, including their refractive index. Therefore alternative host materials could further increase any increase in up-conversion efficiency presented here.

Other rare earth ions exhibit emission at wavelengths that are suitable for silicon solar cells, however they have low absorption. The low absorption can be overcome by using sensitizer ions. The sensitizer ion exhibits good absorption and transfers the energy to an
activator ion, which emits at the desired wavelength [23]. Ytterbium-erbium doped NaYF₄ has been shown to be one of the most efficient up converters to date [23]. This is helped by the low phonon energies and relatively broad absorption and excitation spectrum of the NaYF₄ crystal [22]. However the maximum external quantum efficiency was measured to be only 3.4% at 6 mW 1523 nm excitation. For ease of fabrication and interpretation of the results, the work for this thesis will focus on doping using a single type of rare earth ion.

Up-conversion has been observed in various organic materials. However the efficiencies tend to be low and require high pump powers. A recent study by Monguzzi et al. demonstrated that up-conversion can be observed under lower pump intensities in organic materials [27]. The authors develop a multi-component polymeric film containing an organic sensitizer (PdPh4TPB) and activator (BPEA), both of which are commercially available. The polymer up-conversion layer was prepared on a glass substrate. Significant absorption was observed at 1.2 mW/cm² for 633 nm light, with emission occurring at 515 nm [27]. Although high up-conversion efficiencies have been achieved for organic converting layers, the strong absorption of the organic material in the near IR range severely limits their use with silicon PV.

Up-converting material can be doped into the bulk photovoltaic semiconductor, referred to as the impurity photovoltaic effect [28]. The dopant introduces intermediate energy levels within the semiconductor band gap, from which up-conversion can occur. This process requires specialized fabrication equipment that was not available for the study in this thesis.

For the purpose of this proof of concept work carried out for this thesis, the single rare earth ion source of Er³⁺ will be doped in a host of YF₃. The erbium ion has shown to exhibit strong up-conversion absorption and emission at the wavelengths required for a silicon solar cell. Furthermore, the fluoride host can be prepared and doped using fairly straightforward wet chemistry techniques and will provide a low phonon energy host that will help to observe the up-conversion signal. The doped fluoride will also be suitable for deposition in thin films by evaporation.
2.4.2 Application of Up-conversion Layers to Photovoltaic Cells

The first photovoltaic efficiency enhancement by up-conversion was reported by Gibart et al. in 1996 [29]. A 100 μm vitreoceramic layer, doped with Er$^{3+}$ and Yb$^{3+}$ was applied to the rear of a substrate free gallium arsenide solar cell. The efficiency of the cell was found to be 2.5% under 25.6 W/cm$^2$ illumination at 1.39 eV (below the band gap of GaAs) [29, 30]. The authors did not provide an external quantum efficiency value for direct comparison.

The first enhancement by up-conversion for silicon photovoltaics was reported in 2007 by Shalav et al [22]. They applied a layer of NaY$_{0.8}$F$_4$:Er$_{0.2}^{3+}$ to the back surface of a bifacial crystalline silicon solar cell, with double sided buried contacts and a rear reflector below the up-conversion layer. A quartz-tungsten-halogen lamp was used to measure the external quantum efficiency response of the cell. A maximum external quantum efficiency of 5.5×10$^{-6}$ absolute was measured for the device under the lamp at 1523 nm excitation. The external quantum efficiency is the number of electron hole pairs collected by the solar cell to the number of photons incident on the front surface of the cell.

The initial work carried out by Shalav et al was further developed by Richards and Shalav to improve upon their initial results [30]. The external quantum efficiency of the up-conversion-photovoltaic device measured at 6 mW for 1523 nm excitation was found to be 3.4%. This was achieved using the same material composition as before: NaY$_{0.8}$F$_4$:Er$_{0.2}^{3+}$. However the external quantum efficiency measured could only be achieved using 1000× concentration of the sun’s spectrum [30].

Since the work by Richards and Shalav the optical properties of additional materials have been investigated for their up-conversion potential [23], however they were not measured in conjunction with a photovoltaic layer. It was not until 2014 when Fischer et al measured an improved up-conversion-photovoltaic external quantum efficiency by measuring the photovoltaic characteristics of a bifacial silicon solar cell with a rear mounted up-conversion layer of microcrystalline β-NaYF$_4$:25% Er$^{3+}$ in PFCB (perfluorocyclobutane) [31]. They measured an increase in current density of 4.03 mA/cm$^2$ for concentrated solar radiation of 77 suns.

To achieve this improved performance, Fischer et al tuned not only the up-conversion layer, but also the properties of the bifacial cell relating to the transmission of sub-band gap photons. Their investigation of front and rear surface texturing on the transmission...
properties of a bifacial cell revealed that a planar front and rear sided cell offered the highest transmittance (and rear external quantum efficiency), resulting in it being the best suited for the application of rear mounted up-conversion layers [32]. These results perform a key benchmark for the testing of all future up-conversion materials on their performance on a silicon photovoltaic cell.

2.4.3 Current Methods for Enhancing Up-conversion Efficiency

Current up-conversion materials for use with silicon solar cells have low conversion efficiencies, due to non-radiative decay paths and narrow absorption bands. Developments to the host material to minimise the associated phonon energy will continue to help improve the efficiency of conversion. However further improvements can be made by controlling and enhancing the electric field density, which can have significant effects on the conversion due to the non-linear nature of the process. Such alterations to the electric field density can be achieved using nanostructured hosts. The problem of a narrow absorption range is fundamental to the rare earths and host material used. However additional spectral conversion within the up-conversion layer using quantum dots can further increase the efficiency of the up-converting layer.

Nanostructured host materials offer a range of properties that can enhance up-conversion. These properties have been summarised by Struempel et al. and include: a change in the electron-phonon interaction (changes the lifetime); a discrete phonon density of states and low frequency phonon cut off (may reduce energy transfer); enlarged surface, therefore more surface active ions and additional surface states due to impurities [23]. Nanostructured 2D photonic crystals provide the focus of this work due to their tenability and potential to greatly alter the electric field density.

By combining an yttrium and erbium doped phosphor with PbS quantum dots, Pan et al. demonstrated that an increase in photocurrent of 60% could be achieved when illuminated with LED’s emitting at 1450 and 1550 nm [33]. The quantum dots and phosphors were dissolved together in an oxide, or separately in silicone before being applied to the rear of a bifacial silicon solar cell. The PbS quantum dots absorb in the range where both the bifacial solar cell and up-conversion phosphor do not (1200-1500 nm) and emit in the range where the up-conversion material is active [33]. Although not the focus of this work, quantum dots could provide a complimentary addition to a photonic crystal enhanced up-converter. A key limitation of quantum dots that limits their efficiency is fluorescence intermittence; more commonly referred to as “blinking” [34]. This process
constitutes the random switching on and off of the luminescent properties under continuous excitation, significantly limiting the efficiency [34]. Stability and performance degradation of quantum dots also presents a significant issue that needs to be overcome for long term use [35].

2.5 Optical Properties of Photonic Crystals

Photonic crystal structures provide an efficient way of controlling light within a dielectric material. In particular, highly directional emission perpendicular to the plane of a 2D photonic crystal slab can be achieved. This could significantly enhance the proportion of luminescent emission that is within the escape cone of an up-conversion layer. Furthermore, control of the local electromagnetic field distribution within the up-converter material can allow an enhancement of the non-linear conversion. Increasing the efficiency of the spectral conversion layer could allow a commercially significant improvements with the addition of an up-conversion layer to a photovoltaic cell.

This section will introduce the theory of photonic crystals and detail the application of 2D photonic crystals for enhanced luminescent emission. The use of photonic crystals for enhancing photovoltaic efficiency and up-conversion efficiency will then be presented.

2.5.1 Theory of Photonic Crystals

A photonic crystal is a structure with a periodic variation in dielectric constant. If the materials exhibit minimal absorption of light, then the refraction and reflection of light from all of the sequential interfaces can lead to defined modes of propagation [36]. Photonic crystals can be designed to exhibit photonic band gaps, where light of certain frequencies is prevented from propagating in certain directions. The size and shape of the band gap, which strongly influences the properties of the photonic crystals is determined by the periodicity and effective dielectric contrast.

Photonic crystal structures can be grouped within three categories: 1D, 2D and 3D. Simple examples of each type are shown in Figure 2-6.
Figure 2-6: The different colours represent different dielectric constants. The dimension of the photonic crystals is determined by the number of axes in which periodicity of the dielectric constant is apparent. A 1D photonic crystal is also known as a dielectric stack.

There are distinct advantages of working with 2D photonic crystals. Although they are periodic along two axes, the interface between the photonic crystal structure (the top and bottom surfaces of the photonic crystal slab) and the external medium (most often air) along the third axis results in effective 3D control. This is a significant advantage because the structure of a 2D photonic crystal is a lot easier to fabricate than that of a 3D photonic crystal, however electromagnetic control in 3D is retained.

The most widely used and important tool for describing the properties of a photonic crystal is its band structure. The band structure represents a diagram of allowed states (“modes”) of the photonic crystal. It uses the same terminology that was originally developed for describing electronic bands in solid state physics. The band structure describes the properties of the photonic crystal in k-space (“Fourier Space”), which simplifies the classification of the structure’s properties. Performing a spatial Fourier transform of the electromagnetic field distribution results in a series of separated orthogonal modes that can be plotted as frequency ($\omega$) as a function of wavevector ($k$). This $\omega$-$k$ diagram is known as a dispersion diagram, or band structure in the case of periodic structures.

In the simplest case, the equation for an electromagnetic wave propagating in a uniform medium is given by

$$\nabla^2 E(r, t) = \frac{k^2}{\omega^2} \frac{\partial^2 E(r, t)}{\partial t^2} \tag{2.3}$$

where the speed of light, $c = \omega/k$. 
When periodicity in the refractive index is added in one direction, this is known as a “Bragg mirror” or 1D Photonic Crystal. The concept of a reciprocal lattice (from solid state physics) provides a very useful way of describing this structure. Here the relationship between a unit vector in real space \((a)\) and reciprocal space \((b)\) is given as

\[
a \cdot b = 2\pi
\]

The lattice vector \(G\) can then be described in terms of a linear combination of the reciprocal space unit vectors \(b\) (Figure 2-7) [37]. From this information, the band structure can be deduced [36].

![Figure 2-7: The lattice vector \(G\) can be described in terms of a linear combination of the space unit vectors \(b\).](image)

The same concept is used for a 2D photonic crystal. For the purpose of explanation, we can examine the common case of a triangular lattice of holes in a planar dielectric slab. In this case, the lattice constant of the triangular array \(a\) is defined as two vectors:

\[
a_1 = \left( \frac{a}{0} \right), \quad a_2 = \left( \frac{\frac{a}{2}}{\sqrt{3} a} \right)
\]

Using the fact that the dot product of vectors with identical index is \(2\pi\) and that vectors with non-equal index are orthogonal allows the following conditions to be made: from which the components of the vectors can be obtained.

\[
a_1 \cdot b_1 = 2\pi, \quad a_1 \cdot b_2 = 0
\]

\[
a_2 \cdot b_1 = 0, \quad a_2 \cdot b_2 = 2\pi
\]
The graphical relationship between $a$ and $b$ is represented in Figure 2-8. One possible unit cell for this structure in real space is called the Wigner-Seitz unit cell and it is constructed by connecting perpendicular mid-point intersections of the linear connections between the nearest lattice points. The space enclosed represents the smallest repeatable area from which the lattice can be drawn.

The Brillouin zone in reciprocal space is constructed in the same way as the Wigner-Seitz unit cell, expect that it is from the lattice composed of the reciprocal vectors. The Brillouin zone has three highly symmetric points: $K$ and $M$ on the edges and $\Gamma$ in the center.

Figure 2-8: (a) Triangular lattice of cylindrical holes in a dielectric slab. The Wigner-Seitz unit cell and its construction is shown in orange. (b) The same lattice, but in reciprocal space. The Brillouin zone and its construction is shown in orange.

In this 2D case, the lattice vector $G$ has different lengths in different lattice directions. In the $M$ direction its length is given by $\frac{1}{\sqrt{3}} \frac{2\pi}{a}$ and in the $K$ direction by $\frac{2\pi}{3} \frac{2\pi}{a}$. The periodic nature of the photonic crystal means that the band structure can be greatly simplified, representing the different symmetry directions $\Gamma-K$ and $\Gamma-M$ on the different axes. By including the direction $K-M$ into diagram completes the description of the photonic
crystal. The band structure in the range of $0 \ldots k + \frac{\pi}{a}$ is known as the irreducible Brillouin zone, analogous to solid state physics [36]. An example of a band structure for a 2D photonic crystal is shown in Figure 2-9.

![Figure 2-9: A complete photonic band exists in a band structure when no modes of propagation (Bloch modes) occur for any wavevector over a particular frequency range.](image)

The band structure provides a wealth of information for understanding the properties of the photonic crystal. The band structure describes all possible modes of propagation within the system. The vertical axis represents the normalized temporal frequency, in multiples of $c/a$, where $c$ is the speed of light and $a$ is the lattice constant as before. The units of the normalised spatial frequency are $a/\lambda$, which are dimensionless. This means that the information deduced from the band structure can be scaled accordingly to the desired wavelength or lattice constant: the information is scale invariant.

If there is a range of frequencies over which no propagation modes are present for any wavevector, there exists a complete photonic band gap. This is the case for the band structure in Figure 2-9, where the complete photonic band gap is marked and labelled accordingly. The polarization of electromagnetic waves means that there exists separate band structures for both the transverse electric (TE) and transverse magnetic TM polarizations. The field distribution for the respective polarisations means that 2D photonic crystals composed of air holes in a dielectric typically have large band gaps for
TE polarized modes, while photonic crystals of unconnected dielectric pillars typically have large band gaps for TM polarized modes [36].

The distribution of light, given by a solution of the wave equation for a periodic modulation in refractive index, is known as a Bloch mode. Therefore the Bloch modes represent the modal distributions of light that are allowed to propagate through a photonic crystal. The Bloch modes are also mutually orthogonal. The orthogonality means that they occupy a different space. The first two bands of increasing normalised frequency are often referred to as the dielectric band and air band respectively, due to the space in which the mode predominantly resides. The localization of the bands becomes a key feature of the design of a photonic crystal to ensure that there is a high overlap of the electromagnetic field and the optical gain medium (see Chapter 3).

2.5.2 2D Photonic Crystals for Enhanced Luminescent Emission

In recent years, extensive study has been carried out in the development of 2D photonic crystals to achieve emission perpendicular to the plane of the PC. The most common way in which this has been achieved is by using a microcavity, formed from a localized photonic band gap defect state. By optimising the geometry of the cavity, high Q-factor microlasers with low thresholds have been demonstrated [38-40]. However, the emission associated with these devices does not exhibit high directionality and the emission surface is small.

A second way of obtaining emission perpendicular to the crystal plane is to make use of a flat dispersion curve at the edge of a photonic band gap [41-43]. The density of photonic modes is very high at a flat band edge, therefore the group velocity tends towards zero. As a result, a near stationary mode is formed that is suitable for the enhancement of spontaneous or stimulated emission. The spectral range and directionality of the emission from the photonic crystal is dependent upon the curvature of the photonic band [44]. By designing a 2D photonic crystal to operate at the Γ point, emission perpendicular to the plane of the photonic crystal can be achieved, with the benefit that the whole area of the device is emitting.

An early demonstration of band edge lasing in a photonic crystal was carried out by Meier et al in 1999 [43]. The authors etched a triangular lattice of air holes into SiO₂ by reactive ion etching. The lattice constant and radius of the holes were 400 and 100 nm respectively [43]. An organic film 150 nm thick, doped with commercially available laser dyes
(coumarin 490 and DCM), was deposited on the surface of the etched silica. Two emission peaks were observed at 580 nm (TM polarization) and 596 nm (TE polarization) by pumping the structure at 337 nm at a power of 50 kW/cm². The organic layer provided the lasing gain medium, while the 2D photonic crystal provided the distributed feedback required for lasing. The high threshold pump power was attributed by the authors to the lack of a complete band gap, allowing for coupling to leaky modes [43].

Following the first report of band edge lasing in a photonic crystal, research in the area increased steadily. Effects of the geometry on the band structure and laser emission were reported. Noda et al demonstrated selection of the laser polarization mode by modifying the hole shape in a square lattice geometry [45]. A 2D photonic crystal structure of elliptical holes (400 nm lattice constant) was formed on an n-InP substrate. A layer of InGaAs/InP multiple quantum wells was stacked on top of the substrate, providing the gain medium. Lasing of a single wavelength and linear polarization was achieved, in accordance with their theoretical results [45]. The previous work by Meier et al and Noda et al demonstrates that 2D photonic crystals can be to achieve such high optical feedback and that lasing is observed. Although the power from sunlight would never reach the pump power required for lasing, this study aims to make use of the key properties underpinning the enhanced optical emission.

Additional studies have looked into characterising the band edge modes. A square lattice of holes etched into InGaAs quantum wells was prepared by Kwon et al to investigate the band edge modes of an in plane band edge laser, exhibiting 1.55 μm emission [46]. Through a combination of theoretical and experimental analysis, the authors characterised the lasing modes, and demonstrated low threshold pump powers of around 0.62 mW and 0.67 mW for different band edge modes emitting in the plane of the photonic crystal [46].

A further reduction in threshold power was achieved in 2005 by Bakir et al, who developed a 2D photonic crystal layer on top of a distributed Bragg reflector (DBR) [41]. A graphite photonic crystal structure of holes was etched into a 250 nm thick InP-based membrane. The membrane included four 50 Å thick InAs₀.₆₅P₀.₃₅ quantum wells, separated by 200 Å InP barriers. The DBR, composed of three quarter wavelength pairs of Si/SiO₂, was attached to the 2D photonic crystal using an SiO₂ bonding layer. The device was pumped at 780 nm and lasing emission was observed at 1552 and 1554 nm (for variations in the bonding layer thickness) [41]. The high quality factor achieved for emission at 1552 nm resulted in an extremely low threshold power of 15 μW.
Previous reports have demonstrated the great potential of 2D photonic crystals to enhance luminescent emission, to the point where lasing can be observed. The intensity from the sun’s light non-concentration is not expected to achieve lasing in a photonic crystal up-conversion material. However this study aims to make use of the principles leading to the enhanced emission to improve the up-conversion efficiency.

2.5.3 Photonic Crystals for Enhanced Photovoltaic Efficiency

There have been few reports of the use of photonic crystal structures to enhance spectral conversion in PV. However the application of photonic crystals to PV is not new. Previous research has predominantly focused on enhancing light trapping in thin film crystalline silicon solar cells. Crystalline silicon has an indirect band gap, resulting in weak absorption of light in the near infrared range [47]. Therefore solar cells made from crystalline silicon fail to absorb a significant portion of the solar spectrum that is absorbed by standard silicon cells. Traditional approaches of light trapping in a solar cell are based on geometric optics [48]. Texturing the front surface of the solar cell introduces scattering of incident rays away from the normal, therefore increasing the path length of the photon within the semiconductor [49, 50]. Furthermore, an increased path length can be achieved by placing an aluminium reflector at the back of the panel. In reality, the textured front surface will not reach the ideal case of Lambertian scattering, and the reflectance of the aluminium back reflector will not be greater than 80% for the wavelength range of light incident from the crystalline silicon bulk region [47]. Therefore alternative methods are required to further improve light trapping.

The application of wave optics to light trapping can increase efficiencies beyond those obtained by geometric optics. Such optical systems include gratings, DBRs (anti-reflection coatings) and photonic crystals. A theoretical analysis of the efficiency gain obtained by applying a DBR, a 2D photonic crystal and 3D photonic crystal to 2 μm thick crystalline silicon solar cells was performed by Bermel et al. in 2007 [47]. They found through simulations that the overall efficiency of the cell could be increased to 24.0% by applying a DBR plus a 1D grating, made of crystalline silicon and silicon dioxide, to the rear of the cell; 26.3% by adding a 2D photonic crystal made of air holes in silicon; and 26.5% by adding a 3D inverse opal photonic crystal made of air holes arranged in an fcc lattice in crystalline silicon [47].

Experimental verification of the theoretical enhancement has been carried out by Zeng et al. They reported a 19% increase in short circuit current in a 5 μm thick monocrystalline
silicon solar cell with Si/SiO$_2$ DBR and 1D grating on a silicon substrate [50]. Furthermore, the use of inverse opal ZnO 3D PCs for selective transmission and reflection in a tandem solar cell has been demonstrated by Bielawny et al [51]. The authors reported a 52% drop in transmission for wavelengths around 600 nm and 95.7% average transmittance for wavelengths between 700-1100 nm for an amorphous silicon/microcrystalline silicon tandem cell [51]. As the DBR is applied to the front of the solar cell, the application of a 2D photonic crystal up-conversion layer to the rear of the cell would not affect integration with a front DBR layer to further improve any efficiency improvements observed. However thorough investigation of the effect of the front DBR on the wavelengths of absorption of the up-conversion layer would be required to avoid increased reflection of these wavelengths from the top surface.

2.5.4 Photonic Crystals for Enhanced Up-conversion Efficiency

The enhancement of up-conversion using photonic crystal structures has recently been reported by Markowicz et al [52]. The authors developed a 3D photonic crystal of polystyrene spheres, infiltrated with Coumarin 503 dye. They reported an enhancement of the up-conversion emission spectra at the edge of the photonic band gap. The threshold for laser emission was not met, however a significant increase in emission was observed. Although it was mentioned that the feedback was due to coupling between the incident field and the counter propagating wave created by Bragg reflection from the (111) crystal plane, the effect was not investigated further [52]. This work by Markowicz et al has demonstrated the principle of enhancing up-conversion using the band edge of a 3D photonic crystal, paving the way for the work carried out in this study to increase the up-conversion efficiency using a 2D photonic crystal.

The use of photonic crystal structures as spectrally selective filters for up-conversion was proposed by Peters et al [53]. They describe a system where light is guided from a fluorescent concentrator (broadband absorption, emitting in the spectral range of the up converter) to the up converter material by geometric or photonic crystal constraints. A photonic crystal acting as a selective filter is positioned between the fluorescent converter and up converting material [53]. Therefore no radiation from the up converting layer is lost to the fluorescent converter. In addition, the authors suggest that a second spectrally selective PC filter could be placed between the up converter and the silicon solar cell, reflecting unconverted light from the up-conversion layer [53]. Selective filtering could prove to be an important addition as an intermediate layer between the photovoltaic and
up-conversion layer. However it has very little effect on the electric field density, which is key to making significant enhancements to the non-linear up-conversion process.

A system for enhancing up-conversion using flat band edge states in DBRs has been proposed by Johnson et al [54]. The authors propose the use of a DBR to enhance the electromagnetic field in the vicinity of Er\(^{3+}\) ions. This field enhancement can be achieved by populating the low group velocity modes that result from the 1D photonic crystal dispersion characteristics. The non-linear dependence of the emission intensity on the absorption intensity of the up-conversion process is expected to result in an efficiency enhancement [54]. This concept is similar to that under investigation in this study. The 1D structure described by Johnson et al has the disadvantage of acting over a limited range of acceptance angles, due to the 1D control of light [54]. The 2D photonic crystal under analysis in this study will act over a much wider range of angles [36].

A report in 2011 detailed the enhancement of up-conversion from erbium doped YbPO\(_4\) with the inverse opal structure [55]. The authors of this report prepared an inverse opal structure by using a binary disorder template of polystyrene microspheres. They observed that the emission at 523 and 548 nm was strongly enhanced, corresponding to an overlap with the long wavelength photonic band edge. The enhancement was attributed to the standing wave effect [55].

It has been shown that 1D and 3D photonic crystal structures have been used to effectively enhance the efficiency of up-conversion. However there was found to be no evidence of work carried out on 2D photonic crystals to enhance the efficiency of up-conversion. This study will therefore provide the first experimental results to investigate the effect of 2D photonic crystals on up-conversion efficiency.

2.6 Transparent Conductive Contacts

Transparent conductive contacts have become a significant component of photovoltaic devices. Different solar cell technologies require the use of different transparent contacts, therefore thorough investigation of their parameters relevant to solar cell fabrication is vital to choosing the correct contact to use.

This section will introduce a summary of transparent conductive contacts for photovoltaics. The current uses of the highly conductive polymer PEDOT:PSS, which can be used as a transparent conductive contact, will then be presented. The use of a transparent conductive contact on the rear surface of a bifacial solar cell is required to
make the most of any increase performance provided by the up-conversion layer by avoiding the detrimental partial shielding of the active photovoltaic layer by traditional metal fingers and bus bar electrical contacts.

2.6.1 A Summary of Transparent Conductive Contacts for Photovoltaics

New and established photovoltaic technologies require different characteristics of the transparent conductive layer. These requirements include good conductivity and favourable deposition conditions among many others. The transparent contacts are typically composed of either very thin pure metals, wide band-gap oxide semiconductors, or highly doped conjugated organic polymers [56].

Thin metallic layers offer a simple and relatively cheap solution to a transparent conductive contact. However the transparency of these materials generally decreases exponentially with increasing thickness, in practice very thin films of 10-20 nm are required for adequate transparency in the visible. At these thin dimensions, metals easily aggregate into droplets during deposition, therefore it is very difficult to achieve uniform consistent films [57]. Recent work has examined ways of improving the film uniformity. O’Conner et al demonstrated that the co-evaporation of silver with magnesium allowed for the aggregation issues to be mitigated, resulting in a low sheet resistance of 15 $\Omega/\square$, which is comparable to the standard device grade Indium Tin Oxide (ITO) films [58].

Transparent conductive oxides (TCOs) have been leading the way in the performance of transparent conductive contacts. A detailed examination of the requirements for TCOs has been carried out by Fortunator et al [56]. They highlight the performance and versatility of indium tin oxide, which has become the mainstay of modern contacts. This material is commonly deposited by rf or dc sputter coating onto a substrate heated to 250-350°C, which offers low resistivity of $1 \times 10^{-4}$ to $3 \times 10^{-4}$ $\Omega/cm$ [56]. However the relatively harsh processing conditions, brittle composition and increasing cost of component materials required to achieve the desired electrical performance for many TCOs have resulted in renewed efforts to find alternative materials.

Organic polymers offer a highly flexible alternative to metal and inorganic transparent conductive contacts and can be processed at lower temperature conditions. Although the transparency of the polymers used previously has been comparable to that of ITO, the resistivity is commonly a lot higher. One of the most widely used highly conductive polymers is poly(3,4-ethylenedioxythiophene):poly(styrenesulfonate), more commonly
known as PEDOT:PSS. A recent study has reported significant reductions in the resistivity of this polymer by optimising the process conditions and through the addition of solvents [59]. Gasiorowski et al introduced dimethyl sulfoxide to the PEDOT:PSS polymer, which resulted in a decrease in resistivity from 1.821 kΩ/cm for the pure PEDOT:PSS to 1.035×10⁻³ kΩ/cm for the sample containing 10% dimethyl sulfoxide [59]. The continuing reduction in resistivity and low temperature, ambient processing temperature deposition conditions will ensure that highly conductive polymers will become increasingly used in novel photovoltaic devices. However it should be noted that issues with stability of highly conductive polymers such as PEDOT:PSS in air must be overcome for long term use [60].

Therefore, a complete analysis of the fundamental properties (optical, electrical, mechanical, etc.) of available transparent conductive contact materials is essential for choosing the correct material to optimise the solar cell. The work in this thesis presents an analysis of the fundamental properties of PEDOT:PSS for both the application of the conductive polymer for use with a 2D photonic crystal up-converting layer on the rear of a bifacial crystalline silicon solar cell, as well as acting as a reference for future work using this material.

### 2.6.2 Current Uses of PEDOT:PSS

The low temperature processing conditions, electrical conductivity and flexibility of the polymer make PEDOT:PSS a highly desirable conductive material for many applications. PEDOT:PSS has become an important constituent of photovoltaic technology. Furthermore, by combining it with various additives, the desired properties of the polymer can be tuned. Recent work includes: the demonstration that a graphene/PEDOT:PSS composite used as the counter electrode in dye sensitized solar cell can result in cell efficiencies comparable with a platinum counter electrode [61]; the addition of a fluorosurfactant to achieve highly conductive, flexible and stretchable PEDOT:PSS films [62]; and developments in its use as a hole transport layer in organic photovoltaics [63].

A further advantage of PEDOT:PSS is that it has been shown to provide very good coverage to structured silicon surfaces. Chen et al investigated the coverage of PEDOT:PSS, deposited using spin coating, on a chemically etched structured silicon surface, with features on the scale of 1-3 µm. Optimising the speed of the spin coater allowed for excellent coverage to be obtained with an average layer thickness of 40 nm
These results highlight the potential for PEDOT:PSS to be used to provide excellent surface coverage on highly texturised surfaces such as 2D photonic crystal arrays of pillars.

The use of PEDOT:PSS as a conductive adhesive has previously been investigated. Tung et al demonstrated the application of bonding of poly(ethylene terephthalate) (PET) strips using a PEDOT:PSS film of unspecified thickness [65]. This film was found to have a shear strength of 0.2 MPa. The authors also demonstrated that the addition of graphene oxide to the PEDOT:PSS solution resulted in an order of magnitude increase in conductivity of the resulting thin film [65].

PEDOT:PSS has been shown to be a versatile and desirable material for a variety of applications. However there has been no simultaneous analysis of this material’s optical, electrical and mechanical properties on the samples prepared under the same fabrication conditions has yet been carried out. This information is highly desirable in choosing whether to use PEDOT:PSS as the transparent contact for the solar cell device under consideration. The results of the experimental analysis of these key fundamental properties will be presented in Chapter 7 of this thesis. [60]

**2.7 Overview and Goals of the Thesis**

The objective of this thesis is to fabricate, understand and critically evaluate a 2D photonic crystal up-conversion layer for use with silicon photovoltaics. There has been increasing development of up-conversion materials, however their efficiency remains low. 2D photonic crystals have been demonstrated to provide fundamental control of the electromagnetic density within the photonic crystal layer. The work in this thesis represents the first to be carried out to investigate the use of 2D photonic crystals to enhance the efficiency of up-conversion.

The work presented here also provides the first complete analysis of the electronic, optical and mechanical properties of the highly conductive polymer PEDOT:PSS. These properties are essential for correct choice of a transparent conductive contact for use with a solar cell. Therefore it is intended that this work can act as a source of reference for future design considerations to best optimise the solar cell.

The work of this thesis in the proceeding chapters is arranged as follows: Chapter 3 presents the results of the 2D photonic crystal simulations that were developed to provide the geometrical properties for the novel devices constructed. Chapter 4 contains a detailed
review of the fabrication and characterisation techniques used in this study. In Chapter 5 the fabrication and analysis of Er doped TiO₂ thin films and 2D photonic crystals is presented. Chapter 6 details the work carried out on the fabrication of Er doped YF₃:Er thin films and the combining of these films with silicon 2D photonic crystals to form Si-YF₃:Er 2D photonic crystals. The effect of these structures on the optical properties of the up-conversion layer is extensively analysed. In Chapter 7 the complete analysis of the optical, electrical and structural properties of thin films of PEDOT:PSS is detailed and examined. A summary of the future work leading on from this study is presented in Chapter 8 and the concluding remarks for the thesis are detailed in Chapter 9.
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Chapter 3 - Simulation of 2D Photonic Crystals

3.1 Overview of Simulation of 2D Photonic Crystals

In this chapter, the simulation of the photonic band structures and electric field densities for 2D photonic crystals of TiO$_2$:Er/air and Si/YF$_3$:Er is presented to find the optimum geometrical parameters for energy conversion. The simulations were achieved using a plane wave expansion (PWE) software MPB (MIT Photonic Bands) [1] and a Finite-Difference Time-Domain (FDTD) software MEEP (MIT Electromagnetic Equation Propagation) [2]. Three optimization parameters were considered. First, to find a flat band edge adjacent to a complete photonic band-gap and to maximize the width of the band gap. Second, to localize the density of states for the chosen band to the Gamma (Γ) direction. Third, to ensure that a high electric field density occurred in the up-conversion material. Three common highly symmetric 2D photonic crystal designs and their associated inverse structures were investigated to find the optimum band structure. These were square, triangular and hexagonal arrays of cylindrical features.

Triangular lattices of pillars were found to be the optimum structure for both the TiO$_2$:Er/air photonic crystal (pillars of TiO$_2$:Er) and the Si/YF$_3$:Er photonic crystal (pillars of Si). The resulting pillar radii and lattice constant for the size and spacing of the pillars were determined for the wavelengths of 980 nm and 1523 nm, corresponding to the centers of excitation and emission of tri-valent erbium. These geometries were used in the fabrication of the 2D photonic crystals described in Chapter 5 and Chapter 6.

3.2 Plane Wave Expansion Simulations

For a periodic dielectric structure, the allowable frequencies (eigenfrequencies) for the propagation of light in all crystal directions, and field distributions for any frequency of light are required to be known to correctly predict the propagation of light through the structure. The electromagnetic modes of a photonic crystal can be expressed in terms of Bloch states. Bloch waves can be thought of as plane waves that have been modulated in space by a periodic pattern. The modes of a photonic crystal form a set of continuous functions that are arranged in order of increasing frequency and band number, where the bands are numbered in order of increasing normalised frequency starting at 1. This set of continuous functions is known as the band structure [3].
The geometry of a 2D photonic crystal can be designed so that a flat dispersion band edge occurs in the direction perpendicular to the plane of the photonic crystal slab (Γ-direction). The high density of states at a flat band edge results in near stationary modes (slow light modes) that can enhance the up-conversion process. The scale invariance of Maxwell’s equations implies that the dispersion characteristics are common to all photonic crystals with the same geometric relationships. Therefore once the desired dispersion diagram has been found, the wavelength at which the flat band edge lies can be tuned by scaling all distances uniformly [3].

One of the most reliable methods for calculating the eigenfrequencies and field distributions is the PWE method. PWE is a frequency domain approach that directly computes the eigenstates and eigenvalues of Maxwell’s equations. Therefore each field computed has a definite frequency. The PWE calculations for this work were carried out using the MPB software, which iteratively improves approximate eigenstates.

An advantage of frequency domain methods is that very closely spaced modes appear as two separate eigenvalues in the results. Furthermore, the frequencies and eigenstates are calculated at the same time, allowing for the results to be immediately analysed. A traditional disadvantage of this method is that all of the lower eigenstates up to the one of interest must be calculated, often resulting in the calculation of large numbers of bands. MPB offers a targeted solver approach to overcome this problem, however convergence can be poor [4].

3.2.1 Design Considerations for Plane Wave Expansion Simulations

The simulations were designed and performed by programming script using MIT’s in-house scripting language Scheme [5]. Scheme, a statistically focused dialect of the Lisp programming language, was the scripting language which all commands for both MPB and MEEP were written. Neither MPB nor MEEP do not involve a graphical user interface, therefore script files containing the desired commands to define the geometry, boundary conditions and all other parameters were written in order to carry out the simulations. The script files were executed through a Bash Unix shell, using a Linux based operating system. An example of one of the Scheme simulation files written and used in this study can be found in Appendix A.

Due to the symmetry of a 2D Photonic Crystal, all modes can be classified into one of two polarizations: transverse electric (TE) and transverse magnetic (TM). The transverse
plane corresponds to the x-y plane in which the refractive index of the photonic crystal
varies. Therefore the transverse electric/magnetic polarization corresponds to the
electric/magnetic field being confined within the x-y plane, respectively. The solutions
for the TE and TM modes are simulated separately using the PWE method.

3.2.2 Setting up of Plane Wave Expansion Code for Simulations

The PWE simulation code developed was tested against results available in open literature
to confirm that the code had been set up correctly for use in this study. The original paper
by Johnson and Joannopoulos detailing the mathematical description of the MPB
software has been cited over 2,500 times (Google Scholar – as of April 2015), providing
confidence in the use of this code for the work in this study. The 2D PWE code set up for
this thesis was used to obtain the band diagrams for the 2D photonic crystals analysed by
Johnson et al., who used the same software approach [6]. A comparison of the band
structures is shown in Figure 3-1.

The shaded regions in Figure 3-1 (c) and (d) represent the light cone regions. Leaky
modes occur in the light cone region, whereas guided modes are found in the unshaded
region below. The boundary between the regions exhibiting leaky and guided modes is
known as the light line [3, 7].
Figure 3-1: The code developed for this work was tested against structures published in literature, showing concurring results. The 2D (b) and 3D (d) PWE band diagram for a triangular array of air holes in a slab of refractive index \( n=12 \) are identical to those published by Johnson et al. \cite{6} for their 2D (a) and 3D (c) simulations by PWE.

A very good comparison between the band structures obtained by Johnson et al. and the code developed for this piece of work was observed, provides confidence in the setup of the code used for the work of this thesis. The same research team used this PWE method to predict the band structure of experimentally fabricated 2D photonic crystal slabs of air holes in GaAs, on a Al\(_{0.9}\)Ga\(_{0.1}\)As base \cite{7}.
3.3 Finite-Difference Time-Domain Simulations

The advantage of a time-domain method, like FDTD, is that all of the frequencies (peaks in the fourier transform) can be acquired from the propagation of a single field. Furthermore, bands can be calculated individually, unlike the frequency domain calculations described previously. A disadvantage of time-domain methods is that the frequency resolution is inversely related to the simulation time. Therefore to achieve 10 times increase in resolution requires a 10 times longer simulation time. Furthermore, it is difficult to be confident that all states have been found, especially those that are very close together. The FDTD calculations for this work were carried out using the MIT Electromagnetic Equation Propagation (MEEP) software.

The difficulties in finding and resolving all of the states within a specific frequency region means that FDTD can be a slow and incomplete method for the prediction of band diagrams. However the ability to simulate bands individually allows for additional analysis of specific eigenmodes to be carried out. Therefore FDTD simulations were used in this study to further explore the electric field distributions of the eigenmodes of interest.

3.3.1 Design Considerations for Finite-Difference Time-Domain Simulations

As with the PWE considerations mentioned in Section 3.2.1, the FDTD simulations were designed and performed by programming script using MIT’s in house scripting language Scheme and executed through a Bash Unix shell. The desired polarization (TE or TM) was achieved by selecting the orientation of the dipole current source. In order to observe the propagation of the electromagnetic modes, a simulation area consisting of 16 rows and columns of air holes was used.

3.4 Simulation of TiO$_2$:Er/Air 2D Photonic Crystals

The propagation of light through a 2D photonic crystal of TiO$_2$:Er and air was investigated by simulation to determine the optimum geometrical properties for enhancing up-conversion emission at 980 nm, following excitation at exactly 1523 nm. These absorption and emission wavelengths correspond to the characteristic peaks of the up-conversion of trivalent Erbium, which forms the optically active component of the experimentally fabricated materials in this thesis. Therefore these peak wavelengths, and the corresponding refractive indices of materials at these wavelengths, were used in the simulated models throughout this study. The 2D PWE method was used to model the photonic crystal band structure and the electric field distribution. The 2D FDTD method
was used to validate and further investigate the electric field distribution by analysing the time evolution of the field following excitation of a point dipole source. Finally, transmission measurements using the 2D FDTD method were carried out to check the correspondence between the 2D PWE photonic crystal band structure and the 2D FDTD results.

### 3.4.1 2D Plane Wave Expansion

Simulations were carried out using the 2D PWE method to model the propagation of light through a 2D photonic crystal of TiO$_2$:Er and air. It has previously been shown that square [8] and triangular [9] arrays of holes in high index media exhibit a third orthogonal photonic band with a flat band edge (low group velocity) in the $\Gamma$-direction. Simulations were carried out using the literature accepted value of 2.488 for the refractive index of the rutile phase of TiO$_2$ at 980 nm [10]. This value corresponded to the refractive index in the direction of the ordinary ray of the birefringent material, which is lower than that of the extraordinary ray ($n_{(980)} = 2.752$) [10]. The lower refractive index was chosen as it provided the lower refractive index contrast with air and so would provide the “worst case scenario” for the simulations. For the purpose of analysing the simulation results, the TiO$_2$ will be considered to be the “up-conversion material”.

Finding and maximising the width of the band gap was achieved by analysing the separation of the 3rd and 4th photonic bands. Maximising the band gap reduces the chance of losses due to population of states of similar normalised frequencies. The 3rd and 4th bands have been shown in literature to achieve photonic band gaps between them for a range of refractive index contrasts, with flat bad edges [8, 11]. The photonic band diagrams were calculated for a range of radius ($r$) to lattice constant ($a$) ratios and the size of the complete photonic band gap (minimum separation between bands 3 and 4) was calculated.

The minimum separation between the 3rd and 4th photonic bands of a 2D photonic crystal of square and triangular arrays of air holes in TiO$_2$ was analysed. The minimum separation was found by subtracting the maximum normalized frequency of the 3rd band from the minimum normalized frequency of the 4th band. A positive separation corresponded to a complete photonic band gap, which was found to occur for both geometries, as shown in Figure 3-2: however it was achieved for the TM polarization only. The maximum complete photonic band gap for the square and triangular lattices were achieved at $r/a = 0.46$ and 0.51 respectively.
Figure 3-2: For both square (a) and triangular (b) geometries, a complete photonic band gap is observed between the 3rd and 4th photonic bands for the TM polarization only.

Next, the electric field distributions of the 3rd photonic bands in the $\Gamma$-direction were investigated to provide information on the mode overlap with the up-converting material. A higher overlap of the electric field with the up-converting material is expected to achieve a higher efficiency of emission [12]. The electric field distribution for the square lattice, shown in Figure 3-3, reveals that there is a significant overlap of the dipole modes with the air holes. Because this is the only square array structure to show a complete photonic band gap, this geometry was chosen to be investigated further.

Figure 3-3: The electric field distribution (left) for a square array of air ($n_{\text{air}} = 1$) holes in TiO$_2$ ($n_{\text{TiO}_2} = 2.488$), calculated using plane wave expansion. The black lines represent the contours between the different refractive indices. The blue-white-red colour scheme represents a scale where white corresponds to zero and blue and red are arbitrary positive and negative values. A greater intensity in colour indicates a greater positive or negative value for the electric field at that point. The electric field for this structure was found to show significant overlap with the up-conversion material; i.e. the area between the air holes.

For the triangular array of air holes in TiO$_2$, the electric field distributions for the range of $r/a$ values that corresponded to a complete photonic band gap were analysed, with the results shown in Figure 3-4. The overlap of the field with the up-conversion material was found to decrease with increasing $r/a$ from 0.27 to 0.45, which were all shown to have a similar band gap separation. There is a poor overlap of the field with the up-conversion
layer for the large band gap separation associated with $r/a = 0.51$. Furthermore, the air holes are so large that there is very little up-conversion material left, making this structure very difficult to fabricate on the nanoscale dimensions required. The strong overlap of the field occurring for $r/a = 0.27$ makes this structure the most suitable to use.

![Field distribution images](image)
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Figure 3-4: The large holes and therefore small amount of up-conversion material remaining for $r/a = 0.51$ geometry makes it unsuitable for fabrication. The strong overlap of the field shown for $r/a = 0.27$ makes this structure the most suitable to use.

3.4.2 2D Finite-Difference Time-Domain for Electric Field Distribution

Validation of the electric field distribution was carried out using the finite difference time domain software MEEP. The use of a second method of simulation allowed for a comparison to be made between the results to provide confidence in the simulation methods. A single dipole current source was used to stimulate the mode resonance. The dipole source was placed in a non-symmetric position to allow for all modes to be excited. The distribution of the band edge mode was recorded over the duration of a full period ($1/\text{normalised frequency}$). Snapshots of the electric field, perpendicular to the plane of the crystal were taken for each $t_{\text{period}}/20$ time step.

The mode evolution of a square lattice of $r/a = 0.46$ is shown in Figure 3-5. As the mode propagates in space and time, the overlap of the mode with the gain medium varies. The dipole mode distribution predicted by the frequency-domain analysis (Figure 3-3) is clearly observed.
Figure 3-5: A dipole mode distribution is observed to propagate through the square lattice ($r/a = 0.46$, $n_{TiO_2} = 2.488$) using time-domain calculations. These results are in agreement with those obtained using the frequency-domain calculations shown in Figure 3-3.

A comparison of a spatial section of the FDTD simulation after a time of $t_{\text{period}}(15/20)$ with the electromagnetic distribution using the PWE method for the square array of holes in TiO$_2$ is shown in Figure 3-6. The red and blue colours represent arbitrary positive and negative values for the electromagnetic field and therefore interest lies in the overall spatial distribution of the field, rather than the particular colour. It can be seen that the electric field distribution predicted by the FDTD method (a) follows the same spatial distribution as that predicted by the PWE method (b). Therefore these results provide confidence that the overlap of the electromagnetic field with the up-conversion material will be high.
Figure 3-6: Comparison of the spatial distribution of the electromagnetic field predicted by the FDTD method (a) and the PWE method (b) show a convergence towards a similar distribution for a square array of air holes in TiO$_2$. This provides confidence that the field will lie predominantly in the up-conversion material, rather than the air gaps.

The mode evolution for the triangular array of holes in TiO$_2$ for the previously identified $r/a = 0.27$ structure was investigated. The dipole mode identified using the PWE expansion method (Figure 3-4), is clearly shown in the FDTD time propagation of the mode in Figure 3-7.
A comparison of a spatial section of the FDTD simulation after a time of $t_{\text{period}}*(14/20)$ with the electromagnetic distribution using the PWE method for a triangular array of holes of $r/a = 0.27$ is shown in Figure 3-8. As was concluded previously for the square array of holes, the results provide confidence that the overlap of the electromagnetic field with the up-conversion material will be high.
Comparison of the electromagnetic field distributions results using a 2D plane wave expansion method and a 2D finite-difference time-domain method provided confidence in the simulation methods chosen. This allowed for the photonic band structures calculated using plane wave expansion to be compared, as discussed in the following section.

### 3.4.3 Photonic Band Structure Analysis for Optimised Geometry

The photonic band diagrams modelled using PWE for the optimised square and triangular arrays of holes in TiO$_2$ were investigated. The band diagrams for the square array ($r/a = 0.46$) reveals a flat band edge for the 3rd photonic band that extends fully in the $\Gamma$-X-directions, as shown in Figure 3-9(a). This corresponds to a wide cone angle of acceptance/emission that would include the in-plane $\chi$-direction. Therefore tuning the emission wavelength to this flat band edge would result in propagation of the emission within the plane of the 2D photonic crystal, which would be detrimental to the application of the layer. This is because the emitted 980 nm light would have to travel through a much greater path length to reach the photovoltaic layer as desired, risking parasitic reabsorption. The band diagram for the triangular array ($r/a = 0.27$) reveals a very narrow band gap separation in the $\Gamma$-direction, as shown in Figure 3-9(b). This may therefore result in losses due to the population of states exhibiting very similar wavelengths of acceptance.
Figure 3-9: (a) The square lattice of air holes in TiO$_2$ reveals a distinct complete photonic band gap, with flat 3$^{rd}$ and 4$^{th}$ bands extending in the $\Gamma$-X-direction. (b) The triangular lattice of air holes in TiO$_2$ shows a very narrow band gap localised in the $\Gamma$-direction.

The further analysis of the separation of the 3$^{rd}$ and 4$^{th}$ bands of the triangular array in the $\Gamma$-direction was carried out to quantify the separation for structures tuned to 980 nm and 1523 nm emission. It was found that for a 2D photonic crystal tuned to enhance 980 nm (or 1523 nm) by aligning with the 3$^{rd}$ band in the $\Gamma$-direction, the 4$^{th}$ band in the $\Gamma$-direction would occur at 979.5 nm (or 1522 nm). These very small separations would result in significant leaking of the electric field into undesired states.

3.4.4 Finite-Difference Time-Domain Transmission Measurements

The photonic band structure in a particular crystallographic direction can be further analysed by simulating the transmission of electromagnetic waves through the structure.

Difficulties arise when computing the transmission perpendicular to the PC to demonstrate band edge lasing. Initial investigations using 3D simulations to analyse the emission perpendicular to the PC structure for a range of source geometries, polarizations, orientations and combinations, were unable to reproduce the expected band edge enhancement. An inherent nature of time-domain 3D simulations is that they are considerably more computationally expensive than those in 2D. Therefore compromises in the resolution, run-time, or structure size must be made in order to set feasible simulations.

A 2D time-domain simulation was set up to investigate the transmission of a TE polarized wave in the M-direction of the PC. The M-direction in k-space corresponds to the direction of the arrow as shown in Figure 3-10.
Figure 3-10: The 2D FDTD simulation of the transmission in the M-direction of k-space was carried out using the setup shown in the schematic diagram. The source and detector were separated by 13 times the lattice constant of the photonic crystal structure. The arrow corresponds to the M-direction in k-space.

The results of the FDTD transmission spectrum are compared with the PWE band diagram for validation. A clear correspondence between the band gaps in the M-direction of the band structure, and the minimum transmission in the transmission spectra are observed in Figure 3-11. Even though the separation between the source and detector was relatively small (13 times the lattice constant), the transmission within the band gaps is shown to reduce to zero.
3.4.5 Simulation Analysis for Experimentally Determined TiO₂:Er Refractive Index

The initial simulation analysis was carried out before the experimental results of for the refractive index of erbium doped TiO₂ had been obtained. In this section, the experimentally determined values for TiO₂:Er are used to determine the optimum geometry for the fabrication of the 2D photonic crystals using the experimentally produced film.

Optimisation of the geometry of the TiO₂:Er/Air 2D photonic crystals was carried out using the experimentally determined value of $n = 2.07$, for the sputter deposited homogeneous amorphous TiO₂:Er phase calcinated at 500°C, to maximise the complete photonic band gap between the 3rd and 4th bands. This value of the refractive index was subsequently refined as the model was developed, therefore differs a little from the refractive index values presented in section 5.3.1. However the value of $n = 2.07$ for which the simulations are performed in this section provide a much better approximation of the
geometries required for the TiO$_2$:Er prepared films, than using the literature value of TiO$_2$ alone. The experimental value of $n = 2.07$ and the literature value of $n = 2.488$ differ due to the difference in the crystallinity, as the literature accepted value corresponds to the rutile phase of TiO$_2$, whereas the experimental value corresponds to the amorphous phase. The reasons for choosing the amorphous phase over rutile for the experimental work are discussed in Chapter 5.

Simulations were carried out for the three most common 2D photonic crystal geometries: Triangular, Hexagonal and Square arrays of holes and pillars. The geometrical representation of these structures is shown in Figure 3-12. Black represents the dielectric medium, whereas white represents air.

![Figure 3-12: Triangular, hexagonal and square arrays of holes and pillars were used in the simulations. The black represents a dielectric medium, whereas the white represents air.](image)

The results for both transverse electric (TE) and transverse magnetic (TM) polarizations are detailed in Figure 3-13. It is shown that large photonic band gaps occur for the TM polarization of a hexagonal array of holes at $r/a = 0.29$ and for the TM polarization of a triangular array of pillars at $r/a = 0.33$. 
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Figure 3-13: Large separations between the 3rd and 4th bands were observed for the TM polarization of a hexagonal array of holes at r/a = 0.29 and for the TM polarization of a triangular array of pillars at r/a = 0.33.

The photonic band diagrams and electromagnetic modes were compared for the geometries of the Hexagonal, Square and Triangular arrays exhibiting the largest band gaps. The photonic band diagram for the square array structure with the largest 3-4 band gap separation, a square array of TiO₂:Er pillars with r/a = 0.33, is shown in Figure 3-14. The dip in the 4th photonic band in the M-direction results in a very small separation between the lowest normalised frequency of the 4th band and the highest normalised frequency of the 3rd band. This means that a photonic crystal tuned to the flat band edge of the 3rd photonic band in the Γ-direction would have a high probability of leaking into
states of the 4\textsuperscript{th} photonic band. Furthermore, the 2\textsuperscript{nd} photonic band in the $\Gamma$-direction reaches a very similar normalised frequency as the 3\textsuperscript{rd} photonic band in the same direction. Therefore there would be a high probability of the electromagnetic field leaking into states in the 2\textsuperscript{nd} photonic band as well. The leaking of the electromagnetic field into multiple states would occur due to a) the excitation or emission spectrum having a finite wavelength range and b) imperfections in the fabrication process resulting in variation in the geometrical parameters. A photonic crystal tuned to the band edge of the 4\textsuperscript{th} photonic band in the $\Gamma$-direction would result in leaking into the degenerate states of the 4\textsuperscript{th} photonic band in the two other directions with same normalised frequency.

![Figure 3-14](image)

Figure 3-14: The photonic band structure of a square array of TiO$_2$:Er pillars of $r/a = 0.33$. The very small separation between the 3\textsuperscript{rd} and 4\textsuperscript{th} photonic bands, in addition to the convergence of the 2\textsuperscript{nd} and 3\textsuperscript{rd} bands in the $\Gamma$-direction, means that there is a very high probability of the electromagnetic field leaking into modes out with the desired states.

The photonic band diagrams for the hexagonal array of holes and triangular array of pillars are shown in Figure 3-15 (a) and Figure 3-15 (b) respectively. The maximum 3-4 band gap separation for the hexagonal array of holes occurred at $r/a = 0.29$, while the maximum separation for the triangular array of pillars occurred at $r/a = 0.32$. The electromagnetic mode distributions for the 3\textsuperscript{rd} and 4\textsuperscript{th} bands in the $\Gamma$-direction are shown on the right of the band diagrams. It can be seen from the two band structures that both the hexagonal array of holes and triangular array of pillars have converged upon a common structure. For ease of fabrication, the triangular pattern was chosen to investigate further for the remainder of this work.
Figure 3.15: The optimisation of the hexagonal (a) and triangular (b) lattices for maximum 3-4 band gap separation have resulted in both hole/pillar distributions converging upon a common geometrical form. These geometrical forms, with the associated electromagnetic mode distributions, are shown for the 3\textsuperscript{rd} and 4\textsuperscript{th} band edges in the Γ-direction on the right hand sides of the graphs.

The flat band edge of the 3\textsuperscript{rd} photonic band in the Γ-direction was chosen to be the most appropriate to use. The electromagnetic field distribution shows that the field is confined as a dipole within the pillars of TiO\textsubscript{2}:Er and therefore a very good overlap of the electromagnetic field with the up-conversion material would be achieved. The disadvantage of using this band edge is that the second band edge in the Γ-direction lies very close in normalised frequency, therefore there is likely to be a loss of the electromagnetic field to these modes. The 4\textsuperscript{th} photonic band edge in the Γ-direction in
comparison shows degenerate states in the X-direction and the electromagnetic field is widely distributed between the up-converting TiO\(_2\):Er and air. The overlap of the electric field with the air will reduce the intensity of the electric field in the up-converting material, therefore reducing the emission from the non-linear process. The occupation of additional states by the electromagnetic field will result in further spreading of the electromagnetic field into air overlapping distributions, in addition to reducing the component of the field that exhibits a low group velocity at the band edge.

From the normalised frequency values, we can calculate the geometrical properties of the photonic crystal that would be required to enhance up-conversion using the flat band edge effect. The 3rd photonic band in the \(\Gamma\)-direction has a normalised frequency (\(\nu\)) of \(\nu = 0.646 \ c/a\), and as \(\lambda = c/\nu\), we can conclude that \(c/\lambda = 0.646 \ c/a\) and hence \(a = 0.646 \lambda\). Therefore the corresponding pillar radius and lattice constant of the triangular array of pillars required to locate the wavelength of interest at the flat band edge and is shown in Table 3-1. Previous work in the literature has shown examples of enhancing emission by locating the band edge at the wavelength of emission (section 2.5.2). However there has been no previous work found on enhancing emission by locating the excitation wavelength at the band edge. For the work of this thesis, geometries were optimised for band edge located at both the excitation and emission wavelengths to explore both possibilities.

<table>
<thead>
<tr>
<th>Wavelength to Locate at Flat Band Edge (nm)</th>
<th>r (nm)</th>
<th>a (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>980</td>
<td>203</td>
<td>633</td>
</tr>
<tr>
<td>1523</td>
<td>315</td>
<td>984</td>
</tr>
</tbody>
</table>

Table 3-1: The hole radius (\(r\)) and lattice constant (\(a\)) for the optimised triangular array of TiO\(_2\):Er pillars in air for locating the flat band edge of the 3rd photonic band in the \(\Gamma\)-direction at 980 nm or 1523 nm respectively.

These optimised geometrical parameters were used in the experimental fabrication of the TiO\(_2\):Er/air 2D photonic crystals as described in Chapter 5. Difficulties in etching the TiO\(_2\):Er limited the opportunity to analyse the optical properties of this type of up-converting photonic crystal. Therefore a second set of 2D photonic crystals consisting of Si and YF\(_3\):Er were also fabricated in the work of this thesis (Chapter 6). The next section of this chapter will present the simulation work carried out to optimise the geometrical parameters for this second type of photonic crystal.

3.5 Simulation of Si/YF\(_3\):Er 2D Photonic Crystals
The propagation of light through a 2D photonic crystal of silicon and YF₃:Er was investigated by simulation to determine the optimum geometrical properties for enhancing up-conversion emission at 980 nm, following excitation at 1523 nm. The 2D PWE method was used to model the photonic crystal band structure and the electric field distribution to find the optimum geometrical parameters for the 2D photonic crystal.

3.5.1 2D Plane Wave Expansion

Photonic band diagrams were used to optimise the geometrical features of the 2D photonic crystal composed of silicon and YF₃:Er. As mentioned at the beginning of this chapter, the optimisation conditions were to: first find a flat band edge adjacent to a complete photonic band-gap and to maximize the width of the band gap; and second, to localize the density of states for the chosen band to the Γ-direction.

It was found that the absolute refractive index of the material had a large impact on the size of the band gap, however little impact on the ratio of \( r/a \). The variation in band gap separation with \( r/a \) for refractive indices of \( n = 1.15, 1.35 \) and 1.60 for the area surrounding a triangular array of Si pillars shows that the peak separation stays constant at around \( r/a = 0.32 \) as shown in Figure 3-16.
Figure 3.16: The variation in band gap separation was found to increase with increasing refractive index contrast between the two photonic crystal materials, however the $r/a$ ratio at peak separation remained constant. This was consistent for both the TE and TM polarisations.

As the refractive index of both the TiO$_2$:Er and YF$_3$:Er were found to have slight variations in repeatability (sections 5.3.1 and 6.4.5), simulations were carried out with refractive indices for the materials that resulted in a minimum refractive index contrast for the photonic crystals. Therefore devices would be optimised for the “worst case scenario”. The fabrication of these devices would cover a range of geometrical parameters centered around the optimised values. This would mean that if the refractive index of the material varied slightly from that expected, the position of the photonic band edge would only change by a small amount and so one of the photonic crystals exhibiting a variation in a geometrical parameter would be resonant at the desired wavelength.

The second set of simulations was carried out for 2D photonic crystals of Si and YF$_3$:Er. The refractive indices of Si at 980 nm and 1523 nm were found in literature to be $n(980) = 3.58$ and $n(1523) = 3.48$ respectively [13]. The refractive index of the YF$_3$:Er layer was measured by ellipsometry in section 6.4.5 to be around $n(980) = 1.53$ and $n(1523) = 1.52$ respectively. However variations in the measurements of the refractive index of the YF$_3$:Er between samples meant that the simulations were carried out with a refractive index at the higher end of the range of values measured, to minimise the contrast in
refractive index between the silicon and YF$_3$:Er. Therefore the simulations were carried out using a refractive index of $n = 1.60$ for the up-converting layer.

Optimisation of the geometry of the Si/YF$_3$:Er 2D photonic crystals was carried out to maximise the complete photonic band gap between the 3$^{\text{rd}}$ and 4$^{\text{th}}$ bands. The results for both TE and TM polarizations are detailed in Figure 3-17 for hexagonal, square and triangular arrays of holes and pillars of Si. The terminology used was kept the same as that for TiO$_2$:Er discussed previously, however with YF$_3$:Er in the place of air. Therefore a pillar of Si refers to pillars of Si surrounded by a medium of YF$_3$:Er, whereas an array of Si holes refers to an array of holes in Si where the holes have been filled in with a YF$_3$:Er medium. It is shown in Figure 3-17 that large photonic band gaps occur for the TM polarization of a hexagonal array of (YF$_3$:Er filled) holes at $r/a = 0.29$ and for the TM polarization of a triangular array of Si pillars at $r/a = 0.33$. 
Figure 3-17: Analysis of the separation between the 3rd and 4th photonic bands shows that the largest complete band gaps exist for the TM polarisation of the hexagonal array of holes and the triangular array of pillars.

The photonic band diagrams and electromagnetic modes were compared for the geometries exhibiting the largest band gaps. The comparison shown in Figure 3-18 reveals that both the hexagonal array of holes and triangular array of pillars have converged upon a common structure, as was observed for the TiO$_2$:Er/air photonic crystals in section 3.4.5. The distribution of electromagnetic modes for the 3rd (lower) and 4th (upper) bands are shown on the right of each graph. As mentioned previously, the triangular array of pillars is easier to fabricate than a hexagonal array of holes using a
positive photoresist and the lift off technique, therefore the triangular pattern was chosen to investigate further for the remainder of this work.

![Photonic Band Diagrams](image)

**Figure 3-18**: The photonic band diagrams and electromagnetic field distributions in the \( \Gamma \)-direction for the 3\(^{rd} \) and 4\(^{th} \) photonic bands are shown for (a) \( r/a = 0.29 \) hexagonal array of YF\(_3\):Er filled holes surrounding Si pillars and (b) \( r/a = 0.33 \) triangular array of Si pillars surrounded by YF\(_3\):Er.

A flat band edge in the \( \Gamma \)-direction was found to exist for both the 3\(^{rd} \) and 4\(^{th} \) bands. The choice of which band to use was determined by analyzing the electromagnetic field diagram for each band in the \( \Gamma \)-direction. As discussed for the TiO\(_2\):Er/air photonic crystals, a high overlap of the electromagnetic field with the gain medium is required to maximize the effect of the band edge. As the gain medium of YF\(_3\):Er resides in the spaces between the Si pillars, a higher overlap with the gain medium is achieved in the \( \Gamma \)-direction of the 4\(^{th} \) band. The (blue) component of the electromagnetic field residing in
the Si pillars for the 4th band in the Γ-direction will result in a decrease in efficiency of the effect, compared to the field existing predominantly in the space between the pillars. However, an additional advantage of using the 4th band edge is that 2nd and 3rd band edges converge to a similar normalised frequency in the Γ-direction and so would result in losses due to delocalization of the field into multiple states.

The final stage of optimization process was to localize the density of states in the Γ-direction. This was achieved by investigating a narrow range of $r/a$ values centered on the maximum photonic band gap geometry to check the localization of states in the desired 4th band in the Γ-direction. It was shown in Figure 3-17 that the maximum band gap separation for the triangular lattice was observed for $r/a = 0.31$. Therefore the 3rd and 4th bands for $r/a = 0.25, 0.27, 0.29, 0.31$ and 0.33 were investigated and are shown in Figure 3-19. At the largest $r/a$ value of 0.33, it can be seen that the density of states for the 4th band are not localized to the Γ-direction: a dip in the band in the X direction intersects the frequency at which the 4th band intersects the Γ-direction. At the minimum $r/a$ value of 0.25, the band gap separation becomes very small. Therefore there was found to be an optimum $r/a$ value of 0.29, which was used for the remainder of the work in this study.
Figure 3-19: The 3rd (lower) and 4th (upper) bands are shown as a function of variation in r/a. At the largest r/a value of 0.33 the density of states for the 4th band are not localised to the Γ-direction as a dip in the band in the X direction intersects the frequency at which the 4th band intersects the Γ-direction. At the minimum r/a value of 0.25, the band gap separation becomes very small. The optimum r/a value was found to be 0.29.

The resulting optimised band structure derived using a 2D PWE method for a Si/YF$_3$:Er 2D photonic crystal is shown in Figure 3-20. The 3rd and 4th bands of the TM polarisation exhibit a large complete photonic band gap, with a good localization of states in the 4th band in the Γ-direction. The electric field distribution of the 4th band (bold line) in the Γ-direction reveals a high overlap of the electromagnetic field with the up-converting layer in the (red) space between the (black edged) Si pillars.
Figure 3-20: The optimised band structure for a 2D photonic crystal of Si/YF₃:Er. The electromagnetic field distribution of the 4th band (bold line) in the Γ-direction reveals a good overlap of the field with the up-converting YF₃:Er medium shown in red.

The normalised frequency at which the 4th band overlaps the Γ-direction is 0.448 c/a. Therefore the lattice constant \( a \) and pillar radius \( r \) can be found to align the wavelengths of interest (1523 nm and 980 nm) with the 4th band edge in the Γ-direction, using the method outlined in section 3.4.5. The resulting parameters, shown in Table 3-2, were used as the starting point for the fabrication of the 2D photonic crystal structures in Chapter 6.

<table>
<thead>
<tr>
<th>Wavelength to Enhance (nm)</th>
<th>Pillar Radius (nm)</th>
<th>Lattice Constant (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>980</td>
<td>127</td>
<td>439</td>
</tr>
<tr>
<td>1523</td>
<td>198</td>
<td>682</td>
</tr>
</tbody>
</table>

Table 3-2: The hole radius \( r \) and lattice constant \( a \) for the optimised triangular array of Si pillars surrounded by YF₃:Er for locating the flat band edge of the 4th photonic band in the Γ-direction to 980 nm and 1523 nm respectively.

### 3.6 Conclusion of Simulations

Plane wave expansion and finite difference time domain simulations were carried out to explore the properties of 2D photonic crystals and to optimise the geometrical parameters for the fabrication of photonic crystals of TiO₂:Er/air and Si/YF₃:Er. PWE provided a fast and convenient way of simulating photonic band diagrams, from which the geometrical parameters could be tuned to locate a particular feature of the band gap geometry at a specified wavelength. The PWE simulations also allowed for the prediction of the
electromagnetic field distribution at a particular normalised frequency and direction in k-space to be determined. Time consuming FDTD simulations were carried out to validate the PWE results and to provide further information on the propagation of the electromagnetic mode in time.

The 2D photonic crystal band diagrams were optimised for locating a discrete flat band edge in the Γ-direction, showing good overlap of the electromagnetic field with the up-conversion medium, with the wavelengths of interest. Triangular lattices of pillars were found to be the optimum structure for both the TiO$_2$:Er/air photonic crystal (pillars of TiO$_2$:Er) and the Si/YF$_3$:Er photonic crystal (pillars of Si). These results were based on measured refractive indices of TiO$_2$ and YF$_3$:Er carried out in later chapters of this study. The resulting pillar radii and lattice constant for the size and spacing of the pillars were determined for the wavelengths of 980 nm and 1523 nm, corresponding to the centers of excitation and emission of tri-valent erbium. These geometries would be used in the fabrication of the 2D photonic crystals described in Chapter 5 and Chapter 6.
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Chapter 4 - Materials and Methods

4.1 Overview of Materials and Methods

In this chapter, the fabrication techniques and characterisation methods used in this work are presented. A wide range of equipment was required for the fabrication of the nanoscale structures, most of which were shared resources within the department. Characterisation of the materials produced was essential at every stage to understand where improvements could be made and to feed back into the simulation models to predict more accurate results. Where a deeper understanding of the techniques were required were required to carry out the work in this study (e.g. Reactive Ion Etching and Ellipsometry), a more detailed description of the technique is presented for reference in later sections. The novel aspects of adaptations to equipment and methodologies are presented in the experimental results chapters: Chapters 5-7.

4.2 Fabrication Techniques

A range of advanced fabrication techniques were required to prepare 1D and 2D nanoscale features for a range of organic and inorganic materials. Details of the techniques used and brief introductions to the physical and chemical concepts underpinning the techniques are provided where required. A schematic representation of the general fabrication procedure to prepare thin films of 2D photonic crystals is shown in Figure 4-1, along with the associated fabrication techniques that are discussed in this Chapter. The one fabrication technique that is not represented in the general fabrication procedure diagram is Focused Ion Beam Etching, which does not require the addition of a mask before the etching of the thin film can be carried out.
Figure 4-1: The general fabrication procedure used for fabricating the nanostructured 2D photonic crystal thin film layers is shown, with a pictorial representation of the steps and the associated fabrication techniques.
4.2.1 Si Substrate Preparation

Si substrates were prepared using the standard RCA-1 (Radio Corporation of America) cleaning method [1]. This method is used to remove organic residue and films from Si wafers. New Si wafers were cut up into either $13 \times 13$ mm, or $10 \times 10$ mm squares for use in this work, therefore only contamination from organic residue or water marks from the diamond cutting saw were expected. RCA-1 cleaning leaves a very thin SiO$_2$ oxide layer (1-2 nm) on the surface of the Si wafer, which was not required to be removed for the work in this thesis as both TiO$_2$ and YF$_3$ have been reported elsewhere to be successfully deposited onto SiO$_2$ [2, 3].

4.2.2 SiO$_2$ and Microscope Slide Substrate Preparation

SiO$_2$ (pure fused silica) and microscope slide (70% SiO$_2$) substrates were prepared using a Hellmanex (Helma GmbH) cleaning method. The substrates were scrubbed using a soft brush with a 2% solution of Hellmanex in deionized water. The substrates were then rinsed for 10 minutes in sequential ultrasonic baths of deionized water, acetone and isopropanol. The substrates were blown dry with N$_2$ between each rinse.

4.2.3 Spin Coating

Spin coating was carried out using a SCS P6700 spin coater [4]. Samples were held in place using either a vacuum seal or custom build mounts. Uniform films were achieved by using a fast ramp rate and maintaining the desired rpm for 20-30 seconds. Accurate control of the thickness of the film, to around 10 nm, was achieved using this method (Figure 4-2). Film thickness uniformity deteriorated towards the edges of the sample. However due to the small sample areas used in this thesis (typically $30 \mu m \times 30 \mu m$) any macro-scale uniformity observed through spin coating did not affect the local thickness uniformity within the sample area.
4.2.4 Thermal Calcination

Calcination is the process by which materials are heated in air (or a specially controlled atmosphere) to bring about a change in the material’s phase, or to remove a volatile component. This is as a result of oxidation, reduction, or another thermally processed treatment [5].

Calcination was carried out using the Carbolite MTF tube furnace [6]. This system was fitted with a Eurotherm controller to allow control of the ramp rate, dwell temperature and dwell time for 8 separate stages from room temperature to 1100°C. Samples were placed in porcelain combustion boats in the center of the tube. The furnace was kept in a fume cupboard for safe removal of any gases emitted during heating.

Calcination allowed for the phase of TiO₂ thin film layers to be accurately controlled. In Figure 4-3 the change in phase from amorphous to a mixture of anatase and rutile is clearly observed as a result of a change in calcination temperature of 500°C and 1000°C.
respectively. Further details of the preparation and calcination of TiO$_2$ thin films is provided in section 5.2.4. Calcination provided a simple and effective solution for the variation of phase and resulting refractive index of TiO$_2$ for the work in this thesis.

![Figure 4-3: The SEM micrograph shows that the phase of TiO$_2$ could be varied by the process of calcination. (a) shows the dense homogeneous form of the amorphous phase (calcinated at 500°C), while (b) depicts a granular form associated with the anatase/rutile phase (calcinated at 1000°C).](image)

4.2.5 Contact UV Photolithography

UV photolithography is the process in which ultraviolet light is used to expose an unmasked area of a photosensitive material (photoresist). The solubility of the photoresist is changed in the exposed regions, allowing for selective developing in a solvent solution.

Contact UV photolithography was carried out using a glass plate with a Cr mask of rectangular features of around 100 μm in width. A positive tone photoresist ma-P 1215 (Micro resist Technology) was spin coated at 3000 rpm to provide a layer of around 1500 μm in thickness. Prior to exposure, the samples were pre-baked on a hotplate at 100°C for 90 s to remove any remaining solvent. The samples were exposed to ultraviolet light using a UVP CL-1000 cross-linker. Development of the resist was carried out using a ma-D 331 (Micro resist Technology) developer. Samples were immersed in the developer for 30 s before being rinsed in deionized water and blown dry with N$_2$ gas.
4.2.6 Electron Beam Lithography

Electron beam lithography allows for features of around 10 nm or greater to be created in a photoresist [7]. A focused beam of electrons is scanned across the photoresist to change its solubility. This allows for selective developing in a solvent solution.

Electron beam lithography was performed by Dr. Jose Marques-Hueso using a Raith Pioneer system to pattern features into a PMMA (MICROCHEM) positive tone photoresist. This photoresist is capable of achieving 0.1 nm resolution for high source voltages [8]. The lithography was carried out using a 30 kV source of around 0.2 nA at a 10.3 mm working distance. The PMMA samples were pre-baked before exposure on a hot plate at 180°C for 90 s to remove any excess solvent. The development of the photoresist was achieved by immersing the samples in a solution of 1:3 methyl isobutyl ketone to isopropanol for 30 s. The samples were then immersed in a stopper solution of isopropanol for a further 30 s before blow drying with air.

A triangular array of holes in a PMMA photoresist layer following development is shown in Figure 4-4. The dielectric nature of both the PMMA layer and the TiO₂ substrate below means that the image of the scanning electron microscope is a little blurry due to charging effects. However, the granular TiO₂ layer is clearly visible below the regular array of well-defined electron beam exposed holes in the PMMA. The electron beam lithography system and PMMA photoresist therefore provided the required resolution and repeatability for the work in this thesis.
Figure 4-4: SEM micrograph. A regular array of holes in the PMMA top layer is observed, with the granular TiO$_2$ layer visible below.

4.2.7 Inductively Coupled Plasma Reactive Ion Etching (ICP-RIE)

Reactive ion etching is the process by which high energy ions and radical species are produced in a plasma to provide a selective etch. A glow discharge is formed by applying an RF voltage across the plasma. The RF voltage is required due to the often insulating nature of the sample surface (photoresist, SiO$_2$, TiO$_2$), which would not sustain a DC bias [9]. The boundary region between the plasma and the substrate surface of the sample is known as the sheath. Substantial electric fields develop across the sheath due to the higher loss of negative electrons than positive ions to the reactor wall, which results in the directed acceleration of positive ions towards the sample surface. Due to the directional acceleration of positive ions and isotropic nature of the electron flux, charging is a common effect leading to feature profile distortions. Neutral radicals are also formed in the plasma, which lead to isotropic etching [9].

Inductively coupled plasma reactive ion etchers include a coil of current that induces a time varying magnetic flux in the gas. Electrons absorb energy from this field, however the field does not propagate into the plasma as it is absorbed quickly by plasma electrons. The increased electron energy in the gas results in a higher ion flux in the plasma, therefore high ion densities at low pressures can be achieved [9].
The etching characteristics of reactive ion etching result from the combination of spontaneous etching from radical ions and the kinetic sputtering from ion bombardment. A reactive layer is formed at the surface of the sample, due to the adsorption of the radical species. Ion bombardment acts to improve the penetration of the radical species below the layer surface, while the radical species weaken the bonding at the sample surface resulting in higher sputter rates. Therefore a much higher rate of etching is achieved due to the synergy of the two etching processes [9, 10]. Reactive ion etching requires that all of the elements in the compound being etched can form volatile species with the reactive gas plasma.

Inductively coupled plasma reactive ion etching was carried out using the Oxford Instruments Plasmalab System 100. Samples were placed on a 4 inch carrier wafer (carbon or silicon) before being transferred to the reaction chamber through the evacuated loading bay. A mass flow controller was used to control the rate of flow of gas (Ar, CHF₃, O₂, SF₆, SiCl₄) to the chamber.

The results of a controlled etch to achieve tapered silicon pillars, fabricated using ICP-RIE, is shown in Figure 4-5. These structures were achieved as part of a set of etches carried out in this thesis to characterise the anisotropy of the silicon etch process (section 6.3). The chromium hard masks used for this etch were prepared using thermal evaporation (section 4.2.8).
4.2.8 Thermal Evaporation of Metals

Thermal evaporation is the process by which a source material is heated to evaporation, through resistive heating of a filament, and condenses on a substrate in a thin layer [11]. The evaporation is carried out in a vacuum to allow the evaporated material to travel directly to the substrate without colliding with a background gas, and to minimise the effect of undesired reactions of the source material (e.g. oxidation).

The thermal evaporation of metals was carried out using an Edwards Coating System E306A. For the evaporation of aluminium a tungsten coil filament was used, whereas for the evaporation of chromium (sublimation) a coiled basket filament was used. The thickness of the deposited film was measured during the evaporation using an Edwards FTM4 film thickness monitor to measure the oscillation period of a water cooled quartz crystal.
4.2.9 Sputter Coating of Oxides

Sputter coating is the process by which high energy ions are directionally accelerated onto a source target, resulting in the ejection of source material that condenses on the surface of a substrate [11]. The acceleration of ions is controlled by an RF field. Halogen gases such as Ar are commonly used due to their inert chemical nature and large atomic size. Sputtering is carried out in a vacuum to allow directional travel and avoid undesired chemical reactions.

The sputter coating of SiO$_2$ and TiO$_2$ thin films was carried out in an Edwards Auto 306 Vacuum Coater. The source targets were held in place on top of the magnetron using stainless steel clamps, where each target material had its own set of clamps to avoid cross-contamination. Ar was used as the sputtering gas at pressures of around $1\times10^{-4}$ mBar.

4.2.10 Focused Ion Beam Etching

Focused ion beam etching is the process in which a focused beam of ions is used for the ablation of material by the process of sputtering [12]. Liquid-metal ion sources are typically used in conjunction with a tungsten needle to cause ionization and field emission of the source atoms. As it is a purely physical process, redeposition of the sputtered material can occur.

The focused ion beam etching was carried out using a Quanta 3D FEG SEM/FIB system. A Ga liquid metal ion source was used for the etching, resulting in a resolution of 7 nm at 30 kV. A platinum deposition needle was used to produce localised thin films of platinum to reduce the effects of charging.

A scanning electron micrograph of a trench fabricated using focused ion beam etching is shown in Figure 4-6. The trench allowed for cross-sectional images of the holes to be observed. Focused ion beam etching was employed in the work of this thesis to both directly fabricate photonic crystal structures, in addition to fabricating trenches for cross-sectional analysis (Chapters 5 and 6).
Figure 4-6: SEM micrograph. A trench was fabricated in the top surface of a layer of TiO$_2$ using FIB to allow the observation of the cross sectional features of the holes.

4.2.11 Interference Lithography

Interference lithography is a technique to allow the large scale patterning of regular arrays of features. This is achieved using the variation in intensity due to the interference between multiple beams of coherent light, without the need of complex optical systems or masks [13].

An interference lithography system was designed and built to allow the demonstration of fabrication of nanoscale arrays of pillars or holes to be achieved over large areas for industrial use. The details of this system are described in Appendix D.

4.3 Characterisation

A range of advanced characterisation techniques were required to analyse the materials and nanoscale features fabricated. Details of the systems used and brief introductions to the concepts underpinning the techniques used are provided where required. Specific adaptations required for this work are presented.

4.3.1 Variable Angle Surface Ellipsometry

Ellipsometry is a sensitive measurement technique that uses the change in polarization of light to characterise thin films. The sensitivity is derived from the measurement of the relative phase change of a beam of reflected light, which is very much greater than the sensitivity of reflected intensity measurements. Ellipsometry is also more accurate than
reflected intensity measurements as the absolute intensity is not measured, therefore no special reference material is required [14].

The values measured are expressed as $\Psi$ and $\Delta$ and are related to the ratio of the Fresnel coefficients $R_p$ and $R_s$ for p- and s-polarised light respectively as [15]:

$$\frac{R_p}{R_s} = \tan(\Psi)e^{i\Delta} \quad (4.1)$$

The addition of variable angles of incidence and measurements at more than one wavelength allows for both the angles of incidence and spectral acquisition range to be optimised for particular samples and sample parameters. Ellipsometry is most effective when the wavelength of light used is just smaller or larger than the film thickness. It also works best when the roughness of the sample surface is less than around 10% of the probe beam wavelength. Furthermore, the thickness uniformity should not vary by more than around 10% in the sample area illuminated [15].

Ellipsometry provides very high precision measurements, however the accuracy cannot be quantified without measurements from a system of comparable precision. If the model developed to fit the experimental data is unique, and therefore does not contain strongly correlated parameters, the results of the model will be very precise as well. Ellipsometry results are constantly checked against results from other techniques in the literature and are found to be accurate, which provides confidence in the accuracy of the work carried out in this study. Although there is no general method for calculating the accuracy of ellipsometry, a recent study proposing to quantify the accuracy concluded that a dual rotating compensator ellipsometer (analogous to the one used in this thesis) was greater than 0.1% [16].

The ellipsometry measurements for this work were carried out using a V-VASE (J.A. Woollam) variable angle spectroscopic ellipsometer. Measurements were acquired over the full spectral range of 300-2500 nm and at angles of 65, 70 and 75°. The measurements were taken using zone averaging, which meant that the data was averaged from that acquired with the input polarizer positioned in each of the four quadrants, which helped to eliminate any systematic errors from polarizer calibration offset.

The modelling of the ellipsometric data was performed using WVASE®, the software package designed by the J.A. Woollam company. Transparent (non-absorbing) regions of the refractive index were modelled as a function of wavelength using a Cauchy dispersion
model. The complete modelling of both transparent and absorbing regions of the refractive index required a more complex generalised oscillator model. Both models are briefly described below.

The Cauchy equation is an empirical relationship between the refractive index of a material and the wavelength of light incident on the material. The equation is commonly truncated to the first three terms for use with ellipsometry modelling, as shown below:

\[ n(\lambda) = A + \frac{B}{\lambda^2} + \frac{C}{\lambda^4} \]  \hspace{1cm} (4.2)

where \( n \) is the real component of the refractive index, \( \lambda \) is the wavelength and \( A, B \) and \( C \) are constants determined experimentally [15]. \( A \) sets the dispersion range, while \( B \) and \( C \) give the dispersion shape. The imaginary component of the refractive index, \( k \), is equal to zero for transparent films.

The generalised oscillator (Genosc) models the dielectric function as a linear sum of the real and complex oscillator terms. Every Genosc layer consists of two Pole oscillators and an offset (\( \varepsilon_1 \)). Additional oscillators (Gaussian, Drude and Tauc-Lorentz) are added to account for absorption where required [15]. The forms of the Pole oscillators and additional oscillators used in this work are detailed below.

Pole 1:

\[ \varepsilon_{n,pole} = \frac{A_n E_n}{E_n^2 - E^2} \]  \hspace{1cm} (4.3)

Pole 2:

\[ \varepsilon_{n,pole} = \frac{A_n E_n^2}{E_n^2 - E^2} \]  \hspace{1cm} (4.4)

Where \( \varepsilon_n \) is the dielectric constant, \( E_n \) is the oscillator peak position, \( A_n \) is oscillator magnitude and \( E \) is the energy in eV.
Gaussian:

\[
\varepsilon_{n,\text{gaussian}} = \varepsilon_{n1} + i\varepsilon_{n2} \tag{4.5}
\]

\[
\varepsilon_{n2} = A_n e^{-\left(\frac{E-E_0}{\sigma}\right)^2} - A_n e^{-\left(\frac{E+E_0}{\sigma}\right)^2}
\]

\[
\sigma = \frac{B_r n}{2\sqrt{\ln 2}}
\]

Where \(B_r n\) is the oscillator broadening (FWHM). Further information on the structure of \(\varepsilon_{n1}\) is described by Woollam [15].

Drude:

\[
\varepsilon_{n,\text{Dr}D} = \frac{-\hbar^2}{\varepsilon_0 \rho_n (\tau_n E^2 + i\hbar E)} \tag{4.6}
\]

\[
\rho_n = \frac{m^*}{N_n q^2 \tau_n} = \frac{1}{q\mu N}
\]

Where the carrier effective mass \(m^*=1\), the carrier concentration \(N=1.35\times10^{20} \text{ cm}^{-3}\), the carrier mobility \(\mu=405.59 \text{ cm}^2\text{V}^{-1}\text{s}^{-1}\) and the single electron charge \(q=1.6\times10^{-19}\). \(\tau_n\) is the scattering time in seconds. \(\hbar = \text{Plank’s Constant}/\pi\), \(\varepsilon_0\) is the vacuum dielectric constant and \(E\) is the oscillator peak position.

Tauc-Lorentz:

\[
\varepsilon_{n,T-L} = \varepsilon_{n1} + i\varepsilon_{n2} \tag{4.7}
\]

\[
\varepsilon_{n2} = \begin{cases} 
\left[\frac{A_n E_0 n C_n (E-E_0 n)^2}{(E^2-E_0 n^2)^2 + C_n^2 E^2} \right] \frac{1}{E} & \text{when } E > E g_n \\
0 & \text{when } E \leq E g_n
\end{cases}
\]
Where $E_{0n}$ is the peak transition energy, $E_{gn}$ is the band gap energy, $C_n$ is a fitting parameter and $A_n$ is the amplitude. Further information on the structure of $\epsilon_{n1}$ is described by Woollam [15].

During the modelling process, the key parameters of the oscillators used were allowed to vary to fit the model to the experimental data. The way in which these oscillators were added to the model, the order in which the parameters were varied and the inclusion of additional features (e.g. gradients, surface roughness, intermediate layers) were carried out in accordance with the procedure suggested by Pribil and Wagner [18].

### 4.3.2 Fluorescence Spectrometer with Confocal Microscope

Fluorospectroscopy is the process by which photons emitted by fluorescence are measured. Fluorescence is the emission of light from an electron in an excited singlet state following the absorption of energy from electromagnetic radiation. Emission happens very rapidly, with typical lifetimes in the order of 10 ns [19]. For this work, the absorption of light at 1523 nm and fluorescence up-converted emission at 980 nm were of particular interest.

Fluorescence measurements were carried out using an Edinburgh Instruments FLSP920 fluorescence spectrometer, in conjunction with a custom built confocal microscope. The microscope was required to excite and measure the fluorescence emitted from the 2D photonic crystal samples, which exhibited a patterned area of around 30 μm × 30 μm. The sample area was limited in size by the patterning time required by electron beam lithography. Imaging of the sample area was also required to accurately locate the excitation spot. The confocal microscope, built together with PhD colleague Mr Eliyas Mammo, is described below.
A confocal microscope was built as an addition to the Edinburgh Instruments FLSP920 fluorescence spectrometer to allow excitation at 1523 nm and collection at 980 nm from a 30 μm × 30 μm sample area.

A schematic diagram of the vertical confocal microscope setup is shown in Figure 4-7. A 1523 nm continuous laser source (HP Agilent 8168F) provided light for excitation. The light from the fiber was collimated, reflected off a hot mirror beam splitter (BS) and focused onto the sample using a 100× microscope objective lens. The theoretical spot size from the objective for 1523 nm light was calculated to be 2.83 μm. Pulsed laser excitation was supplied from an optical parametric oscillator (OPO) (GWU – VisIR 2) that was pumped using a pulsed NdYAG (Quanta-Ray INDI) laser of pulse duration 6-7 ns. A flip-in mirror mount was used to select the excitation source.

Positioning of the sample was carried out using a white light source, camera and 3-axis stage. The white light source was collimated, reflected off a quartz window (Q2) and focused onto the sample through the objective lens. The light reflected from the sample was focused onto a camera after reflecting off a second quartz window (Q1). The spot
position was found using a sample of 25% doped NaYF$_3$ that emitted a strong up-conversion signal at 550 nm when excited at 1523 nm. The green emission was large enough to be observed on the camera and the position was re-calibrated each time the system was turned on.

The emitted light was focused into a 1 mm core diameter multimode fiber and coupled into the entrance slit of the monochromator of the detection arm of the fluorescence spectrometer. The wavelength of interest was selected by a grating and detected using a photomultiplier tube and liquid nitrogen cooled infrared detector. The lamp synchronised TTL output from the NdYAG driver was used to provide the reference timing signal for sampling the detector counts for lifetime measurements using the pulsed excitation source (Appendix C).

A 1300 nm short pass filter was used to remove any reflected or fluorescent 1523 nm light that passed through the beam splitter. Non-integer harmonics of the monochromator gratings were found to result in a component of 1523 nm light scattering into the detector when the grating was positioned for 1014 nm, resulting in a signal count rate comparable to that being measured from the up-conversion emission. Therefore the short pass filter was required to remove the anomalous effect.

### 4.3.3 Absorption and Reflectance Spectrometry

Absorbance is a measure of the transition of electrons from an occupied ground state orbital to unoccupied orbitals of a higher energy state. Therefore the energy measured during absorbance spectrometry is the difference in energy between the ground and excited states [20].

Absorbance measurements were carried out using a Perkin Elmer Lambda 950 spectrometer. The spectral range of this system was from 200-2500 nm and data was acquired in steps of 1 nm, with a 0.5 nm excitation monochromator slit width. Measurements were taken with the samples placed in the center of a spectralon coated integrating sphere (150 mm diameter). Therefore the transmission ($T_r$), spectral reflectance ($R_{sp}$) and diffuse reflectance ($R_d$) were all detected simultaneously allowing for the absorbance ($A_b$) to be indirectly measured. The absorbance was calculated by the spectrometer as $A_b = -\log(T_r + R_{sp} + R_d)$. 
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4.3.4 X-Ray Diffraction Spectrometry

X-ray diffraction (XRD) is the process in which a crystalline array of atoms diffract a beam of x-rays in specific directions, which can be analysed to determine the size and shape of the atomic unit cell. The diffraction of x-rays results from both the scattering of individual atoms, as well as the interference between the waves scattered by the individual atoms [21]. The directions of diffraction and relative intensities are used to determine the electron density within the crystal.

XRD analysis was carried out using a powder diffractometer (Bruker D8 Advance), operating with Ge-monochromated Cu K$_\alpha$1 radiation of wavelength 1.5406 Å. Data was collected over an angular range of 5-85 degrees in units of 20 two theta for 30 minutes using a LynxEye linear detector. Theta is the angle of the incident x-ray beam as well as the angle of the diffracted x-ray beam, therefore the total angle between the incident and diffracted beam is two theta. This system was used to measure both powder and thin film samples: the latter were prepared on amorphous silica substrates.

4.3.5 Profilometry

Contact profilometry (Mechanical Stylus Profilometry) is the process in which the surface roughness, or small feature step heights of a sample is measured by scanning a diamond stylus across a sample’s surface [22]. The contact force between the stylus and surface is set and the profilometer measures the small variations in vertical displacement as a function of position. The resolution is controlled by the scan speed and data sampling rate and is sub-nanometer in the vertical direction.

Contact profilometry was carried out using a Dektak profilometer. No sample preparation was required and the measurements were carried out along a single specified line. Samples with very soft polymer layers were sometimes found to be scratched by the stylus and so were not suitable for measurement.

4.3.6 Scanning Electron Microscopy

Scanning electron microscopy is the process in which a focused beam of electrons is scanned across a sample to provide information on the sample topology and composition. The electrons interact with atoms at or near the sample surface and the inelastic scattered electrons are detected using a secondary electron detector, which is the most common method of detection. The wide depth of field and manipulation of the sample position and
rotation allows for 3D analysis of the sample to be carried out. The difference in the electron density of different atoms and compounds provides a contrast in the scattered electron density that can be used to distinguish between adjacent materials [23].

SEM analysis was carried out using a Quanta 3D FEG SEM/FIB system with a secondary electron detector. The resulting resolution of the system operating in high vacuum with the secondary electron detector ranges from 1.2 nm at 30 kV to 2.9 nm at 1 kV. The samples for this work did not require any additional conductive coatings for analysis. Analysis was carried out using a 5 kV beam under high vacuum conditions.

The scanning electron microscope provided the required resolution to accurately image the nanostructures fabricated for this thesis. A scanning electron micrograph of the cross-section of a 2D photonic crystal of pillars of silicon and erbium doped yttrium fluoride (YF₃:Er) is shown in Figure 4-8. The effects of charging are limited and the underlying crystalline structure of the YF₃:Er is visible. Therefore this system provided the necessary resolution required to accurately analyse the nanostructures of interest. The analysis of the Si/YF₃:Er 2D photonic crystals is carried out in Chapter 6.

![Figure 4-8: The scanning electron micrograph depicts the cross section of a 2D photonic crystal of silicon pillars and YF₃:Er. The resolution of the scanning electron microscope is high enough to accurately analyse the features of interest for the work in this thesis.](image)

4.3.7 4-Point Probe

A 4-point probe is used to measure conductivity. Four equally spaced tungsten probes are positioned in contact with the surface of a sample. A current is applied between the two outer probes and the resulting voltage is measured across the two inner probes; ideally without drawing any current [24]. The resistivity \( \rho \) is defined as:
\[ \rho = \frac{1}{\sigma} = 2\pi as \frac{V}{I} \]  

(4.8)

where \(\sigma\) is the conductivity, \(a\) is the sample thickness correction factor, \(s\) is the probe pacing, \(V\) is the voltage and \(I\) is the current.

For sample thicknesses that are less than half of the probe spacing, the sample thickness correction factor becomes:

\[ a = 0.72 \frac{t}{s} \]  

(4.9)

where \(t\) is the sample thickness. Therefore the resistivity and conductivity can be calculated as [24]:

\[ \rho = \frac{1}{\sigma} = 4.53t \frac{V}{I} \]  

(4.10)

Conductivity measurements were carried out using a K&S 30074-point probe, with a Keithly 224 programmable current source and 160B digital multimeter. Five measurements were taken over a series of currents and the conductivity was obtained from the gradient of the linear fit of the plot of \(V\) vs \(I\), as shown in Figure 4-9.

![Figure 4-9: The voltage measured across the two inner probes was measured as a function of the current applied to the two outer probes. Measuring the gradient of the linear fit allowed for the...](image-url)
conductivity of the sample to be calculated. The experimental data shown here was used in the conductivity measurements discussed in section 7.3.

4.4 Conclusions of Materials and Methods

A wide range of fabrication and characterisation techniques were used to carry out the work in this study. Some of these systems were in good working order and could be used as found (e.g. profilometer and ICP-RIE), where the majority of time was spent on optimising fabrication conditions, or analysing data. Other systems were set up from scratch (e.g. interference lithography and confocal microscope), or required significant adaptations (thermal evaporation and ellipsometry analysis). Novel aspects of the equipment and techniques used are presented in Chapters 7-9.
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Chapter 5 - Fabrication of TiO$_2$:Er 2D Photonic Crystals

5.1 Chapter Overview

In this chapter the fabrication and analysis of thin films and 2D photonic crystals of erbium doped titanium dioxide (TiO$_2$:Er) is presented. Both sol-gel and sputter deposition methods were investigated for the fabrication of TiO$_2$:Er thin films with the required optical and structural properties. Two etching methods, reactive ion etching and focused ion beam etching were investigated as suitable methods for fabricating 2D photonic crystals in the TiO$_2$:Er films. Measurements of the refractive index, performed using ellipsometry, were essential to determining the correct geometry of the 2D photonic crystal.

Thin films of TiO$_2$:Er were successfully prepared using both the sol-gel and sputter deposition methods. The refractive index was found to increase with annealing temperature, from 500°C to 1000°C. The refractive index at the top of the film annealed at 1000°C was found to be consistent with a mixed anatase/rutile phase, expected at this temperature. However, unexpectedly, the refractive index was found to vary significantly from the bottom to the top of the thin films for both annealing temperatures. For the film annealed at 1000°C, the refractive index was found to vary from 1.38 at the bottom to 2.32 at the top.

Measurement of the up-conversion emission at 980 nm, upon excitation at 1523 nm, was observed for films prepared by both deposition methods. However the sol-gel prepared film exhibiting emission was mechanically compromised, showing cracking and not suitable for patterning into a 2D photonic crystal. Thicker un-cracked films of TiO$_2$:Er were prepared using sputter deposition, however a thickness of 4500 nm was required to observe only a very small up-conversion emission of around 50% greater than the background count rate.

Reactive ion etching and focused ion beam etching were both investigated for use of fabricating the 2D photonic crystal patterns. However limitations in both techniques left them unsuitable for carrying out the deep anisotropic etch of 4500 nm required. It was concluded that available fabrication methods were not suitable for creating anisotropic 2D photonic crystals in TiO$_2$:Er to the required depths.
Therefore a different composition of materials to form the 2D photonic crystal were investigated: pillars of silicon surrounded by up-converting YF$_3$:Er. Anisotropic reactive ion etching of silicon has been studied extensively in literature due to its use in the microelectronics industry [1], while YF$_3$ has previously reported to be a good host for up-converting rare earth ions [2]. The results of this approach are reported in Chapter 6.

5.2 TiO$_2$:Er Thin Films by the Sol-Gel Method

There are several important properties of TiO$_2$ that make it a highly suitable material from which to create photonic crystal structures. Firstly, TiO$_2$ has a fairly large refractive index (n>2.5 for the anatase phase and n>2.7 for the rutile phase) [3], which is high enough to be able to form complete photonic band gaps [4]. Secondly, it has a very low thermal expansion coefficient of 7-9×10$^{-6}$K$^{-1}$ from room temperature up to 1000°C. This ensures that the critical geometrical properties of the photonic crystal do not change with environmental temperature fluctuations [4]. Finally, TiO$_2$ shows low absorption over a wide wavelength range including the near infrared [5]. Importantly for this work, TiO$_2$ can easily be doped with Er via the sol-gel method.

5.2.1 Chemical Synthesis and Deposition of TiO$_2$:Er Thin Films

The sol-gel method provides a straightforward method of controlled doping of TiO$_2$ with Er and deposition of thin films of the material by spin coating. The sol-gel method used was based on the conventional sol-gel process detailed by Nishide et al. [6]. An Er solution was prepared by dissolving 0.4 g of Er(NO$_3$)$_3$ into 2 ml of ethanol. An acid catalyst solution was prepared by adding 2.40 ml of 70% HNO$_3$ to 5.13 ml of H$_2$O, from which 0.06 ml were added to 1.20 ml of ethanol in a glass vial. The sol-gel was prepared by adding 0.60 ml of titanium tetra-isopropoxide (TTIP) dropwise to the acidified ethanol. This solution was stirred using a magnetic stirrer for 12 hours, before 0.50 ml of the Er solution were added to achieve 10% Er doping. After 2 hours of further stirring, the sol-gel (Figure 5-1) was ready to be used.
Deposition of thin films of the TiO$_2$:Er was achieved using spin coating. Samples were deposited by pipette onto 1.3 mm × 1.3 mm square Si wafers, which were cleaned using the procedure detailed in section 4.2.1. Any remaining sol-gel solution on the surface of the pipette tip was found to crystallise into particulates very rapidly, therefore the pipette tips could only be used once to avoid detrimental effects of particulates in the thin films.

On deposition of the thin films, the samples were calcified in ambient conditions to achieve the desired phase of TiO$_2$. The samples were calcified inside a tube furnace as described in section 4.2.4 for 2 hours at the desired temperature, with a ramp rate of 1°C/min. Three phases of TiO$_2$ can be achieved, depending on the final calcination temperature: amorphous (300°C), anatase (400-900°C) and rutile (>1100°C) [3]. At intermediate temperature, the film is likely to contain a multiphase structure.

### 5.2.2 Effects of Rotational Deposition Speed and Viscosity on Film Structural Properties

Thick films of TiO$_2$:Er were required to achieve a good representation of the simulated structures and to maximise the up-conversion signal emitted at 980 nm for detection. The simulations were performed in two dimensions, therefore the structure in direction perpendicular to the plane of the photonic crystal slab was assumed to extend unchanged to infinity. Therefore increasing the thickness of the layer improves the correlation between the simulated and experimental structures. It was expected that the thickness should be at least as thick as the repeating unit of the structures in the plane of the photonic crystal: therefore greater than around 1000 nm. The two main ways in which the film thickness can be varied using spin coating are by varying the rotational speed, or the
viscosity of the sol-gel. The viscosity can be varied by diluting the concentration of the sol-gel through the addition of ethanol to the stock solution. The depositions were carried out with both the sol-gel and substrate at room temperature to avoid temperature related changes to viscosity.

The film thickness was found to increase by a factor of 1.8 for a reduction in Ethanol volume per 0.1 ml of TTIP from 0.50 to 0.25, as shown in Figure 5-2. However it was found that films of greater than around 130 nm cracked during calcination. Films of less than 120 nm were found to retain their form during the calcination process. The formation of cracks above the 130 nm film thickness was found to occur for spin speeds for both 1600 and 2000 rpm.

Figure 5-2: The cracking of the TiO$_2$ thin films was found to occur above a threshold thickness of around 130 nm, which was independent to the spin speed of deposition.

Cracking of the TiO$_2$:Er thin films was severely detrimental to the fabrication of the 2D photonic crystals. A photonic crystal of high quality factor requires homogeneous regions of constant refractive index, with clearly defined boundaries. Cracking would lead to internal variations within the refractive index of the TiO$_2$:Er film. The cracking in a thin film of TiO$_2$:Er is clearly observed in a microscope image of the thin film layer Figure 5-3.
Cracking of the TiO$_2$:Er sol-gel spin coated films can be clearly seen in the optical microscope image.

The cracking was believed to be as a result of the evaporation of water, ethanol and the breakdown of other organic compounds during the initial heating of the films. Kao et al. demonstrated the loss of these compounds to be resulting in a 50% weight loss of sol-gel prepared TiO$_2$ films pyrolysed between 100-300°C [7]. Very thin films of TiO$_2$ allow for the rapid escape of water and organic gases from the film, while the TiO$_2$ is annealing. However the additional volume of gas required to escape from thicker films breaks through the newly formed TiO$_2$ crystal structure in order to escape, resulting in fissures and cracks in the thin film. Their maximum film thickness of 100 nm was found to be very similar to the maximum thickness of 130 nm observed in this work. It was not possible to observe any up-conversion at 980 nm from the 120 nm TiO$_2$:Er thin films, when excited at 1523 nm. Therefore thicker films were required in order to observe and enhance the up-conversion signal.

5.2.3 TiO$_2$:Er Film Stacking

Thicker films of homogenous TiO$_2$:Er using the sol-gel method can be prepared by multilayer deposition, resulting in a series of stacked films. This is achieved by heat treating each film following deposition to remove any remaining organic compounds, before annealing the final multilayer stack to achieve the desired phase [7]. The heat treatment to degrade and remove the organic compounds was carried out at 325°C. The general fabrication technique for multilayer films of TiO$_2$:Er is as follows:

1. Spin coat TiO$_2$:Er sol-gel (0.4 ml Ethanol) at 1800 rpm for 30 s to give ~120 nm thick film
2. Heat treatment of the sample on hot plate at 325°C for 10 minutes

3. Cool the sample to room temperature

4. Spin coat the sample next layer of TiO$_2$:Er sol-gel at 1800 rpm for 30 s to give ~120 nm thick film

5. Repeat until desired layer thickness is achieved

6. Anneal film stack in tube furnace at desired temperature for 2 hours

Stacking of films using this method allowed for thicker films to be obtained. However, there was found to be a limit to the number of films that could be stacked together before cracking of any further layers was observed. The limit for the aforementioned fabrication conditions was found to be 5 layers, resulting in a total thickness of ~600 nm. Repeatability of un-cracked films was very poor: only around 1 in 6 film stacks were suitable for further analysis.

5.2.4 Structural Properties of Calcified TiO$_2$:Er Films

The change in phase associated with the final calcination temperature was also found to be accompanied by a change in the structural properties of the TiO$_2$:Er films. The calcification of the films at 500°C to achieve the anatase phase resulted in a smooth dense film with very small grains, as shown in Figure 5-4(a). The grains were measured to be 27±3 nm in diameter. However calcification of films at 1000°C to achieve the rutile phase was found to produce a film with much larger grains, as shown in Figure 5-4(b). These grains appeared to be separated into two distinct sets: large (darker) and small (lighter). The large grains were measured to be 94±16 nm, with the smaller grains 33±4 nm in diameter.
Figure 5-4: Scanning electron micrographs. (a) The TiO$_2$:Er film calcinated at 500°C to achieve the anatase phase reveals a dense structure with small interconnected grains. (b) The film annealed at 1000°C to achieve the rutile phase reveals much larger grains.

The granular structure observed for these films of TiO$_2$:Er is very similar to that observed previously by Kim et al [3]. The SEM results of their amorphous film, after annealing at 500°C, showed a homogeneous film that was analogous to the 500°C annealed film prepared in this study. Furthermore, their rutile structure that was prepared by annealing at 1000°C showed the same distinctive grain structure. Kim et al attribute these grains to an agglomerated state of secondary particles, where the density of the film increases with a further increase in calcination temperature due to the reduction in pores between adjacent grains [3]. These secondary particles all contain the primary crystalline structure of the rutile phase.

The sizes of the secondary particles measured for this thesis were found to differ from those reported by Kim et al. The secondary particles measured by Kim et al were found to be in the range of 150-300 nm in diameter, compared to the 94±16 nm measured for the films in this study, which is considerably smaller. Kim et al attribute the increasing grain size with annealing temperature to be due to accelerated sintering of the TiO$_2$ nanoparticles. The difference in the grain sizes between the two studies may be a result in the different catalysts used in the sol-gel preparation. Kim et al used an HCl catalyst, whereas HNO$_3$ was used in this study. The catalyst used in the preparation has been shown elsewhere to be influential in the temperature at which the phase change occurs upon calcination, however no direct comparison between HCl and HNO$_3$ was made [8]. Furthermore, the concentration of the catalyst has been shown by Ahn et al to play an important role in the grain size and temperature of phase transition of a sol-gel prepared TiO$_2$ layer [9].
The structural properties of the anatase film made it the preferred choice for use as a 2D photonic crystal. Although the anatase film was found to be granular, the grain sizes were very small compared to the wavelength of light of interest (980 nm, 1523 nm), therefore this film could be considered homogeneous with respect to the light. The rutile film, however, was found to consist of grains that were large compared to the wavelengths of light of interest. This would mean that the film would appear porous and the boundaries between the high and low refractive index regions would be ragged and uneven.

5.2.1 Ellipsometry Modelling of TiO$_2$:Er Thin Films

Characterisation of the refractive index of the spin coated TiO$_2$:Er thin films was essential to correctly model the band structure of the 2D photonic crystals. This characterisation was carried out using ellipsometry [10], using the system described in section 4.3.1. Measurements were taken using the auto-retarder, which meant that the input polarisation was induced with a phase change that resulted in the reflected light having near circular polarization. Circularly polarized light provides the most accurate measurements for a rotating analyser ellipsometer, however it greatly increases the measurement acquisition time. The modelling of the experimental data was carried out using the software WVASE (J. A. Woollam Co., Inc.). The thin films of TO$_2$:Er were required to be free from cracks in order to obtain a uniform film on which reliable analysis could be carried out.

The thin films of TiO$_2$:Er investigated using ellipsometry were prepared on bare Si wafers. This provided a high contrast in refractive index between the TiO$_2$:Er layer (expected to be around n=2.0-2.7) and the substrate (around n=3.5), ensuring a strong signal from the oxide-silicon interface, therefore maximising the signal to noise ratio.

The general ellipsometry modelling procedure, as detailed in section 4.3.1, was used to model the experimental data. The analysis of the data was carried out over the full spectral range available, from 300-2500 nm, to maximise the accuracy of the model.

A Genosc layer (see section 4.3.1) was used to accurately model the real and imaginary components of the refractive index of the TiO$_2$:Er thin film. This Genosc layer models the dielectric function as a linear sum of the real and complex oscillator terms. As detailed in section 4.3.1, every Genosc layer consists of two Pole oscillators and an offset ($e1$). Additional oscillators (e.g. Lorentz, Gaussian) are added to account for absorption where
required [11]. A schematic of the layered model used for the analysis is shown in Figure 5-5.

![Layered Model Schematic](image)

Figure 5-5: A schematic diagram represents the 5 layers used to model the refractive index of the TiO\textsubscript{2}:Er sol-gel prepared layer.

Characterisation of the refractive index of the films calcinated at 500°C and 1000°C was carried out. The models developed for both films fitted very well with the experimental data. A model was developed in collaboration with James Hilfiker at J.A.Woollam (J. A. Woollam Co., Inc.). The parameters of the oscillators in this model were optimised with respect to the experimental data acquired for each film. The oscillators and their parameters used for both the 500°C and 1000°C models are detailed in Table 5-1 and Table 5-2 respectively. The MSE values of the final optimised models for each of the films were 5.2 (500°C) and 41.1 (1000°C).

<table>
<thead>
<tr>
<th>Oscillator</th>
<th>En (eV)</th>
<th>An (eV)</th>
<th>Brn (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole 1</td>
<td>4.75±0.02</td>
<td>20.8±0.6</td>
<td>0</td>
</tr>
<tr>
<td>Pole 2</td>
<td>0.001</td>
<td>0.04±0.02</td>
<td>0</td>
</tr>
<tr>
<td>Gaussian</td>
<td>4.23±0.01</td>
<td>1.90±0.06</td>
<td>0.59±0.01</td>
</tr>
</tbody>
</table>

Table 5-1: Oscillator parameters for the optimised model developed for the refractive index of 10% Er doped TiO\textsubscript{2}, calcinated for 1 hour at 500°C. The associated e1 offset used in this model was 2.92±0.03 eV.

The value of the MSE is determined during the modelling process using the following expression:

$$MSE = \sqrt{\frac{1}{2N-M} \sum_{i=1}^{N} \left( \frac{\psi_i^{\text{mod}} - \psi_i^{\text{exp}}}{\sigma_{\psi,i}^{\text{exp}}} \right)^2 + \left( \frac{\Delta_i^{\text{mod}} - \Delta_i^{\text{exp}}}{\sigma_{\Delta,i}^{\text{exp}}} \right)^2}$$ (5.1)

Where \(N\) is the number of measured \(\psi\) and \(\Delta\) pairs, \(M\) is the total number of real valued fit parameters, \(\sigma\) is the standard deviation and \(\psi\) and \(\Delta\) are related to the Fresnel coefficients as described previously in equation 4.1.
Table 5-2: Oscillator parameters for the optimised model developed for the refractive index of 10% Er doped TiO₂, calcinated for 1 hour at 1000°C

<table>
<thead>
<tr>
<th>Oscillator</th>
<th>En (eV)</th>
<th>An (eV)</th>
<th>Brn (eV)</th>
<th>e1 offset (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole 1</td>
<td>7.25±0.09</td>
<td>202±11</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Pole 2</td>
<td>0.001</td>
<td>0.02±0.01</td>
<td>0</td>
<td>-</td>
</tr>
<tr>
<td>Gaussian</td>
<td>4.05±0.03</td>
<td>14.9±4.7</td>
<td>3.19±0.10</td>
<td>-</td>
</tr>
<tr>
<td>e1 offset</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-0.73±0.15</td>
</tr>
</tbody>
</table>

A gradient in refractive index from the bottom to the top of the thin film was found to be a key feature for the films annealed at 1000°C, as shown in the top graph of Figure 5-6. The real component of the refractive index, \( n \), of the film annealed at 500°C was found to be 2.02±0.04 at the bottom of the film and 2.03±0.04 at the top of the film at 980 nm. Therefore any gradient in refractive index observed for the films annealed at 500°C was in the bounds of the measurement uncertainty. The refractive index measured at 550 nm (2.08±0.04 bottom, 2.09±0.04 top) is slightly higher than results published elsewhere for un-doped TiO₂ for the same temperature (\( n_{\text{undoped}} = 2.02 \)), however is within the range expected for the anatase phase [3]. The real component of the refractive index of the film annealed at 1000°C was found to be 1.38±0.03 at the bottom of the film and 2.32±0.05 at the top of the film. The high refractive index at the top of the film is consistent with that expected for an intermediate anatase-rutile phase [3].

The imaginary component of the refractive index, \( k \), was found to be consistent for both the top and bottom of films calcinated at 500°C (Figure 5-6). However for the 1000°C films a separation between the refractive index dispersion is observed for the strong absorption below 350 nm. The high component of \( k \) below around 350 nm corresponds to the semiconductor band gap absorption. Furthermore, the non-zero \( k \) value observed slightly above the band gap of TiO₂ (higher wavelength) can be attributed to a scattering effect of the nanocrystalline TiO₂ grains [12].
The real component of the refractive index ($n$) was found to vary between the top and bottom of the TiO$_2$:Er films, in particular for the film calcinated at 1000°C. The imaginary component of the refractive index ($k$), in comparison, was found to show little variation for the film calcinated at 500°C, with a slight variation for the film calcinated at 1000°C.

Further understanding of the change in refractive index between the top and bottom of the film annealed at 1000°C is achieved by examining the depth profile of the optimised model. It can be seen from Figure 5-7 that the increase in refractive index occurs at around half way through the film thickness. The granular nature of the TiO$_2$:Er film resulting in a porous structure is likely to be the cause of this change in refractive index.

Only one other report investigating the change in refractive index with film thickness of a TiO$_2$ layer has been found [12]. This work was carried out by Mosaddeq-ur-Rahman et al for an un-doped TiO$_2$ sol-gel layer deposited on both SiO$_2$ and Si. They found that the direction of the refractive index gradient, from the interface with the substrate to the top of the TiO$_2$ layer, depended critically on the substrate. The higher refractive index was observed at the substrate/TiO$_2$ layer interface for a silicon substrate, whereas the lower refractive index was observed at the substrate/TiO$_2$ interface for the silica substrate. The authors attributed the change to the substrate topography: the amorphous silica substrate...
inhibiting crystalisation, compared to the crystalline silicon substrate promoting crystallization from its surface [12]. The silicon substrates used by the authors had had their native oxide layer removed, whereas the silicon substrates used in the work for this thesis retained their native oxide. Therefore the very thin (1-3 nm) native oxide surface would form a comparable topography to the amorphous SiO\textsubscript{2} substrate used by Mosaddeq-ur-Rahman et al. This would result in the agreement of the direction of the refractive index gradient observed between the silicon substrate with native oxide used in this thesis and the SiO\textsubscript{2} substrate used by Mosaddeq-ur-Rahman et al.

The work in this study investigates a higher maximum temperature (1000°C) than that analysed previously (800°C) [12]. Mosaddeq-ur-Rahman et al have previously shown that films annealed at 800°C result in a lower refractive index at the silicon/TiO\textsubscript{2} interface than those annealed at 600°C, even though the refractive index at the surface is much higher for the film annealed at 800°C as expected due to normal crystallization of the material. The authors attribute the decrease in refractive index at the substrate interface to diffusion of Si ions into the TiO\textsubscript{2} layer by diffusion at the high temperature. The same effect of a reduction in the refractive index in the TiO\textsubscript{2} at the interface has been observed in this thesis, for the films annealed at 1000°C. Therefore it is proposed that this reduction in refractive index is due to the same diffusion of Si atoms, however further work is required to prove this hypothesis.

A further contributing factor to the change in refractive index with thickness could be due to a preferential uptake of oxygen at the surface of the film during calcination. However this would only be the case if the film was initially non-stoichiometric. This concept is discussed further in section 5.3.1. For reasons discussed in section 5.5, further analysis of these films was not required for this study.
The calculated depth profile of the TiO$_2$:Er film calcinated at 1000°C reveals a sharp increase in $n$ at around half way through the film. The surface roughness layer used in the modelling of the film contributes a sharp reduction in $n$ at the very top of the film.

A surface roughness layer was found to improve the fit of the model to the experimental data. This layer is shown in Figure 5-7 as a dip in the refractive index, furthest from the substrate. The SEM images of the top surface of the film, shown in Figure 5-8, show that the surface is rough and grainy. The surface roughness layer is represented by a mixture of the TiO$_2$:Er layer below and air.
This study is the first to provide a detailed ellipsometry analysis of a doped TiO$_2$ thin film. It has confirmed the effect of a graded refractive index profile with film thickness, and highlighted the importance of retaining or removing the native oxide layer on the surface of a crystalline silicon substrate to the direction of the resulting refractive index gradient. The work carried out previously by Mosaddeq-ur-Rahman et al [12] modelled the TiO$_2$ using two separate layers: one for the inhomogeneous (grainy) TiO$_2$ that has a constant refractive index profile, and another for the interfacial component of the layer is adjacent to the substrate and has a linear gradient.

The model developed for the work carried out in this thesis uses a single layer to model the continuous change in refractive index throughout the layer. Furthermore, this model does not assume a linear refractive index gradient and allows the order of the gradient polynomial to fit as required to the experimental data. Finally, the model used in this thesis uses experimental data taken over three collection angles (60°, 65° and 70°) and a wider spectroscopic range (300-2500 nm), compared to the model developed by Mosaddeq-ur-Rahman et al (70° collection over the range 300-850 nm). It is proposed that the model developed for this work is the most complete one to date for analysing the refractive index gradient in TiO$_2$ based thin films. However no direct comparison of the experimental fit between the two models can be made as Mosaddeq-ur-Rahman et al did not provide an error in the fit of their model to the experimental data.
5.2.2 Reflectance Measurements of TiO$_2$:Er

Reflectance measurements were carried out to confirm the position of the absorption bands of the TiO$_2$:Er material. Diffuse reflectance measurements were carried out using the Perkin Elmer system detailed in section 4.3.3, for both powder and thin film samples. Due to the very small volume of material within the thin film layer that would be illuminated, any absorptions bands were expected to be very weak. Therefore the powder sample was included to provide the most relevant confirmation of the absorption band positions.

The thin film samples were prepared on substrates of SiO$_2$ (2 μm thickness) on Si, where the SiO$_2$ layer had been deposited previously by electron beam evaporation to act as a rear reflector. The thin film samples consisted of 5 multi-stacked layers, resulting in a thickness of around 600 nm. The samples were calcinated at 500°C to achieve the anatase phase. The thin film samples were normalised to an uncoated SiO$_2$-Si bare substrate.

The characteristic absorption bands of tri-valent Er are shown in Figure 5-9 for the powder sample. Of particular importance for this work is the strong absorption band at around 1523 nm. However no specific absorption peaks are observed for the thin film samples. The oscillations observed a result of Fabry-Perot resonances of the thin film sample. The condition for maximum reflectivity occurs when the wavelength of light is equal to an integer multiple of the thickness of the cavity (film thickness) for the situation where the incident light is incident an angle normal to the surface of the film. From Figure 5-9 it can be seen that a peaks in reflectance are observed at 592 nm and 1184 nm, corresponding to 1× the layer thickness and 2× the layer thickness respectively. The additional oscillations at high wavelengths are believed to be due to fractional orders of resonance.
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Figure 5.9: Reflectance measurements for TiO$_2$:Er powder and thin films. Absorption bands, represented by a dip in reflectance, were observed for the powder samples, but not for the thin films. The position of the absorption bands in the powder sample corresponded with those expected for trivalent Er. The peaks in reflectance at 592 nm and 1184 nm were found to correspond to Fabry-Perot resonances for the film.

The diffuse reflection measurements confirmed that the desired position of the absorption bands of trivalent Er were maintained within a TiO$_2$ host.

5.2.3 Up-Conversion Measurements of Sol-Gel Prepared TiO$_2$:Er

Detection of the up-conversion emission at 980 nm from the reference unpatterned TiO$_2$:Er thin films was required in order to quantify any enhancement in the signal due to the photonic crystal patterns. Measurements were carried out using the confocal setup detailed in Section 4.3.2.

Emission measurements were carried out for thin film samples of increasing thickness, from 192 nm to 600 nm, of 10% Er doping concentration. The 980 nm emission was only observed for the thickest sample of 600 nm, which is shown in Figure 5-10 with the emission from an undoped TiO$_2$ thin film of the same thickness for comparison. The
emission was measured using a 5 nm emission slit size and 1.70±0.05 mW excitation at 1523 nm. The small peak observed for both undoped and doped emission at around 1017 nm was due to non-integer harmonics of 1523 nm excitation signal scattering into the detector.

Figure 5-10: RED: Photoluminescent emission at 980 nm was only observed for the thickest Er doped thin film of TiO$_2$ (600 nm thickness). BLACK: The emission of an un-doped thin film of TiO$_2$ of the same thickness for comparison.

Closer inspection of the 600 nm film from which the 980 nm peak was detected reveals that significant cracking of the film has taken place during fabrication. A comparison of the cracking of multi-stacked TiO$_2$:Er films with increasing film thickness is shown in Figure 5-11. The deposition of a 2 layer stack of 120 nm films, shown in Figure 5-11(a), reveals slight cracking of the film. In comparison, the deposition of a 5 layer stack of 120 nm films, shown in Figure 5-11(b), reveals extensive cracking across the entire surface.
Figure 5-11: (a) A 2 layer stack of 120 nm thick TiO$_2$:Er films resulted in a small amount of cracking observed on the surface of the stacked films. (b) The cracking increased with the addition of each layer, until significant cracking of the surface was observed for a total thickness of 600 nm.

Although emission at 980 nm was observed for the 5 layer stack, the extensive cracking of the film makes the sample unsuitable for patterning into a 2D photonic crystal. The cracking introduces localised variations in the refractive index of the TiO$_2$:Er, as well as internal scattering of light within the layer. This increased scattering results in an increase in path length of the excitation light, leading to an effective increase in the concentration of light within the layer. Due to the nonlinear nature of the up-conversion process, this could have greatly increased the up-conversion emission at 980 nm. Therefore it is not known whether an uncracked multilayer stack of films of the same thickness would have also resulted in 980 nm light being detected.

The limitations of achieving smooth, uncracked layers of a thickness large enough to observe the up-conversion emission from Er doped TiO$_2$ indicate that the preparation of thin films by sol-gel deposition will not allow for the desired films to be achieved for photonic crystal patterning. Therefore an alternative deposition method of sputter coating was investigated.

5.3 TiO$_2$:Er Thin Films by Sputter Deposition Method

The deposition of Er doped TiO$_2$ films by sputter deposition allowed for thicker films with no cracking to be obtained. The deposition was carried out in the system described in section 4.2.9. The advantage of sputter deposition over sol-gel spin coating is that the desired material is directly deposited onto the substrate using chemically inert Ar ions. Therefore there is no contamination from additional precursors or organic molecules. Furthermore films of several micrometers in thickness could be achieved during a single run. The disadvantage is that it must be carried out in a vacuum chamber.
Doping of the TiO$_2$ layer with Er was achieved by placing Er wire on the surface of a 2” TiO$_2$ sputter target. The wires were placed radially on the circular surface in order to provide as a symmetric a distribution as possible, with respect to the target and the resulting toroidal plasma distribution above the target. This technique has previously been used to successfully to dope In$_2$O$_3$ with Er [13]. The surface area covered by the Er wire was calculated to be 10%, in order to attempt to achieve a similar doping concentration. This was a very rudimentary method of doping the TiO$_2$ layer and was likely to result in significant variations in the doping concentration across the deposited thin film. To attempt to minimise the doping variations, the substrate was positioned as far away from the source target as possible, while still maintaining a sensible deposition rate. The etch rate of the Er metal with respect to the TiO$_2$ target would also play a significant role in the final doping concentration. However for the purposes of this work, the method chosen was suitable as a first approximation to test the viability of the technique. A more consistent Er doping concentration could be achieved in future work by preparing a pre-doped TiO$_2$ sputter target.

Initial tests revealed that the sputter deposition rate was very slow, therefore a long deposition time was required to achieve the desired thickness of 1-2 μm. Samples thicker than 2 μm were expected to be very difficult to fully etch the photonic crystal features, while thicknesses of <600 nm (from sol-gel deposition) had previously shown to be too thin to measure an up-conversion signal. The deposition conditions used for the sputtering are detailed in Table 5-3. The thin films were sputtered onto silicon substrates.

<table>
<thead>
<tr>
<th>RF Power (W)</th>
<th>Ar Pressure (mBar)</th>
<th>Distance of Substrate from Target (cm)</th>
<th>Deposition Rate (nm/hour)</th>
</tr>
</thead>
<tbody>
<tr>
<td>120</td>
<td>1×10$^{-3}$</td>
<td>15</td>
<td>150</td>
</tr>
</tbody>
</table>

Table 5-3: The RF sputter conditions used for the deposition of Er doped TiO$_2$ required several hours of deposition to achieve the desired thickness of 1-2 μm.

The RF Power was limited to a maximum value of 120 W and the coatings were carried out in 1 hour segments. This was done to avoid excessive heating of the sputter target, which could result in the target cracking. Samples were prepared using this method up to 4500 nm in thickness, without any sign of the cracking.
5.3.1 Effects of Annealing and Ellipsometry Analysis of Sputter Prepared TiO$_2$:Er Thin Films

The samples prepared by RF sputter coating were annealed in a tube furnace to analyse the refractive index of the films. A gradient in the refractive index between the top and bottom of the layer was observed, as found previously for the sol-gel films. By comparing the refractive index of the sol-gel and sputter coated films annealed at 500°C (Figure 5-12), it can be seen that there is a greater gradient change for the sputter coated film than the sol-gel prepared film. The refractive index of the top of the layer for the sputter coated film is also much higher than that of the sol-gel film.

The gradient in refractive index may be due to a change in stoichiometry of the film with thickness (deposition time). The change in stoichiometry during the sputtering process has been reported elsewhere as a common effect for oxide targets [14]. Furthermore sputtering a TiO$_2$ target with Ar alone (no O$_2$ available in the system used), as was carried out in this study, can result in non-stoichiometric TiO$_2$ films [15]. Annealing in air will result in an uptake of oxygen by the film towards stoichiometry, however this process may not be uniform throughout the thickness of the film. The increase in refractive index observed from the bottom to the top of the film is consistent with a change from non-stoichiometric to stoichiometric TiO$_2$ [15]. This is consistent with a reduction in oxygen uptake the further from the surface of the film, as would be expected from the annealing procedure.
Figure 5-12: Real \((n)\) and imaginary \((k)\) components of the refractive index for sol-gel and sputter deposited films. The large separation in the values of the real component of the refractive index for sputter coated films is believed to be due to an initial non-stoichiometric deposition of \(\text{TiO}_2\) by sputter coating, followed by a gradient in oxygen uptake with thickness from annealing in air.

Further analysis of the refractive index of the sputter coated films was carried out over a range of annealing temperatures. The refractive index at 980 nm was used for comparison between the different calcination temperatures. A general trend of increasing \(n\) with calcination temperature was observed for the top of the layer with one exception being the dip at 700°C, as shown in Figure 5-13. The bottom of the layer also reveals an increase in \(n\) up until 800°C. At 900°C a sharp decrease in \(n\) is observed, while the ellipsometric data for 1000°C was not possible to model. The imaginary component of the refractive index, \(k\), showed the same increasing trend with temperature for the top and bottom of the thin film layer. The repeatability of the measurements was characterised by calculating the mean percentage error between the refractive index calculated using the experimental data from four different locations on the same sample.
Figure 5-13: Both the real ($n$) and imaginary ($k$) components of the refractive index show a general increase with a rise in annealing temperature.

The increase in refractive index with annealing temperature is expected, due to the gradual change in phase from anatase to rutile. The dip in the refractive index at the top of the thin film annealed at 700°C is unexpected. The overlap of the error bars for $n_{\text{Top}}$ and $n_{\text{Bottom}}$ at 700°C indicate that it cannot be said for certain whether the refractive index at the bottom of the film is indeed larger than that at the top. However the well separated uncertainties in the measurements for the refractive indices at the other temperatures suggest that a general trend can be concluded. Preparing further samples across the full temperature range would allow for more precise values for the refractive indices to confirm the overall trend.

The change in refractive index with annealing temperature demonstrates how the refractive index of the material can be tuned to the desired optical properties for the photonic crystal. However the variation in refractive index with depth is an unwanted property that would reduce any effect from a photonic crystal created in this film. The wavelength at which a 2D photonic crystal will be resonant is determined by both the geometry and contrast in refractive index between the high and low components. A
variation in refractive index with film depth will result in the resonant wavelength also varying with depth, which will reduce the effect of the photon crystal layer.

5.3.2 Optical Measurements

Photoluminescence measurements of the 4500 nm thick sputter coated TiO$_2$:Er were carried out using the setup detailed in section 4.3.2. This sample was chosen for carrying out optical measurements as it was the thickest one prepared by sputter deposition. No emission was observed for the thinner samples prepared in this study. The sample was excited at 1523 nm and a 10 nm detection slit width was required to obtain a good signal to noise ratio at peak center. The emission scans were automatically averaged over 10 repetitions by the software in order to obtain a better representation of the peak profile. The emission profile of the sample calcinated at 500°C is shown in Figure 5-14, in addition to the normalised emission of the sol-gel prepared “highly cracked” film for comparison. A very small up-conversion emission peak, centered at 981 nm, was observed for the sputter coated sample when normalised against the reference emission spectra.

Figure 5-14: Photoluminescence of sputter coated and sol-gel prepared TiO$_2$:Er films. A very small up-conversion emission at 980 nm was observed for the 4500 nm TiO$_2$:Er sputter coated film (RED), when excited at 1523 nm. This emission was much less than that observed for the highly cracked sol-gel prepared film (BLACK).
RF sputter deposition allowed for the formation of Er doped TiO$_2$ films up to a thickness of 4500 nm, without the detrimental cracking that was observed for spin-coated sol-gel films. However, even for these very “thick” thin films, only a very weak up-conversion emission at 980 nm was observed. Furthermore, the exact Er doping concentration could not easily be controlled and was likely to be non-uniform across the area of the film. The facilities to measure the Er doping concentration in the TiO$_2$ thin film following deposition were not available during this study and so were beyond the scope of this work.

To measure any enhancement in the small up-conversion signal due to a 2D photonic crystal, the desired pattern of holes or pillars would have to be etched through the full depth of the layer. This etch would have to be anisotropic all the way down, to maintain the desired resonance wavelength. In the following section, the development of an anisotropic TiO$_2$:Er etch will be presented.

### 5.4 Fabrication of TiO$_2$:Er 2D Photonic Crystals

RF sputter coating had been shown as a viable technique for the preparation of uniform thin films of TiO$_2$:Er. Therefore it was important to investigate the fabrication of 2D photonic crystals into these thin film layers, using dry etching techniques. Both reactive ion etching and focused ion beam etching were investigated for the purpose of this study.

#### 5.4.1 Reactive Ion Etching of TiO$_2$:Er

Reactive ion etching was investigated as a technique for the fabrication of photonic crystals in the TiO$_2$:Er thin films. Initial etches were carried out to characterise the etch rate of the sol-gel prepared TiO$_2$:Er under different process conditions. The initial etch chemistry used, detailed in Table 5-4 was based on the work by Setyawati *et al.* and Norasetthekul *et al.* [16, 17]. The sample was kept at 20°C using a carbon carrier wafer and He backside cooling.

<table>
<thead>
<tr>
<th>RF Power (W)</th>
<th>ICP Power (W)</th>
<th>Pressure (mTorr)</th>
<th>SF$_6$ (sccm)</th>
<th>Ar (sccm)</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0</td>
<td>20</td>
<td>10</td>
<td>4</td>
<td>2</td>
</tr>
</tbody>
</table>

*Table 5-4: The initial etch chemistry used for the dry etch of TiO$_2$:Er was based on a fluoride etch using SF$_6$. (sccm = standard cubic centimetre per minute).*
Rectangular Cr masks, 50 nm thick, were prepared on the TiO₂:Er samples using the lift-off technique with a UV photoresist. The deposition of the Cr material was achieved by thermal evaporation using the setup detailed in section 4.2.8. The RF power, ICP power, SF₆ flow rate and Ar flow rate were varied independently to characterise the etch rate. All etches were carried out for 2 minutes. The etch depth was measured using a Dektak profilometer.

The dependence of the etch rate on RF and ICP power is shown in Figure 5-15. An increase in etch rate was observed for an increase in RF power from 50-100 W. A larger RF power provides a higher average ion energy, therefore an increase in etch rate is expected. However at RF powers greater than 100W, the etch rate decreases. The etch rate also decreases for an increase in ICP power. It is believed that these observed decreases in etch rate for both high RF and ICP power are due to the complete removal of the Cr mask during the etching procedure, resulting in a period where both the top and bottom of the feature are etched together. As the etch rate is dependent on the aspect ratio, with the base of features of higher aspect ratio being etched at a faster rate than those with a smaller aspect ratio, the top of the feature will etch faster than the base, resulting in a reduction in the overall etch depth is the mask if removed during the etch [18]. An increase in the mask etch is expected with increasing RF and ICP power due to larger ion bombardment effects, which provide the greatest contribution to metal mask etching.

The remaining Cr mask thickness was calculated for each of the etches by measuring the etch depth before and after the removal of any remaining Cr using a wet etch. The remaining mask thickness following the etch was found to be very small, well within the experimental uncertainty of the etch measurements. This confirmed that most of the Cr masks had indeed been removed during all of the etches, however provided little insight into the selectivity of the etch.
Figure 5-15: TiO$_2$:Er etch rate as a function of RF and ICP power. The apparent decrease in etch rate observed for both increasing RF and ICP power is believed to be due to the complete removal of the Cr hard mask during the etching process. The increase in etch rate from RF= 50 to 100 W is consistent with that expected for the Cr hard mask remaining for the entirety of the etch.

The complete removal of the Cr mask during these etches was unexpected. The chemical etch rate of Cr to SF$_6$ is extremely small, <1 nm/min [19]. Therefore the main contributing factor to the Cr etch was from the physical sputtering of the Ar ions. We would therefore expect to see a decrease in the TiO$_2$:Er etch rate with increasing Ar flow rate above the standard recipe. From Figure 5-16 a decrease in etch rate is indeed observed from 4-6 sccm, however there is an increase in etch rate from 6-8 sccm. The large measurement uncertainties and small sample set means that additional measurements are required to fully ascertain the trend for higher Ar flow rates. The increase in SF$_6$ flow rate (Figure 5-16) also provides little information due to the large measurement uncertainties.
Figure 5-16: TiO₂:Er etch rate as function of SF₆ and Ar flow rate. The large experimental uncertainties in the etch rates mean that it is difficult to draw any firm conclusions about the role that both Ar and SF₆ flow rate have on the etch rate.

The removal of Ar from the reaction chemistry should greatly reduce the physical component of the etch. However SF₆ alone results in a very isotropic etch and so would not provide the vertical side walls desired for the 2D photonic crystals. Therefore CHF₃ was chosen to be used as the source of F ions. The advantage of CHF₃ is that it can be used both for etching and side wall passivation through the deposition of perfluoroethylene (\([\text{CF}_2]_n\)) films on the vertical faces of the feature [20]. The etch conditions of the test are shown in Table 5-5. An increase in pressure was required to start the plasma process. Furthermore a reduction in RF power was required to further increase the selectivity of the mask to the TiO₂:Er.
Table 5-5: CHF₃ was found to etch TiO₂:Er, however the etch rate was so small that it was unsuitable for use in this study where etch depths of around 4500 nm were required.

It can be seen from Table 5-5 that the etch rate of TiO₂:Er using a CHF₃ based chemistry is extremely slow, only 2.53 nm/min. Therefore this chemistry is not suitable for achieving the large etch depths of around 4500 nm expected to be required for a TiO₂:Er film thick enough to observe up-conversion.

The Cr masks used in this study were not suitable for fully characterising the etch rate of the TiO₂:Er material due to insufficient resistance to the physical and chemical conditions. This was surprising due to the expected inert nature of the Cr material. Improvements to the hard mask resistance could have been achieved by changing the mask thickness or material.

An increase in the thickness of the metal mask layer would have allowed for deeper TiO₂:Er etches to be carried out. However constraints associated with the lift-off procedure meant that there was a limit to the thickness of metal that could be deposited to allow lift-off to be successfully carried out. This maximum thickness of metal is around 1/3 of the thickness of the sacrificial photoresist layer. The PMMA photoresist used for patterning the photonic crystals features was 300 nm thick. This meant that the metal mask layer was limited to a maximum thickness of 100 nm to allow lift-off to be successful. The initial experiments carried out in this study resulted in selectivity of around 1:2 for Cr mask to TiO₂:Er etch. Therefore increasing the Cr mask thickness to the maximum value would only increase the etch depth of TiO₂:Er to around 200 nm; still well below the desired 4500 nm.

The typically very low etch rates of thermal evaporation deposited Cr in a fluoride based chemical etch or an argon sputtering etch [19] meant that the Cr layer was expected to be strong enough to easily withstand the etch chemistry developed in this thesis for etching TiO₂. The reason why the Cr mask was not providing the good etch resistance as expected was unclear. Therefore alternative routes for fabricating photonic crystals of TiO₂ were
explored. One such route was the fabrication of holes in TiO₂ using focused ion beam etching, which will be discussed in the following section.

### 5.4.2 Focused Ion Beam Etching of TiO₂:Er

Focused ion beam (FIB) etching was investigated as an alternative to ICP-RIE for the etching of holes into TiO₂:Er to form 2D photonic crystals. The advantage of FIB is that no mask is required, therefore selectivity is not an issue. However FIB etching is a purely physical sputtering process, therefore it can be difficult to achieve anisotropic structures with high aspect ratios. For an initial test, holes of around 300 nm diameter were etched into a sample of the RF sputter coated TiO₂:Er.

![Figure 5-17: SEM micrographs of etched TiO₂:Er films. (a) Directly etching the TiO₂:Er material resulted in loss of geometrical form due to the excessive charging and deflection of the ion beam, forming elliptical holes. (b) The deposition of a thin layer of Pt, on top of the TiO₂:Er surface prior to etching, allowed for the charge to rapidly dissipate and for the desired circular holes to be achieved.](image)

An initial etch was carried out onto the bare TiO₂:Er sample, which resulted in elliptical holes being formed. It can be seen from Figure 5-17 (a) that direct exposure of the TiO₂:Er thin film with the focused ion beam results in significant charging of the dielectric film, leading to localized deflection of the beam and divergence from the desired geometric form of the etch. The deposition of a thin Pt film (~10 nm) onto the region to be etched, prior to etching, provides a thin conductive layer for rapid charge dissipation. From Figure 5-17 (b) it can be seen that the etching of the holes onto regions exposed to a thin Pt film allows for the desired circular holes to be achieved.

The 2D photonic crystals require holes with vertical side walls. Therefore it was important to analyse the anisotropy of the etch. This was achieved by depositing Pt into the holes
and then etching away a trench using FIB at an oblique angle to view the cross section. The Pt fill was required to avoid redeposition of the sputtered material into the hole. The trench and an expanded view of a hole filled with Pt can be seen in Figure 5-18(a) and Figure 5-18(b) respectively. The cross section of the hole shows clearly that the side wall anisotropy is very poor, with the hole diameter decreasing from 258 nm at the top to 63 nm at the bottom of the 1112 nm deep hole.

![Figure 5-18](image)

Figure 5-18: (a) The holes fabricated by focused ion beam etching were found to show poor anisotropy, with the hole diameter decreasing from 258 nm at the top, to 63 nm at the bottom of a 1112 nm deep hole. (b) The holes were filled in with Pt prior to exposing the cross section of the holes, to ensure that no redeposition of the sputtered material occurred.

The poor anisotropy means that this method would not be suitable for forming the straight, vertical side walled features that would be required for 2D photonic crystals. The depth achieved was far greater than that for reactive ion etching and no mask was required to prepare these features. However the anisotropy is critical to the effect of the photonic crystal and so focused ion beam etching was not a suitable choice of fabrication method for this study.

5.5 Conclusions of the Fabrication of TiO$_2$:Er 2D Photonic Crystals

The fabrication of thin films of Er doped TiO$_2$ was achieved using the sol-gel method. This method allowed for the doping concentration of Er to be accurately controlled, while carrying out the fabrication in ambient conditions. There was found to be a limit to the thickness of a single film that could be deposited due to mechanical failure of the films. This limit was found to be around 130 nm. The cracking was believed to be due to the
evaporation of water, ethanol and the breakdown of other organic compounds during the
initial curing of the films. The stacking of multiple films allowed for thicker layers of
TiO$_2$:Er to be achieved, whereby each film was pyrolysed between the application of a
subsequent film. However these layers also exhibited a limit to the overall thickness,
found to be around 600 nm. Furthermore, the repeatability of obtaining un-cracked
stacked films of this thickness was very poor.

The structural and optical properties of the sol-gel prepared films calcified at 500°C and
1000°C were analysed. The films calcinated at 500°C were found to be of a uniform dense
structure, with a refractive index at the top of the film consistent with that expected for
the anatase phase of TiO$_2$ ($n_{\text{top}}=2.03$ at 980 nm). The films calcinated at 1000°C were
found to be of a granular structure, with a refractive index at the top of the film consistent
with that expected for an intermediate anatase-rutile phase of TiO$_2$ ($n_{\text{top}}=2.32$ at 980 nm).
Moreover, the refractive index was found to vary with the depth of the film. The change
in the real components of the refractive index was small for the anatase phase
($n_{\text{bottom}}=2.02$, $n_{\text{top}}=2.03$ at 980 nm) and large for the anatase-rutile phase ($n_{\text{bottom}}=1.38$,
$n_{\text{top}}=2.32$ at 980 nm). The imaginary component of the refractive index was found to show
a small change below 350 nm for the anatase-rutile phase only. It is believed that these
changes in refractive index could be due to the varying granular nature of these films.
However further investigation beyond the scope of this study is required to fully ascertain
the reason.

Diffuse reflectance measurements of the bulk TiO$_2$:Er material revealed that the
electronic transition of the tri-valent Er in the TiO$_2$ host were in the correct position for
the desired application. However up-conversion measurements of emission at 980 nm
following excitation at 1523 nm were extremely difficult to observe. The one sample from
which an up-conversion signal at 980 nm was observed was shown to be crack damaged,
suggesting that the cracking was greatly increasing the path length of the light within the
layer, resulting in an increased signal. However this highly cracked film was not suitable
for patterning into a 2D photonic crystal.

The deposition of Er doped TiO$_2$ by sputter deposition was investigated to improve the
thickness of un-cracked films. This method allowed for films of up to 4500 nm to be
obtained, with the potential to increase the thickness further still. However the doping
concentration could not easily be controlled and was subject to non-uniformity. Up-
converted emission at 980 nm following excitation at 1523 nm of this un-cracked film following calcination at 500°C was achieved, however the signal was very weak.

Investigation of the reactive ion etching of the TiO$_2$:Er films demonstrated that the Cr mask used to calibrate the etch was not strong enough to withstand the etching procedure. This was surprising given the typical properties of a Cr film and the cause of the weak nature of the mask was unclear. The weak nature of the mask material, in addition to the highly anisotropic and high aspect ratio features desired meant that reactive ion etching was not believed to be a suitable method for the fabrication of 2D photonic crystals in a 4500 nm film of TiO$_2$:Er.

Focused ion beam etching was carried out as a maskless alternative for the fabrication of 2D photonic crystals in TiO$_2$:Er. Initial investigation revealed that the dielectric nature of the film resulted in significant charging on the surface, resulting in deformation of the desired features. This was overcome by depositing a thin film of Pt prior to the etch, which allowed for the charge to dissipate during the etch. The initial study demonstrated that FIB was suitable for achieving the desired depth, however redeposition of the sputtered material onto the side walls resulted in inverse conical etches: far from the straight vertical side walls desired.

The difficulties highlighted above in the fabrication of Er doped TiO$_2$ and the subsequent patterning of such a film to achieve anisotropic 2D photonic crystals resulted in alternative materials and fabrication methods being explored to prepare a 2D photonic crystal to enhance up-conversion for silicon photovoltaics. This involved using a well-established technique of using reactive ion etching to fabricate nanostructures in silicon. YF$_3$, a host material of lower phonon energy than TiO$_2$, was then doped with erbium and incorporated in the space between the pillars using thermal evaporation. Although the overall fabrication process involves a greater number of steps, it was hoped that the combination of using an etch procedure for silicon that has been very well developed in the microelectronics industry, in combination with a better host material for erbium would improve both the fabrication of the nanostructure 2D photonic crystal and improve the 980 nm emission. The following chapter will detail the fabrication and analysis of this alternative approach.
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Chapter 6 - Silicon 2D Photonic Crystals for Enhancing YF\textsubscript{3}:Er Up-Conversion Emission

6.1 Chapter Overview

In this chapter the fabrication and analysis of 2D photonic crystals composed of Si and YF\textsubscript{3}:Er is presented. Triangular arrays of Si pillars were prepared using electron beam lithography, lift-off of a metal mask and anisotropic reactive ion etching. Thin films of YF\textsubscript{3}:Er were deposited between the Si pillars using thermal evaporation. Structural and optical analysis of the resulting up-conversion thin films and 2D photonic crystals were performed. The key optical parameters for this study were the refractive index of the YF\textsubscript{3}:Er layer and the up-conversion photoluminescence, which were analysed using ellipsometry and confocal fluorescence spectroscopy respectively.

2D photonic crystals of Si with vertical side walls were successfully fabricated using ICP-RIE. Thin films of YF\textsubscript{3}:Er were prepared, with their crystalline and fluorescence properties found to be directly dependent on the substrate temperature during deposition by thermal evaporation. An increase by a factor of 3.79 to the up-conversion emission at 980 nm (using 1523 nm excitation) was observed, however this could not be directly attributed to band edge enhancement from the photonic crystal. Improvements to the partial filling of the space between the Si pillars with YF\textsubscript{3}:Er were explored, however this remained a key limiting factor in the fabrication process.

6.2 Metal Mask Fabrication

In this section the fabrication of metal masks for reactive ion etching is discussed. The use of aluminium and chromium masks prepared by the lift-off technique are compared and evaluated for use in this study.

Initial inspection of mask selectivity was carried out to find the appropriate type of mask material to use to etch silicon. The electron beam lithography system (section 4.2.6) was used to pattern features into the high resolution positive resist PMMA. Direct use of the PMMA resist as a mask was tested using a RIE gas chemistry known to etch silicon. However the PMMA mask was found to be completely removed very quickly and it was evident that it could not provide the desired selectivity to achieve the desired depth of silicon etch required. Therefore investigation of the use of metal masks was carried out to achieve a much higher etch selectivity.
The metal masks were deposited using thermal evaporation (section 4.2.8). Al and Cr were chosen to be investigated as metal mask materials due to their ease of evaporation, inert nature to fluoride based etch chemistries and selective removal in a wet chemical etch.

6.2.1 Metal Mask Fabrication Using Lift Off

Metal masks were prepared using the lift-off method [1, 2]. This method involves the deposition of a metal layer on top of a patterned lower layer, which is selectively removed by a wet chemical etch. This leaves the metal layer in a pattern that is the inverse of that obtained with the lower layer. The method is summarised in Figure 6-1.

![Figure 6-1: Schematic diagram of the lift-off method.](image)

Thermal evaporation was used for the fabrication of metal masks by the lift-off technique. One advantage of thermal evaporation for this technique is that it allows for a highly directed deposition, resulting in lower side wall coverage than would be achieved by sputter deposition [2]. A disadvantage of thermal evaporation is that greater heating of the resist can occur, leading to softening of the edges and hence deposition of material onto the side walls, which inhibits the lift off procedure [2].

The deposition rate and final thickness were carefully controlled to benefit the lift off process. The deposition rate was kept as low as possible (around 5-10 nm/min) to
minimise sample heating [2]. In order to limit side wall coverage, films of no more than around 1/3 of the resist thickness were deposited.

To further minimise side wall coverage, the sample was positioned vertically above the metal source, with as great a distance in between source and substrate as possible. This distance was measured to be 27 cm in the evaporation chamber used.

It is advantageous for the PMMA layer to be as thick as possible; however there is a limit to the thickness available due to the lithography patterning process. A thicker PMMA layer allows for a longer of etch of the material layer below, or provides a greater separation of the top and bottom metal mask layers for lift off. However the thickness is limited by the depth to which the electrons from the electron beam lithography system can penetrate, therefore developing the polymer. For the combination of feature sizes desired and electron beam parameters used, the PMMA layer thickness was limited to around 350 nm.

Following the evaporation of the metal onto a patterned photoresist, the photoresist and upper metal layer were removed using a wet chemical etch. The sample was placed in an acetone solution (>99%) in an ultrasonic bath for 10 minutes. The sample was then blown dry with N₂ before being placed in a fresh solution of acetone in an ultrasonic bath for a further 10 minutes. Finally, the sample was blown dry with N₂. The ultrasonic bath helped to break any metal deposition on the side walls of the patterned photoresist. The second rinse in acetone was carried out to minimise contamination of loose pieces of metal from the surface of the patterned structure.

A comparison was carried out between Al and Cr to compare the adhesion of the metals to the silicon substrate, as well as comparing the overall lift off results. Samples consisting of triangular arrays of holes (~200 nm radius) were patterned in 30 μm x 30 μm squares using e-beam lithography in a PMMA photoresist. The hole radius was decreased between each patterned area. Sets of samples were evaporated with either Al or Cr, with each metal film 50±5 nm thick. Lift off was carried out leaving cylindrical disks of metal masks in place of the PMMA holes. The resulting arrays of cylindrical masks were analysed using optical microscopy, shown in Figure 6-2. The series of optical images show that lift off begins to fail for both Al and Cr as the radius of the masks decrease. At the smallest radius, lift off has failed for both Al and Cr, resulting in the loss of periodic structure and rendering the patterns useless. There is therefore a limit to the minimum radius of metal mask that can be used for further experimental work.
Figure 6-2: Optical microscope image of patterned metal masks. The cylindrical metal masks remaining following lift off for both Al and Cr is shown. As the mask radius decreases, lift off becomes less effective. For the smallest mask radius, successful lift off is not achieved for either Al or Cr.

For very small mask radii, lift-off fails for both Al and Cr. For larger mask radii, very little difference in the lift off is observed between Al and Cr. Therefore Cr was chosen to use as the metal mask material for future work in this thesis due to its increased etch resistance to physical sputtering [3].

Two methods for metal mask pattern transfer have been successfully developed. Thin films of metal were deposited using thermal evaporation to achieve the desired metal thickness. Pattern transfer from a polymer photoresist was achieved using either dry metal etching of the metal layer below, or lift off of the metal layer above the patterned photoresist. A dry metal etch based on SiCl$_4$ was found to achieve good selectivity with a PMMA mask and good anisotropy. Both Al and Cr were shown to be suitable for lift off for the small geometrical dimensions required. Cr was chosen to be used for future work in this thesis due to its greater etch resistance to physical sputtering.
6.3 Reactive Ion Etching of Silicon

In this section the fabrication of nano-scale holes and pillars in Si by reactive ion etching is discussed. The development of an optimised reaction chemistry for the anisotropic etching of Si will be presented, along with an analysis of the fabrication process.

To achieve the desired Si etch depth, metal masks were prepared as described in the section 6.1. The simulations used to model the effect of the photonic crystal were 2D, therefore deeper Si features (higher aspect ratio) will provide a better representation of the modeled structure. A deeper 2D photonic crystal would also allow for a thicker up-conversion layer to be deposited, increasing the up-conversion signal and hence the signal to noise ratio.

6.3.1 Anisotropic Etching of Silicon

An anisotropic Si etch was required to achieve straight side walls, ensuring that the correct geometric parameters, critical to the device performance, were present throughout the depth of the 2D photonic crystal. Anisotropic etching using RIE is carried out by concurrent downward directed etching in conjunction with side wall passivation. By carefully controlling the etch chemistry and chamber conditions, the side wall angle can be tuned as desired.

Halogen based plasmas are most often used for the RIE of Si [4]. This is because they have high etch rates and the Si-halide etch products are volatile. Anisotropic etches are commonly achieved by using either F or Cl based plasmas.

For F based plasmas, the F atoms have been shown to be directly involved in the etching process [4]. Anisotropic etching can either be achieved by directly using SF₆ and reducing the substrate temperature down to around -120°C to form a passivating SiₓFᵧ side wall layer [5], or by introducing a polymer forming species to passivate the side walls [6].

For Cl based plasmas, etching is carried out by ion-induced etching only. This is because Cl atoms do not etch Si spontaneously at room temperature [4]. Therefore anisotropic etching is achieved by the inherent directionality of the ion species.

Due the chemicals available in the ICP-RIE system used (section 4.2.7), the etching of Si was limited to the use of F based plasmas. The plasma chemistry chosen, taking into
account the available gases in the system, was based on SF$_6$ and CHF$_3$. The main plasma radicals, products and inhibitors of these etch gases are shown in Table 6-1.

<table>
<thead>
<tr>
<th>Gas</th>
<th>Radicals</th>
<th>Products</th>
<th>Inhibitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHF$_3$</td>
<td>CF$_2$</td>
<td>HF, (SiF$_4$)</td>
<td>Si$_x$C$_y$F$_z$, ([CF$_2$]$_n$)</td>
</tr>
<tr>
<td>SF$_6$</td>
<td>F, SF$_3$</td>
<td>SiF$_4$</td>
<td>Si$_x$S$_y$F$_z^*$</td>
</tr>
</tbody>
</table>

Table 6-1: Summary of gases used for the RIE of Si, including their main plasma radicals, products and inhibitors. Table adapted from. Table adapted from [4]. * Only with cryogenic cooling.

The SF$_6$ gas provides fast isotropic atomic etching. The atomic F radicals formed in the plasma quickly form a fluorinated crust on the surface of the Si that extends around 5 monolayers into the bulk material [6]. Subsequent F atoms penetrate the top of this layer, attacking Si-Si bonds below the surface. The volatile products released are the stable SiF$_4$ and the free radical SiF$_2$. These free radical species combine with F in the surface layer forming further molecules of stable SiF$_4$ [6].

The CHF$_3$ gas provides an inhibitor film that induces anisotropy to the etching process. Under suitable plasma conditions the ion flux, which is perpendicular to the sample surface, prevents growth of the inhibitor film on the horizontal surfaces. Therefore selective deposition of the inhibitor layer on the vertical side walls occurs, preventing it from being etched. When using CHF$_3$ gas, perfluoroethylene ([CF$_2$]$_n$) films are deposited on the side walls [6]. Varying the ratio of SF$_6$ to CHF$_3$ allows for the angle of the side walls during the etch to be controlled. In particular, the ratio F/C is often used as a measure of etching (F*) over deposition (CF$_x^*$) [7].

It is important to maintain control of the substrate temperature during the etching process. Temperature is a key parameter in the reaction chamber, controlling every energy step including adsorption and chemical reaction [4]. It was found that the carrier wafer can have a significant effect on the substrate temperature. A silicon etch was performed under the same reaction conditions using both a C (graphite) carrier wafer and a TiO$_2$ coated Si carrier wafer. The C carrier wafer was 5 mm thick and the sample was placed on the carrier wafer directly, with no intermediate layer. The TiO$_2$ coated Si wafer was 502 μm thick and a Fomblin oil intermediate layer was used to ensure good thermal contact between the sample and carrier wafer. The Si etch carried out using the TiO$_2$ coated Si wafer was subject to a 1 minute holding step before the plasma was induced, in order to reach thermal equilibrium with the actively cooled bottom contact of the RIE. All of these
adaptations were carried out to maximize cooling of the substrate during the etching process. The thermal conductivity of Si (12.4 W/m.K) is greater than that of C-graphite (0.18-1.29 W/m.K) [8]. Therefore a greater heat transfer is expected to take place across the thinner Si carrier wafer than the thicker C carrier wafer (assuming the 2 μm TiO₂ layer to be negligible in the heat transfer process).

From Figure 6-3 it can be seen that the temperature of the substrate during the etch plays a critical role in the anisotropy achieved. The base of the carrier wafer was set to 20°C for all etches, using the circulating chiller. The Si etch achieved using the C carrier wafer, shown in Figure 6-3 (a), reveals an isotropic etch with a large undercut of the mask. In comparison the Si etch achieved using the TiO₂ coated Si carrier wafer, shown in Figure 6-3 (b), shows a much smaller undercut with more vertical side walls. This suggests that the sample is cooler during the etch, allowing for increased deposition of the polymer passivation layer on the vertical side walls.

Figure 6-3: SEM micrograph of etched Si features. The carrier wafer has a strong influence on the substrate temperature, which in turn influences the anisotropy of the etch. (a) Si etch with C carrier wafer showing a large undercut from the isotropic etch. (b) Si etch with TiO₂ coated Si carrier wafer showing an anisotropic etch.

It was found that using an uncoated Si carrier wafer resulted in a near identical anisotropy as shown for the TiO₂ coated Si carrier wafer. Therefore a bare Si carrier wafer (with intermediate Fomblin oil contact layer) was used for all subsequent Si etches, with the base of the carrier wafer set to 20°C.

A series of characterisation etches were carried out to determine the F/C ratio to optimise the anisotropy of the Si etch. The etch chemistry was kept constant apart from the SF₆ flow rate, which was decreased stepwise. The parameters for the general etch conditions are detailed in
Table 6-2, where the SF₆ flow rate was decreased in steps of 2 from 10 to 4 sccm. The substrate was maintained at 20°C throughout the etch using water cooling. The results of the characterisation etched are shown in Figure 6-4.

<table>
<thead>
<tr>
<th>RF Power (W)</th>
<th>ICP Power (W)</th>
<th>Pressure (mTorr)</th>
<th>SF₆ (sccm)</th>
<th>CHF₃ (sccm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>200</td>
<td>9.5</td>
<td>x</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 6-2: General etch conditions for anisotropic Si etching. x =4, 6, 8 and 10.

The geometric profiles of the Si etch were analysed to find the optimum parameters for anisotropic etching. Both the side wall angles and vertical etch depths were investigated. The 0 degree angle was chosen to be in the vertical direction, where a negative side wall angle corresponds to an undercut of the mask. The Si etch was measured from the bottom of the mask to the top of the substrate layer below. The results of the characterisation analysis are shown in Figure 6-5.
Figure 6-4: SEM micrographs of Si pillars. The SF$_6$ flow rate, measured in sccm, was decreased from 10 (a), 8 (b), 6 (c) to 4 (d). As the SF$_6$ flow rate decreased, polymer passivation of the side walls increased and so the anisotropy of the etch could be controlled.

From Figure 6-5 it can be seen that anisotropic etching was found to occur using 6 sccm of SF$_6$, resulting in a vertical etch rate of 839±19 nm/min. The large uncertainty in the side wall angle measurements are as a result of very shallow angles being measured along a grainy edge boundary from the SEM images.
Figure 6-5: Side wall angle and etch height of Si pillars as a function of SF$_6$ flow. Increasing the SF$_6$ flow rate increased both the vertical and horizontal etch, resulting in an undercut of the mask (negative side wall angle). Anisotropic etching was found to occur using 6 sccm of SF$_6$, resulting in a vertical etch rate of 839±19 nm/min.

The condition of the chamber walls can have a significant effect on the etch chemistry. The ICP-RIE system used to carry out the etches was a central research facility and there was no guarantee that the chamber walls would be in the same condition as when the previous etch was carried out, due to other facility users. In a low pressure plasma, the radicals collide just as frequently with the reactor walls as with each other. Recombination reactions, in particular, have a huge effect on the radical densities [9]. During the course of the reaction, the reactor walls will in general be coated with the same material that is forming the passivation layer on the side walls of the etched features. As this layer builds and the temperature and chemical nature of the reactor walls change, process drift can occur whereby the conditions required for anisotropic etching can change slightly from wafer to wafer.

To try to minimise adverse effects from the chamber wall, the chamber was conditioned using a set of etches with a bare Si carrier wafer before the samples were etched. The cleaning and conditioning etches carried out are shown in Table 6-3.
<table>
<thead>
<tr>
<th>Etch</th>
<th>RF Power (W)</th>
<th>ICP Power (W)</th>
<th>Pressure (mTorr)</th>
<th>SF₆ (sccm)</th>
<th>CHF₃ (sccm)</th>
<th>O₂ (sccm)</th>
<th>Ar (sccm)</th>
<th>Time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>O₂ Clean</td>
<td>0</td>
<td>250</td>
<td>20</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>Condition</td>
<td>20</td>
<td>200</td>
<td>9.5</td>
<td>6</td>
<td>70</td>
<td>0</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 6-3: The chamber conditioning etches were carried out before each set of samples to minimise adverse effects from the chamber walls. The O₂ cleaning plasma was carried out before the SF₆ conditioning plasma.

The chamber walls required manual cleaning when a thick film of material had built up from successive users running insufficient cleaning etches (see Figure 6-6). If left in this dirty state, the reaction chemistry would not only be altered, there would also be deposition of chamber wall material onto the sample below. Manual cleaning was carried out using a scotch pad and isopropanol. The constantly varying conditions of the chamber walls meant that the SF₆ flow rate was occasionally varied by a very small amount (0.5-1 sccm) in order to fine tune the side wall angle to ensure anisotropic etching.

Figure 6-6: ICP-RIE chamber. Insufficient cleaning by multiple users of the ICP-RIE meant that manual cleaning was required. Fouling of the top surface of the reaction chamber and of the quartz ring clamp is apparent as a brown stain in the above image of the reaction chamber.

It has been shown that careful control of the reaction chemistry and understanding of the influencing factors has allowed for characterisation and optimisation of the anisotropic etching of Si to be achieved. The optimised etch chemistry developed was used for the fabrication of 2D Si photonic crystals.
The anisotropic etching of Si using IPC-RIE has been optimised for nanoscale features. An analysis of the factors effecting the anisotropy has been carried out. Investigation of the selectivity of the Cr mask has shown that it can be used to achieve the desired etch depths for fabrication of the 2D photonic crystals.

6.4 YF$_3$:Er Thin Films by Thermal Evaporation

In this section the fabrication of YF$_3$:Er thin films by thermal evaporation is discussed. The synthesis of the source material and particular requirements of the deposition procedure are presented, along with an analysis of the optical and structural properties of the thin film.

Thermal evaporation of YF$_3$:Er was required to achieve a uniform thin film deposition of the up-conversion material between the etched Si features. In this section the synthesis of the YF$_3$:Er source material is detailed, along with the effects of the substrate temperature on the film crystallinity, and subsequent optical properties, as well as the ellipsometry modelling to determine the refractive index. The refractive index experimental data was vital for the simulation of the 2D photonic crystals. Thermal evaporation was chosen as it provided a convenient way of depositing thin films of material from a powder source.

6.4.1 Chemical Synthesis of YF$_3$:Er

Powdered YF$_3$:Er was synthesised for use as the source material for thermal evaporation. Previous laboratory work carried out in the research group by Dr Jose Marques-Hueso had shown that the greatest up-conversion signal from the bulk powder could be obtained with an Er doping concentration of 7.5at%. This doping concentration was therefore chosen as a suitable starting point for the source material for thin film deposition.

A co-precipitation method was used for the fabrication of YF$_3$:Er. This was based on the work by Pandurangappa et al. who used this method to synthesise and characterise CaF$_2$ [10]. This method was chosen for its repeatable, mature procedure, suitability for Y precursors; and ease of Er doping [11]. The chemical precursors and their respective weights used are detailed in Table 6-4 with the synthesis procedure below.
<table>
<thead>
<tr>
<th>Precursor</th>
<th>Atomic Weight (g/mol)</th>
<th>Mol Ratio Required</th>
<th>Weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YCl(_6)H(_2)O</td>
<td>303.4</td>
<td>0.925</td>
<td>1.403</td>
</tr>
<tr>
<td>NH(_4)F</td>
<td>37</td>
<td>3</td>
<td>0.555</td>
</tr>
<tr>
<td>ErCl(_3).6H(_2)O</td>
<td>382</td>
<td>0.075</td>
<td>0.143</td>
</tr>
</tbody>
</table>

Table 6-4: Weight of precursors used for the synthesis of 7.5.at% Er doped YF\(_3\).  

The YCl\(_6\)H\(_2\)O and ErCl\(_3\).6H\(_2\)O were dissolved in 10 ml of H\(_2\)O in a 20 ml glass vial. NH\(_4\)F was then dissolved in 10 ml of H\(_2\)O and added very slowly, dropwise, to the chloride solution. This solution was stirred vigorously, using a magnetic stirrer, for 2 hours, transforming the transparent mixture into an opaque pinky white suspension. The mixture was then centrifuged for 10 minutes at 5000 rpm to separate the suspended YF\(_3\):Er powder from the remaining solution, which was decanted from the vial. The powder was washed three times with ethanol (99.99%) plus centrifugation to remove residual chloride and ammonium ions. The final YF\(_3\):Er powder was transferred to a glass dish and allowed to dry in air, before being transferred to a ceramic combustion boat and sintered in a N\(_2\) purged tube furnace. The sintering conditions are detailed in Table 6-5.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Increase temperature by 10°C/min to 300°C and dwell for 1 hour</td>
</tr>
<tr>
<td>2</td>
<td>Increase temperature by 20°C/min to 800°C and dwell for 2 hours</td>
</tr>
<tr>
<td>3</td>
<td>Allow furnace to cool down to 20°C</td>
</tr>
</tbody>
</table>

Table 6-5: N\(_2\) purged tube furnace conditions for sintering of YF\(_3\):Er.  

XRD analysis was used to determine the phase and composition of the YF\(_3\):Er powder formed. The spectra of the powdered sample, along with corresponding peak positions are shown in Figure 6-7 and Table 6-6 respectively. The peak positions were compared against those documented for un-doped orthorhombic YF\(_3\) crystal structure, showing very good correspondence. At the low Er doping concentration of 7.5% there was found to be very little change in the peak positions.
Figure 6-7: XRD results of thin film YF$_3$:Er deposited onto a 200°C substrate (red) and powdered YF$_3$:Er bulk material (black). The peak positions found for the thin film layer correspond with peaks observed for the bulk material, indicating that a material of the same crystalline phase has been achieved.

<table>
<thead>
<tr>
<th>Zalkin et al. YF$_3$</th>
<th>Powdered YF$_3$:Er</th>
<th>Thin Film YF$_3$:Er</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d_{hkl}$</td>
<td>Intensity</td>
<td>$d_{hkl}$</td>
</tr>
<tr>
<td>3.610</td>
<td>64</td>
<td>3.620</td>
</tr>
<tr>
<td>3.427</td>
<td>62</td>
<td>3.428</td>
</tr>
<tr>
<td>3.194</td>
<td>100</td>
<td>3.201</td>
</tr>
<tr>
<td>2.882</td>
<td>53</td>
<td>2.883</td>
</tr>
<tr>
<td>1.987</td>
<td>39</td>
<td>1.989</td>
</tr>
<tr>
<td>1.931</td>
<td>46</td>
<td>1.933</td>
</tr>
</tbody>
</table>

Table 6-6: The peak positions for the powder and thin film samples compare well with the literature values for undoped orthorhombic YF$_3$. The 6 peaks of highest intensity are compared here, with a full comparison available in Appendix B.

The chemical synthesis of Er doped YF$_3$ has been carried out for a doping concentration of 7.5at.% using the co-precipitation method. XRD analysis showed good correspondence
with the un-doped YF$_3$ reference, indicating that the YF$_3$:Er was of an orthorhombic crystal structure.

**6.4.2 Thin Film Deposition with Substrate Heating**

Thin film deposition was carried out by thermal evaporation (section 4.2.9) and initial evaporation attempts revealed that the temperature of the substrate during evaporation was critical to the final phase of material (see section 6.4.3). This phase was found to have a direct effect on the up-conversion emission of YF$_3$:Er at 980 nm. Therefore the substrate was heated during the evaporation to maintain a temperature of >200°C.

In order to heat the substrate in a controlled manner within the evaporation chamber, a customised substrate heater was designed and built. The only electrical connection into the chamber was through an 8 pin DIN low voltage connection. The low voltage wires meant that a standard vacuum chamber heater could not be used. Therefore a substrate heater based on coiled resistance wire was constructed, with a thermocouple to provide temperature feedback. A schematic of the low voltage heater is shown in Figure 6-8.

![Figure 6-8: Expanded view of low voltage DC sample heater. An increase in temperature was achieved though joule heating of the coiled wire. Temperature feedback was achieved through the K-type thermocouples. Samples were placed directly above the resistive wire coil on the alumina heating plate.](image)
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The resistive wire provides heat through joule heating. The 0.318 m length of wire used had a resistance of 78.7 Ω/meter. The current supplied to achieve the desired temperature of 200°C was 624 mA which is a power of 30.66 W. The wire loops were held apart by notches that were ground into the edge of the alumina support sheet to avoid a short circuit. A K-type thermocouple was held against the surface of the alumina heating plate and was protected from the evaporating material by an alumina protecting layer. Samples were clamped in place on the sample area and the whole sample heater was mounted upside down in the vacuum chamber, above the source material. Flexible fiberglass wire jackets were used to protect the loose ends of the resistance and thermocouple wires from the evaporated material.

It was important to increase the temperature of the heater in a slow and controlled manner. Heat dissipation between the resistance wire and the alumina heating plate in the vacuum chamber is limited to conduction and radiation, with no convection. If the current through the resistance wire was increased to fast to too high a current, the low heat dissipation from the wire would result in it melting and breaking the circuit. It was found that a slow increase in the current to 624 mA was sufficient to achieve the required temperature of >200°C, without melting the resistance wire.

Radiant heat from the source filament increased the temperature of the heating plate during evaporation. It was found that the temperature of the alumina heating plate increased to a maximum value of 236°C during evaporation.

Following evaporation, the substrate heater was left on to maintain a temperature of 200°C for 30 minutes. This was to provide additional time for the thin film to anneal and to minimise the risk of cracking during the cooling to room temperature. The chamber was left under vacuum for at least 2 hours following the final annealing stage to ensure that the substrates had reached room temperature before exposing them to air.

The evaporated YF₃:Er formed a homogeneous and dense uniform layer across the sample area. Films were found to deposit well on Si, SiO₂, microscope glass (70% SiO₂) and ITO substrates. The film appeared consistent throughout its cross sectional area when viewed by SEM. An image of the YF₃:Er layer is shown in Figure 6-9. This layer was measured by ellipsometry to be 680±20 nm thick.
Figure 6-9: The SEM micrograph shows that a homogeneous and dense layer of YF₃:Er was achieved by thermal evaporation. The layer was measured to be 680±20 nm.

6.4.3 Effect of Substrate Temperature on the Crystalline Properties of YF₃:Er

The substrate temperature during evaporation was found to have a direct effect on the crystallinity and optical properties of YF₃:Er. In this section the effects of the substrate temperature on the crystalline properties are investigated. Furthermore the results of post annealing treatment are discussed. XRD analysis was carried out using the system described in section 4.3.4.

The phase of the thin film was found to vary between amorphous and crystalline, according to the temperature of the substrate during deposition. A comparison of the XRD spectra obtained from thin films deposited on substrates at 22°C (room temperature) and 200°C is shown in Figure 6-10. These films were deposited onto an amorphous microscope glass (70% SiO₂) substrate.
Figure 6-10: The XRD results of the YF₃:Er deposited onto a substrate at 200°C shows clear crystalline peaks in the expected positions for crystalline YF₃, whereas the XRD results of the YF₃:Er deposited onto a substrate at 22°C shows no clear peaks, indicating an amorphous structure. The broad peak at an angle of 25° for the 22°C sample is predominantly due to the amorphous glass substrate layer.

The XRD result of the YF₃:Er deposited onto a substrate at 22°C shows no distinct peaks and a broad low intensity hump at around 25 degrees. The lack of peaks suggest that the film does not have a crystalline structure and so indicates that the film is amorphous. The broad hump is characteristic of the amorphous substrate on which the film was deposited.

The XRD result of the YF₃:Er deposited onto a substrate at 200°C shows distinctive crystalline peaks. The spectra of the powdered and thin film samples are compared in Figure 6-7. The peaks observed for the thin film sample (red) correspond well with those obtained from the powdered bulk material. This indicates that the thin film layer is of the same crystalline phase as the bulk material. The absence of some of the peaks found in the powder, but not in the thin film sample is believed to be due to alignment of the crystalline thin film within the XRD setup. Powdered samples allow for analysis of every preferential growth of certain crystal planes due to the random orientation of the powdered material. However the thin film layer provides a uniform crystal direction throughout. The increase in crystallinity will reduce the occurrence of defects in the material, which is thought to lead to an increase in the material’s luminescent properties [12].
A comparison of the peak positions for the thin film and bulk powder material of YF$_3$:Er; and literature values for undoped YF$_3$ was carried out. The six peaks of highest intensity published by Zalkin et al. were compared with the peak positions measured experimentally, as detailed in Table 6-6, and were shown to give a very high correlation. This indicates that the 7.5% Er doped YF$_3$ in both powder and thin film forms retains the same orthorhombic crystal structure as the undoped material.

Experiments were carried out to establish whether crystalline YF$_3$:Er could be achieved by post-annealing of a thin film that was deposited onto a substrate at 22°C. The advantage of post-annealing treatment would mean that the substrate area to be deposited would not be limited to the small area of the sample heater (~9 cm$^2$). Samples were annealed at 250°C, 450°C, 850°C and 1000°C in a N$_2$ purged tube furnace. The XRD results of the samples annealed at 250°C and 1000°C are shown in Figure 6-11. The spectra of the powdered sample and the sample prepared with a 200°C heated substrate are shown for comparison over the fingerprint region.

![Figure 6-11: XRD results for YF$_3$:Er thin film (250°C Post Anneal, 1000°C Post Anneal, Heated Substrate) and powder samples across the 2θ range of 20° to 55°. It was found that post-annealing YF$_3$:Er thin films that were deposited on to substrates at 22°C had little influence on the crystalline phase. Samples were post annealed at 250°C and 1000°C and were compared against the fingerprint regions for both the thin films layers deposited onto a substrate at 200°C, as well as the powder sample.](image-url)
Post-annealing of the amorphous samples prepared on a substrate at 22°C was shown to have little effect on the crystallinity of the sample. Very small peaks were observed in the XRD spectra, however they were not found to be directly related to the crystal structure observed for the crystalline YF$_3$:Er observed earlier.

6.4.4 Effect of Substrate Temperature on Optical Properties of YF$_3$:Er

The temperature of the substrate and subsequent crystallinity were found to have a dramatic effect on the optical properties of the YF$_3$:Er thin films. The effect on the up-conversion emission at 980 nm was of particular interest for this work.

The up-conversion emission at 980 nm from excitation at 1523 nm of thin films deposited on substrates at 22°C and 227°C are shown in Figure 6-12. These measurements were taken using the confocal set-up and Edinburgh Instruments Fluorescence Spectrometer as detailed in Section 4.3.2. The maximum emission monochromator slit size of 20 nm and maximum excitation power of 1.70±0.05 mW were used for the measurement of both samples in order to detect any very weak emission at 980 nm in the amorphous sample. The samples chosen were of comparable thickness: the amorphous and crystalline thin films were measured using ellipsometry to be 700 nm and 630 nm respectively. Both samples were of 10% Er doping concentration.
Figure 6-12: A very large up-conversion emission at 980 nm from excitation at 1523 nm was observed for the crystalline YF$_3$:Er thin film layer deposited on a substrate at 227°C. No emission at 980 nm was observed for the amorphous YF$_3$:Er thin film layer deposited on a substrate at 22°C.

A strong emission at 980 nm was observed for the crystalline sample, whereas no emission was observed for the amorphous sample. These results agree with those of Yanes et al., who demonstrated that in glassy-amorphous environments luminescent emission can be completely quenched [13]. Furthermore, the effect of the phonon-energy of the host environment on the up-conversion emission of Er$^{3+}$ has been explored in detail by Fischer et al., who demonstrated that the efficiency of up-conversion emission is greatly reduced for host environments with increased phonon energy, which is consistent with a reduction in crystallinity [14].

6.4.5 Ellipsometry Modelling of YF$_3$:Er

Characterisation of the refractive index of the evaporated YF$_3$:Er thin films was essential to correctly model the band structure of the 2D photonic crystals. This characterisation was carried out using variable angle surface ellipsometry using the system described in section 4.3.1. The modelling was carried out using the WVASE software. The thin films of YF$_3$:Er prepared by evaporation have been shown previously in this chapter to be uniform and dense and therefore are ideal for ellipsometry analysis.
The thin films of YF$_3$:Er investigated using ellipsometry were prepared on bare Si wafers. This provided a high contrast in refractive index between the YF$_3$:Er layer (expected to be around n=1.5) and the substrate (around n=3.5), ensuring that the signal from the fluoride-silicon interface would be strong and therefore maximising the signal to noise ratio. The YF$_3$:Er layer in the 2D photonic crystals was expected to be mainly in contact with a Si interface, therefore a bare Si substrate for refractive index analysis was deemed to be the most appropriate.

The general ellipsometry modelling procedure, as detailed in section 4.3.1, was used to model the experimental data. The analysis of the data was carried out over the full spectral range available, from 300-2500 nm, to maximise the accuracy of the model.

A Genosc layer was used to accurately model the real and imaginary components of the refractive index of the YF$_3$:Er thin film. This Genosc layer models the dielectric function as a linear sum of the real and complex oscillator terms. As detailed in section 4.3.1, every Genosc layer consists of two Pole oscillators and an $e_1$ offset. Additional oscillators (e.g. Lorentz, Gaussian) are added to account for absorption where required [15]. The Genosc model optimised for the first thin film deposition of YF$_3$:Er is detailed in Table 6-7.

<table>
<thead>
<tr>
<th>Oscillator</th>
<th>$E_0$ (eV)</th>
<th>$A_n$ (eV)</th>
<th>$B_{n}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole 1</td>
<td>12.2±0.2</td>
<td>160±11</td>
<td>0</td>
</tr>
<tr>
<td>Pole 2</td>
<td>0.001</td>
<td>0.011±0.002</td>
<td>0</td>
</tr>
<tr>
<td>Gaussian</td>
<td>3.6±0.1</td>
<td>0.025±0.001</td>
<td>3.1±0.3</td>
</tr>
</tbody>
</table>

Table 6-7: Genosc parameters for the first YF$_3$:Er film deposited onto a substrate at 200°C. The $e_1$ value for this model was calculated to be 1.29±0.05 eV.

The complete expressions for the oscillators used are detailed in 4.3.1. The additional physical parameters from the modelling were as follows: film thickness = 643±1 nm; thickness non-uniformity = 2.6±0.2%; and the mean square error was calculated to be 14.45. A significant improvement in the MSE was found to occur through the addition of a simple index gradient to the Genosc layer. The minimum MSE value of 14.45 occurred for an effective step in the refractive index at the base of the film. The profile of the refractive index step, measured using ellipsometry, is shown in Figure 6-13.
Figure 6-13: The refractive index depth profile modelled for the YF₃:Er layer using ellipsometric data was found to exhibit a step in refractive index at around 34 nm from the substrate surface.

The step in refractive index is most likely attributed to the interface between the top of the thin native layer of SiO₂ formed on the Si surface and the bottom of the YF₃:Er film. The SEM image of the cross-section of the YF₃:Er film in Figure 6-9 shows a thin gap between the YF₃:Er film and the substrate layer below. If this gap existed partially, or completely through the sample area of the ellipsometry analysis, there would be an effective step in refractive index, lower than that of the YF₃:Er film, as observed in the model.
A very good agreement between the experimental data and the model for both $\Psi$ (top) and $\Delta$ (bottom) was achieved, resulting in a low MSE of 14.45. (a) corresponds to the lower wavelength range and (b) to the upper wavelength range, where the ellipsometry data was acquired and modelled for the angles of 65°, 70° and 75°.

The same Genosc layer was used to model the subsequent deposited YF$_3$:Er thin films. The parameters from the original Genosc layer specified above were held constant to optimise the thickness for each of the subsequent layers. This brought the model very close to the experimental data. All parameters were then allowed to vary for a final iterative fitting process to minimise the MSE. The refractive index results for the original (1) and two subsequent films (2,3) are shown in Figure 6-15.
The real (n) and imaginary (k) components of the refractive index are shown for three YF$_3$::Er films (1,2,3). The refractive index was found to vary between the films, which were deposited under near identical process conditions.

Both the real and refractive index parameters were found to vary significantly between films. This was unexpected as the process conditions for all three films were nearly identical. Two changes between the film depositions methods were a slight variation in the final temperature of the substrate during deposition, and the film thickness, which are summarised in Table 6-8. However no apparent consecutive relationship is observed between the final substrate temperature, or film thickness with the change in refractive index.

The repeatability of the measurement and analysis of a single film was carried out by taking measurements and analysing the data from three different locations on the same film. From this study, the mean percentage uncertainty was found to be $\pm 0.57\%$ for n and $\pm 3.1\%$ for k. In comparison, the mean percentage error between the three films analysed in Figure 6-8 was found to be $\pm 4.62\%$ for n and $\pm 56.9\%$ for k. Therefore the difference between the films is substantially greater than the error in the repeatability of the measurement and analysis.
Table 6-8: The final substrate temperatures and film thicknesses of the three YF$_3$:Er films are shown for comparison.

The refractive indices at 600 nm obtained experimentally were compared against those found in literature in

Table 6-9. The comparison showed that the values obtained experimentally lie within the range for rare-earth doped and un-doped YF$_3$:Er films analysed elsewhere.

<table>
<thead>
<tr>
<th>Thin Film Composition</th>
<th>Refractive Index at 600 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>YF$_3$:Er (1)</td>
<td>1.55</td>
</tr>
<tr>
<td>YF$_3$:Er (2)</td>
<td>1.53</td>
</tr>
<tr>
<td>YF$_3$:Er (3)</td>
<td>1.52</td>
</tr>
<tr>
<td>YF$_3$:Er/Yb [16]</td>
<td>1.51</td>
</tr>
<tr>
<td>YF$_3$ [17]</td>
<td>1.57</td>
</tr>
<tr>
<td>YF$_3$ [18]</td>
<td>1.53</td>
</tr>
</tbody>
</table>

Table 6-9: The refractive indices of the experimentally evaporated YF$_3$:Er films were found to be within the same range of those detailed for films of YF$_3$:Er/Yb and YF$_3$:Er in literature.

The refractive index acquired through ellipsometry was essential for the simulations of the 2D photonic crystals. At the time of carrying out the simulations for the final structures, the refractive index values available were those obtained from the thin films deposited on a substrate at room temperature. The overall refractive index across the spectral range was found to be slightly lower than that obtained for the films evaporated onto the substrate at 200°C. At 600 nm the refractive index of the film evaporated at room temperature was found to be 1.50, which is only 0.02 less than the lowest refractive index measured for the films evaporated at a substrate temperature greater than 200°C. Furthermore, the inhomogeneous filling of the space between the Si pillars, observed in section 6.4.6, will reduce the effective refractive index of the spaces between the pillars. Therefore the small reduction in refractive index used in the simulation of the final structures was not thought to be detrimental to the final optical measurements, given the range of 2D photonic crystals fabricated for the final measurements (section 6.5).
The wavelengths of interest for this work were 1523 and 980 nm, corresponding to the peak of absorption and up-converted emission in Er$^{3+}$. The refractive indices found experimentally for use in the simulations were \( n_{(980)} = 1.53 \pm 0.07 \) and \( n_{(1523)} = 1.52 \pm 0.07 \). These values were incorporated into the 2D photonic crystal simulations, as described in Chapter 3, in order to predict the required geometry for enhancement.

### 6.4.6 Evaporation of YF$_3$:Er onto Si 2D Photonic Crystals

The evaporation of YF$_3$:Er onto the Si 2D photonic crystal was a key step in the fabrication of the final devices. Complete homogenous filling of the space between the Si pillars was essential to achieve the desired refractive index contrast. This would maximise the effect of the 2D photonic crystal as well as provide an analogous structure to the simulated models.

Initial investigation of the filling of the space between the Si pillars revealed non-homogeneous filling. Focused Ion Beam (FIB) etching was carried out, using the system described in section 4.2.10, to investigate the filling of the YF$_3$:Er material between the Si pillars. The trench fabricated by ion sputtering is shown in Figure 6-16(a), with a cross-sectional view of the filling shown in Figure 6-16(b).

![Figure 6-16: (a) A trench was etched into the side of the 2D photonic crystal using FIB to analyse the YF$_3$:Er filling. (b) The Si pillars (darker shade) are covered in a layer of YF$_3$:Er. An increased isotropic deposition of the fluoride occurs at the top of the Si pillars, which results in shielding of the fluoride entering the space between the pillars. Therefore large gaps of air appear between the Si pillars, which are inconsistently filled with the fluoride material.](image)

The incomplete filling was found to be caused by an overlapping shielding layer of YF$_3$:Er forming on top of the Si pillars. In Figure 6-16(b) the cross-sectional view of the
A simple calculation of the fill factor was carried out using the SEM images. The YF$_3$:Er was considered to only occur on the curved surface of the Si pillars and within the inverse cones observed between the pillars, as shown in the plan view schematic of the structure in Figure 6-17. This analysis is likely to underestimate the YF$_3$:Er fill factor as it assumes that the inverse cones of the up-conversion material are not joined together, which is very unlikely. The fill factor of the structure observed in Figure 6-16 was calculated to be 19±3%, resulting in an effective refractive index of $n_{\text{eff}} = 1.11\pm0.18$. This represents the minimum average effective refractive index, which will change between the top and bottom of the pillar array due to the conical nature of the deposition between the Si pillars.

![Figure 6-17: The schematic of the top view of the YF$_3$:Er coated Si 2D photonic crystals shows the simplified geometry that was considered in order to estimate the fill factor. The red disk with concentric black rings represents the conically deposited YF$_3$:Er between the Si pillars.](image)

To improve the filling of YF$_3$:Er between the Si pillars, 2D photonic crystals with a smaller aspect ratio (shorter pillar height) were fabricated. A shorter aspect ratio was expected to reduce the adverse effects of the capping layer forming over the top of the Si pillars before the space between the pillars could be filled. The disadvantage of reducing the height of the pillars would be that it would move the system further away from the infinite height 2D photonic crystal structure assumed in the modelling in Chapter 3. A shorter pillar height required a different SOI substrate to ensure that the 2D photonic
crystal sat immediately above the low refractive index SiO$_2$ layer. Therefore a SOI wafer with a 2 μm SiO$_2$ intermediate layer and 340 nm Si top layer was used. This SOI wafer was chosen as it is commonly available for industrial use.

The cross sectional analysis shows that there was a small improvement in the filling of YF$_3$:Er between the Si pillars. Using the same basic estimation for the filling factor, the effective refractive index of this structure was found to be $n_{\text{eff}} = 1.15 \pm 0.07$ from a fill factor of $28 \pm 2\%$. In Figure 6-18(a) some of the YF$_3$:Er capping layer has been removed revealing distinct air gaps between the Si pillars. Furthermore, the cross section observed in Figure 6-18(b) shows the same inverse cone filling is observed with the higher aspect ratio structures. Therefore, even with a greatly reduced Si pillar height, little improvement is observed in the filling of YF$_3$:Er between the Si pillars.

![Figure 6-18](image)

Figure 6-18: (a) When the YF$_3$:Er capping layer is removed, the incomplete filling between the Si pillars is observed. (b) A cross sectional view of the 2D photonic crystal structure reveals incomplete filling between the Si pillars, with inverse cones of YF$_3$:Er observed as before with the higher aspect ratio structures.

Observation analysis of the evaporation of YF$_3$:Er onto the Si 2D photonic crystal structures reveals non-homogeneous filling. The crystalline phase that is required for observable up-conversion emission at 980 nm, grows rapidly from the top of the Si pillars in a lateral direction resulting in shielding of the space between the Si pillars and therefore incomplete filling. This incomplete filling reduces the effective refractive index of the volume between the pillars. If the wavelength of interest is large enough, it will observe an effective refractive index that is composed of the average refractive of the volume. In this case, the effective refractive index would be composed of YF$_3$:Er and air. In order to attempt to compensate for this reduction in effective refractive index, simulations were carried out to optimise the 2D photonic crystal structure for a range of effective refractive
indices from that of YF$_3$:Er (1.56) to air (1.0). In the following figures, “n=x Tuning” refers to the optimisation of the simulation for a YF$_3$:Er refractive index of n=x.

The change in wavelength enhancement (band edge position) was analysed as a function of the effective refractive index between the Si pillars. Simulations were carried out to observe the effect of a reduction in the effective refractive index on a 2D photonic crystal tuned for a range of refractive indices at 980 nm. It can be seen from Figure 6-19 that a small change in the effective refractive index of the space between the Si pillars will result in a relatively large change in the enhanced wavelength. A change of 0.1 in the refractive index corresponds to a change in the wavelength of enhancement of around 26 nm.

![Figure 6-19: The enhanced wavelength is shown as a function of effective refractive index and optimised refractive index. A small change in the effective refractive index of the volume between the Si pillars will result in a relatively large change in the enhanced wavelength.](image)

To compensate for the incomplete filling of the space between the Si pillars, the geometries of the 2D photonic crystals were optimised for a range of effective refractive indices; n=1.56, 1.35 and 1.15. For each refractive index, the change in the enhanced wavelength was analysed as a function of the Si pillar radius. A range of 7 pillar radii...
were chosen, based on the pillar radii achieved from the previous photonic crystals fabricated. The pillar radii are expressed as a ratio of the radius \((r)\) to lattice constant \((a)\). The simulated optimised structures were then modelled against a range of effective refractive indices to see the effect on the enhanced wavelength.

An example of the optimised structures for \(n=1.56, 1.35\) and \(1.15\) when tested with an effective refractive index of \(1.25\) is shown in Figure 6-20. It can be seen that both the patterns optimised for \(n=1.15\) tuning with radius of \(r/a=0.27\) and \(n=1.35\) tuning with radius of \(r/a=0.31\) lie very close to the 980 nm enhancement line. Taking into account the FWHM of the 980 nm peak, which was shown previously to be around 20 nm, both of these 2D photonic crystal structures would be expected to enhance the up-conversion emission at 980 nm for a 2D photonic crystal with the space between the Si pillars having an actual effective refractive index of \(1.25\).

Figure 6-20: The simulated enhanced wavelengths for structures tuned for effective indices of \(n=1.56, 1.35\) and \(1.15\) with hole radii ranging from \(r/a=0.26\) to \(0.32\) are shown for the test effective refractive index of \(1.25\). Therefore if these structures were fabricated and the effective refractive index between the Si pillars of the real devices was actually \(n=1.25\), then there would be two 2D photonic crystal structures that would show enhancement at around 980 nm \((n=1/15, r/a=0.26\) and \(n=1.35, r/a=0.31)\).
A full analysis of the enhanced wavelength with respect to the actual effective refractive index for the three tuned patterns of interest has been carried out. The results shown in Figure 6-21 indicate that 980 nm tuning can be achieved across the range of the actual effective refractive index considered: \( n(\text{actual}) = 1.15 - 1.56 \). Taking into account the broadening of the 980 nm emission profile, as shown later in Figure 6-25 to be around 50 nm, this indicates further that enhanced emission at 980 nm can be achieved over the effective refractive index range from at least one of the 21 2D photonic crystal structures under consideration.

![Figure 6-21: A gradual change in the actual effective refractive index is represented by the gradient in colour, from \( n(\text{actual}) = 1.15 - 1.56 \). The line at 980 nm crosses the bars at the effective refractive index at which the pattern with, specified \( r/a \) value, would enhance 980 nm emission. It can be seen that the 980 nm line crosses each bar at a different effective refractive index covering the range from 1.15 to 1.56. Therefore there is a high chance that one of the 21 2D photonic crystals shown above will be tuned for the actual effective refractive index. It was not possible to directly calculate the \( \text{YF}_3:\text{Er} \) volume filling factor, however conservative estimates from the SEM micrographs suggest that it lies between 1.15 and 1.56.

The same analysis was carried out for the wavelength enhancement at 1523 nm, indicating that the 21 2D photonic crystals area also tuned over the majority of the range of
n(actual)=1.15-1.56 to provide enhancement of the 1523 nm emission. Therefore these structures were used for the optical characterisation.

6.4.7 Conclusion of YF₃:Er Thin Films by Thermal Evaporation

The thin film deposition of up-converting YF₃:Er by thermal evaporation has been successfully achieved. The chemical synthesis of the initial bulk powder sample allowed for accurate control of the erbium doping concentration to be achieved. The temperature of the substrate during the deposition process was found to play a key role in the crystallinity of the resulting YF₃:Er film. A custom designed low voltage DC substrate heater with temperature feedback was built and successfully incorporated into the existing thermal evaporation chamber to allow for the substrate temperature to be controlled. This allowed for the successful deposition of crystalline YF₃:Er, exhibiting up-conversion emission of 980 nm when excited at 1523 nm. The refractive index of the crystalline YF₃:Er film was measured using ellipsometry. The real components of the refractive indices at the wavelengths of interest were found to be $n_{(980)} = 1.53\pm0.07$ and $n_{(1523)} = 1.52\pm0.07$, where the predominant uncertainty was from the repeatability between samples.

Incomplete filling of the space between the silicon pillars with YF₃:Er resulted in a lower than expected average refractive index between the pillars. The percentage of volume filled between the pillars was calculated to be only 19±3%, resulting in an effective refractive index of $n_{\text{eff}} = 1.11\pm0.18$. Silicon pillars with a smaller aspect ratio (shorter in height) were fabricated to try to improve the fill factor. An increase in the fill factor to 28±2% was observed, resulting in an effective refractive index of $n_{\text{eff}} = 1.15\pm0.07$. To compensate for the incomplete filling, further simulation analysis was carried out to optimise the geometry of 2D photonic crystals tuned to a range of effective refractive indices: from that of the maximum value measured for YF₃:Er at 980 nm (n = 1.56) to that of air (n=1.00). These structures would be used in the following section to optically characterise the resulting 2D photonic crystals.

6.5 Optical Characterisation of YF₃:Er-Si 2D Photonic Crystals

In this section the optical characterisation of YF₃:Er 2D photonic crystals is discussed. The design and fabrication of the optimised structures will be presented, along with photoluminescence up-conversion measurements of the 980 nm excited state.
The final 2D photonic crystals fabricated were designed using the knowledge and understanding developed during the simulation and fabrication development discussed in the previous chapters. The optical characterisation considers the 980 nm up-conversion emission. The final designs fabricated are described in this section, followed by a discussion of the results of the optical characterisation.
6.5.1 Design and Fabrication of 2D Photonic Crystal Structures for Optical Characterisation

Sets of YF3:Er-Si 2D photonic crystals were fabricated using two thicknesses of SOI wafers for optical characterisation. The SOI wafers were used to provide a low refractive index material below the top patterned layer of Si to increase reflection of the up-converted signal to improve the collected signal by the spectrometer. The first set was prepared on a SOI wafer with a 1200 nm top Si layer. The second set was prepared on a SOI wafer with a 340 nm top Si layer. Each contained a range of devices tuned for 1523 nm excitation enhancement, with a second subset tuned for 980 nm emission enhancement. Each subset contained a row of photonic crystals tuned for an effective filling refractive index of n=1.56, 1.35 and 1.15, to compensate for the incomplete filling of YF3:Er between the Si pillars. Within each row, the pillar lattice constant was kept constant, while the pillar radius increased. The increase in pillar radius was to account for discrepancies between the desired pillar radius constructed in the e-beam writing software and the actual radius achieved following photoresist exposure, metal mask lift-off and the plasma Si etch. The radius was increased over 7 steps. Therefore each SOI wafer initially contained 42 photonic crystal devices. To further extend the spread of devices for optical characterisation, a further 58 devices were patterned onto the 340 nm SOI wafer which offered an extended radius range and effective refractive index parameter.

The effective refractive indices used (n=1.56, 1.35 and 1.15) were chosen in conjunction with the variable radius values to provide a near continuous tuning of the band edge across the whole range of the expected effective refractive index between the Si pillars.

Sample maps were prepared for correct identification of the 2D photonic crystals. A location marker (large rectangle or circle) was patterned at one corner of the set of photonic crystals to provide a reference from which to correctly identify each pattern. Each 2D photonic crystal was patterned over an area of 30 μm x 30 μm, which was deemed to be large enough to accommodate the spot size of the confocal microscope at 1523 nm (spot size = 2.83 μm) and large enough not to lead to significant edge effects from the photonic crystal structure. Each patterned area was separated by 120 μm, which provided sufficient space to ensure that no interaction from neighboring 2D photonic crystals was observed. The sample maps for the 340 nm and 1200 nm SOI wafers are shown in Figure 6-22 and Figure 6-23 respectively.
Figure 6-22: Sample map for the SOI wafer with 340 nm top Si layer. Within each set, rows A-E and F-J were tuned for increasing effective refractive index between the Si pillars, while the columns 1-10 were tuned for increasing hole radius of the Si pillars. The large pillar in the top left of the sample map was used for identification of the sample positions.
Figure 6.23: Sample map for the SOI wafer with 1200 nm top Si layer. Within each set, columns A-C and D-F were tuned for increasing effective refractive index between the Si pillars. A,D: n=1.56; B,E: n=1.35; C,F: n=1.15. The rows 1-7 were tuned for decreasing Si pillar radius respectively. The rectangle at the top left of the map was used for identification of the sample positions.

The YF\textsubscript{3}:Er layer thickness varied between the two SOI wafers, which underwent evaporation in two separate runs. In order to achieve a high signal to noise ratio for the measurement of the 980 nm emission, a thick layer of YF\textsubscript{3}:Er was desired. However, emission enhancement would only occur from the 2D photonic crystal layer, therefore if there was too much YF\textsubscript{3}:Er deposited above the etched Si pillars, there was a risk of not observing the signal enhancement amongst the large overriding signal from the top layer. The total thickness of the YF\textsubscript{3}:Er layer was also limited by the amount of powder that could fit inside the filament heater. It was found that a fully packed filament heater with the YF\textsubscript{3}:Er powder would produce a film of around 600 nm in thickness. This thickness was found to provide a sufficiently high signal to noise ratio and so was deemed suitable for use. A layer thickness of less than 600 nm was too thin to be able to measure a 980 nm emission signal at the required resolution for detecting the enhancement. There was no internal thickness monitoring device in the evaporation chamber, therefore the final thickness was estimated from the mass of YF\textsubscript{3}:Er powder present in the filament. The final YF\textsubscript{3}:Er layer thicknesses for the 1200 nm and 340 nm SOI wafers were 1006±3 nm and 680±20 nm respectively.
Analysis of the Cr mask radius was carried out for the 1200 nm SOI wafer sample following Cr evaporation to characterise the hole radii achieved. The results, shown in Figure 6-24, were converted into units of $r/a$ for comparison with the simulated data. It was found that the mask radii were all below that of the desired $r/a=0.29$. However they were all sufficiently large to produce a complete photonic band gap, as predicted by the simulation results. Three photonic crystal patterns with increasingly larger radii were added onto the ends of each of the 10 sets prepared on the 340 nm wafer in order to extend the $r/a$ value towards and beyond the desired 0.29 value.

![Figure 6-24](image.png)

Figure 6-24: Analysis of the hole radii with respect to lattice constant revealed that the holes exposed by electron beam lithography were slightly below the optimum value of $r/a=0.29$ as predicted by the simulations. However were large enough to exhibit the desired band gap. Each set of values sharing a common line correspond to sequential analysis of the patterned areas down a column as shown in Figure 6-23.

6.5.2 Up-Conversion Measurements of YF$_3$:Er-Si 2D Photonic Crystals

The up-conversion emission at 980 nm, using 1523 nm excitation, was measured within the YF$_3$:Er-Si 2D to ascertain whether the photonic crystals enhanced emission. The 2D photonic crystals were measured using the confocal setup and Edinburgh Instruments.
Spectrofluorometer as described in section 4.3.2. The emission was acquired at a wavelength resolution of 3 nm to maintain a good signal to noise ratio. The emission was normalised with respect to an unpatterned area of YF$_3$:Er on Si from the same sample. Measurements were taken for all 142 2D photonic crystal patterns described previously.

The reference emission from an un-patterned area of YF$_3$:Er reveals the characteristic shape expected from Er in an yttrium fluoride based host. The reference emission used for normalisation of the film on the 1200 nm SOI wafer is shown in Figure 6-25. Peaks in the overall up-conversion emission spectra were observed at 967, 976, 981.5, 991.5 and 1004 nm. These peak positions correspond very well with those observed previously in literature for the 980 nm up-conversion emission from YF$_3$:Er [19]. The background level was found to be consistent between 86,000-91,000 counts throughout the wavelength range analysed.
Figure 6-25: The reference up-conversion emission from the un-patterned area YF$_3$:Er (top graph) shows distinctive peaks at 967, 976, 981.5, 991.5 and 1004 nm, which compare very well with those found in literature (bottom graph) [19].
The 980 nm up-conversion emission acquired for the patterned areas resembled that of the reference data very closely. Due to the imperfections in the 2D photonic crystal structures observed in the fabrication process, it was expected that any enhancement would be of broadband (low quality factor) form. It can be seen from Figure 6-26 that there was no obvious difference between the spectra of the reference and the patterned areas of row F. This lack of difference was observed for all of the spectra from the patterned areas on both SOI wafers.

However in order to gain a better understanding of any enhancement, the spectra from each of the patterned areas were divided by that of the un-patterned reference to provide a normalised signal. The normalised spectra for the 980 nm up-conversion emission from the 1200 nm SOI wafer (Figure 6-27) show very little indication of enhanced 980 nm emission. The spectra are categorised into rows (A-F) and columns (1-7) as described previously, where the rows correspond to a decrease in Si pillar radius from 1-7. The small change in radius along a column was expected to result in a small shift in the enhanced wavelength of the emission. However no such enhancement in the emission profile around 980 nm was observed.
Figure 6-26: Up-conversion emission from samples of Row F with reference signal for comparison. The _1200 in the legend refers to the top Si layer thickness of SOI wafer for reference. The decrease in Si pillar radius with increasing number (F1-7) reveals no corresponding change in photon maximum photon counts. Furthermore, there is very little difference observed between the un-patterned reference and patterned F1-photonic crystal structures.

The standard deviation in the normalised photoluminescence was analysed to provide an estimate of the background noise in the data sets. The standard deviation was carried out for the sample sets for columns A and E as they showed consistent behaviour with no apparent peaks or spikes therefore were assumed to exhibit background noise. The standard deviation analysis was carried out over the range 965 – 1020 nm where the signal was sufficiently greater than the background signal and within each spectrum was found to range from 3.2% to 10.9%.
Figure 6-27: Normalised spectra for the 980 nm up-conversion emission. A-J correspond to the columns of photonic crystal patterns, while 1-7 refer to the rows of photonic crystal patterns with their specific geometries referred to in the sample map in Figure 6-23. All of the samples shown here were prepared on a SOI wafer with a top Si layer of thickness 1200 nm. Irregular small peaks in enhancement are observed, in addition to overall enhancement across the entire spectral range. However, these effects cannot be directly attributed to the flat band edge of the 2D photonic crystals.

Small peaks in the normalised up-conversion were observed for several of the data sets. A summary of the peak positions and relative peak heights as a percentage of the base height is shown in Table 6-10. All of the peak heights were found to be above the maximum 10.9% standard deviation calculated previously. However, no correlation is
observed between the peak position and change in pillar radius as expected. Furthermore all except one of the peak heights observed are smaller in normalised photoluminescence than the baseline of other spectra within the set. Therefore it is concluded that these small peaks are not effects of the photonic crystal structure. The maximum normalised photoluminescence intensity enhancement observed from all of the 2D photonic crystals was found to be around 1.4 for both of the patterns C1 and F2.

<table>
<thead>
<tr>
<th>Pattern</th>
<th>Wavelength (nm)</th>
<th>Relative Peak Height (% increase)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>973</td>
<td>25.1</td>
</tr>
<tr>
<td>C7</td>
<td>1009</td>
<td>43.2</td>
</tr>
<tr>
<td>F2</td>
<td>1000</td>
<td>47.2</td>
</tr>
<tr>
<td>F4</td>
<td>972.5</td>
<td>26.0</td>
</tr>
<tr>
<td>F4</td>
<td>977</td>
<td>15.6</td>
</tr>
<tr>
<td>F4</td>
<td>979.5</td>
<td>21.0</td>
</tr>
<tr>
<td>F7</td>
<td>1005</td>
<td>26.2</td>
</tr>
</tbody>
</table>

Table 6-10: The small peaks that were observed for several of the 2D photonic crystal patterns were all found to be above the height of the background noise of up to 10.9% standard deviation calculated previously.

Not all of the patterned areas provided useful spectra. This was due to large deposits of YF₃:Er forming on or near the patterned areas, as shown in Figure 6-28. The deposits were found to be around 10-20 μm in diameter, therefore provided a significant increase in volume of material compared to the thin film below. The increase in up-conversion emission observed was purely dependent on the volume of deposited material and not on the photonic crystals. Therefore the spectra acquired for the areas “enhanced” by the presence of the deposits were ignored.
Figure 6-28: Large lumps of YF₃:Er were deposited on the substrate surface. When these deposits were located within the vicinity, or on top of a patterned area, a significant increase in the up-conversion emission was observed.

The normalised photoluminescence for the 980 nm up-conversion emission from the 340 nm SOI wafer (Figure 6-29) shows little indication of an enhanced peak of emission. As mentioned for the 1200 nm SOI wafer samples, the normalised data became very noisy in the regions where the 980 nm signal was negligible compared to the background signal. Therefore the region of interest for further analysis was limited to between 965 and 1015 nm. Although no specific enhanced peaks of enhancement were observed, many of the spectra revealed an overall increase in the emission across the whole of the region of interest.
Figure 6-29: Normalised spectra for the 980 nm up-conversion emission. A-J correspond to the columns of photonic crystal patterns, while 1-10 refer to the rows of photonic crystal patterns with their specific geometries referred to in the sample map in Figure 6-22. All of the samples shown here were prepared on a SOI wafer with a top Si layer of thickness 340 nm. Overall enhancements across the entire spectral range is observed for some of the samples; however these effects cannot be directly attributed to the flat band edge of the 2D photonic crystals.

To investigate further the overall enhancement observed, the maximum normalised photoluminescence was acquired for each of the patterns and plotted against the sample number with the results shown in Figure 6-31. Again, the sample number is directly related to the Si pillar radius, with a higher sample number corresponding to a larger pillar radius. A maximum normalised photoluminescence enhancement of 3.79 was observed for the 2D photonic crystal F4. This corresponds to a significant increase in the up-conversion emission, which can be seen in Figure 6-30.
Figure 6-30: The maximum enhancement of the 980 nm up-conversion emission from F4_340 (BLACK) was found to be 3.79. The enhancement was found to occur over the entire wavelength range of the emission. The emission reference emission from the un-patterned layer (RED) is shown for comparison. The _340 refers to the thickness of the top Si layer in the SOI wafer for reference.
Figure 6-31: The normalised photoluminescence enhancement was found to show an overall decrease with Si pillar radius (increasing sample number). The samples tuned for 1523 nm (F-J) provided a greater overall enhancement than the samples tuned for 980 nm. The \_340 in the legend refers to the thickness of the top Si layer in the SOI wafer for reference.

An overall trend of a reduction in the maximum normalised photoluminescence with increasing Si pillar radius is observed for all of the sets of photonic crystals measured. As the pillar radius increases, the space between the Si pillars and hence volume of YF\textsubscript{3}:Er deposited between the pillars, decreases. If the pillars were increased in radius, all of the space between them would eventually disappear and therefore the system would become the same as that of the reference photoluminescence signal. Therefore the overall reduction in the maximum normalised enhancement with an increase in Si pillar radius is expected. With the same analysis, we can expect that a decrease in Si pillar radius would eventually result in the maximum normalised enhancement returning to 1 when the pillar radius eventually reduced to zero. This could account for the slight reduction in maximum normalised enhancement observed for the sets C, D, F, G, I and J. This analysis may explain the general trend of the enhancement towards very small or very large Si pillar...
radii, however does not explain the cause of the increase observed for the intermediate samples.

The wavelength corresponding to the maximum enhancement was analysed along row F to see whether the change in Si pillar radius corresponded to a shift in the peak position. If the enhanced emission was due to a photonic band edge effect, the center of the peak, corresponding to the maximum enhancement, should move systematically with an increasing hole radius as shown in Chapter 3. This general trend should be apparent even if the enhancement peak is very broad and covers the entire range of interest. The maximum enhancement positions for samples F1-F10 are shown in Table 6-11. No general trend in the peak position is observed. Furthermore the positions of maximum enhancement were all found to lie within a 13 nm window. This small range could be due to the noise within the normalised photoluminescence data and the peak enhancement position may actually not move at all. The variation of 13 nm is far smaller than was expected for the corresponding change in pillar radius and so it can be concluded that the enhancement is not due to the band edge effect from the 2D photonic crystals.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Maximum Enhancement Position (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F1</td>
<td>980.5</td>
</tr>
<tr>
<td>F2</td>
<td>980.5</td>
</tr>
<tr>
<td>F3</td>
<td>980.5</td>
</tr>
<tr>
<td>F4</td>
<td>973</td>
</tr>
<tr>
<td>F5</td>
<td>973.5</td>
</tr>
<tr>
<td>F6</td>
<td>979</td>
</tr>
<tr>
<td>F7</td>
<td>979</td>
</tr>
<tr>
<td>F8</td>
<td>972</td>
</tr>
<tr>
<td>F9</td>
<td>980.5</td>
</tr>
<tr>
<td>F10</td>
<td>984.5</td>
</tr>
</tbody>
</table>

Table 6-11: The wavelength corresponding to the maximum enhancement position does not show a general trend with increasing sample radius as would be expected for an enhancement from a 2D photonic crystal.

A second trend observed within Figure 6-31 is that overall enhancements for the structures tuned for 1523 nm (F,G,H,I and J) are consistently greater than those tuned for 980 nm (A,B,C,D and E). The main difference between the two sets of structures is the absolute dimensions of the pillar radii. The reason for this difference in overall enhancement is unclear. It may be a result of a scattering effect, however the simulation work required to theoretically test this hypothesis is beyond the scope of this thesis.
6.5.3 Conclusion of Optical Characterisation of YF3:Er-Si 2D Photonic Crystals

Sets of $30 \mu m \times 30 \mu m$ photonic crystal structures were fabricated to be tuned for a range of effective refractive indices for the space between the silicon pillars. Two of these sets were fabricated, one where the band edge had been tuned to the excitation wavelength of 1523 nm and the second tuned to 980 nm. These resulting patterns were fabricated firstly using a SOI wafer with a 340 nm top silicon layer and secondly using a SOI wafer with a 1200 nm top silicon layer. The top silicon layer of the SOI wafer corresponded to the final pillar height of the silicon pillars. Post analysis of the resulting hole radii exposed by the e-beam lithography system indicated that the radii were slightly smaller than expected, however were still large enough to exhibit a complete photonic band adjacent to the flat band edge as desired.

Reference up-conversion emission measurements were successfully acquired and compared well with measurements reported elsewhere in literature for the expected emission of YF3:Er up-conversion. The resulting analysis of the up-conversion emission at 980 nm from all of the patterned areas revealed that a maximum enhancement of 3.79 was observed for a 2D photonic crystal of a triangular array of 340 nm high silicon pillars and YF3:Er. This enhancement was apparent for nearly the full wavelength range of the 50 nm broad emission signal. To test whether the enhancement observed was due to the photonic band edge effect, the wavelength of the maximum peak position was analysed as a function of silicon pillar radius. A change in the silicon pillar radius should result in a shift of the resonant wavelength of the photonic band edge and therefore wavelength of peak enhancement. However the peak wavelength was found to be relatively stable and did show the general trend envisaged.

6.6 Conclusions of Silicon 2D Photonic Crystals for Enhancing YF3:Er Up-Conversion Emission

A combination of silicon and YF3:Er was investigated for use as a 2D photonic crystal enhanced up-conversion layer. The advantage of using silicon is that there is a well-documented procedure developed for the microelectronics industry for etching this material. Furthermore, YF3 has been shown in literature to be a good host material for up-converting rare earth ions.

A procedure for the anisotropic etching of silicon was developed using a chromium hard mask, which allowed for the angle of the side walls to be accurately controlled. Thermal
evaporation was used to deposit thin films of YF$_3$:Er into the gaps between the silicon pillars. Initial investigation revealed that the temperature of the silicon substrate during deposition was critical to the resulting crystallinity and up-conversion properties of the YF$_3$:Er layer. Crystalline YF$_3$:Er layers were achieved by maintaining the temperature of the substrate to be greater than 200°C during deposition. The resulting crystalline thin film materials were found to show good 980 nm emission following excitation at 1523 nm for films of around 630 nm or greater. Amorphous films achieved by deposition onto silicon substrates at room temperature (22°C) of comparable thickness (700 nm) were found to exhibit no observable up-conversion emission at 980 nm.

Ellipsometry analysis was carried out to model the refractive index of the crystalline YF$_3$:Er films. The real component of the refractive index at a wavelength of 600 nm (n=1.54) was found to be comparable to other reported results for un-doped YF$_3$ in literature. Analysis of the repeatability of the measurements between samples found that there was a variation of ±4.62% for the real component of the refractive index for films produced under the same process conditions.

The YF$_3$:Er up-conversion material was deposited by thermal evaporation onto the arrays of silicon pillars fabricated using reactive ion etching. However the YF$_3$:Er did not fill the space between the pillars as expected, resulting in a low volume fill factor. This significantly changed the effective refractive index of the volume between the silicon pillars, and as a result the associated band structure of the photonic crystal. Further modelling of 2D photonic crystals consisting of an effective refractive index of YF$_3$:Er and air in varying combinations was carried out to account for the incomplete filling. These structures were experimentally fabricated and optically characterised. A maximum photoluminescence enhancement of 3.79 times was observed (compared to a flat unstructured film of identical thickness). However this enhancement could not be directly attributed to the effect of the flat band edge of the photonic crystal and was more likely due to an increase in scattering from the structured silicon substrate. Further simulation work of the effects of scattering would be required to confirm this hypothesis, however this was beyond the time frame of this thesis.
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Chapter 7 - PEDOT:PSS for Use as the Back Contact of a Bifacial Silicon Solar Cell and for Silicon Wafer Bonding

In this chapter the optical, electrical and structural analysis of thin films of PEDOT:PSS is presented. Uniform thin films of the conductive polymer were fabricated by spin coating. The refractive index of the films were measured as a function of thickness and annealing temperature. Optical absorbance measurements were performed to corroborate the results. The electrical measurements were carried out using a 4-point-probe and were investigated as a function of film thickness and annealing temperature. Finally, the shear stress of thin films of PEDOT:PSS used as an adhesive for the binding of Si wafers is investigated.

Thin films of PEDOT:PSS were prepared over a thickness range of 56-133 nm and annealed over a temperature range of 50-195°C. A novel anisotropic ellipsometry model was developed that showed that the index of refraction in the plane of the thin film shows metallic like behaviour. The annealing temperature was found to be critical to both the electrical conductivity of the PEDOT:PSS films and shear stress of silicon wafers bonded together using a thin film of PEDOT:PSS. A critical annealing temperature of 100°C was identified, corresponding to the complete removal of water from the thin film.

7.1 Deposition of PEDOT:PSS by Spin Coating

PEDOT:PSS can be used as a back contact for nano-structured bifacial solar cells. This would be of particular importance for the surface of a 2D photonic crystal patterned bifacial solar cell, where traditional metallic contacts would destroy the photonic crystal structure beneath and partially shadow the active area of the photovoltaic layer. The use of a polymer back contact would allow for the nano-structured area of the cell to remain intact, maximising any increase in efficiency from the photonic crystal structure.

The successful spin coating of PEDOT:PSS onto nano-arrays of pillars has been previously reported by Pudasaini et al [1]. They demonstrated that a 40 nm layer of PEDOT:PSS could be coated onto the surface of pillars of height 200-1200 nm, spacing of 650 nm and radius of 200-250 nm. The pillar dimensions used by Pudasaini et al. are comparable to those used in this work and so it can be concluded that spin coating could also be used to effectively coat a thin film of PEDOT:PSS onto the surface of Si based pillars of the dimensions considered in this thesis.
The work carried out for this thesis provides a broad characterisation of the deposition parameters and optical, electrical and mechanical properties of thin films of PEDOT:PSS on a flat uniform surface. The second stage of this investigation would be to investigate the properties of these films on a textured photonic crystal array of pillars to fully address the fabrication and performance constraints. However this work was beyond the scope of this thesis.

Thin films of PEDOT:PSS (Clevios™ P VP AL 4083) were prepared by spin coating (section 4.2.3) for characterisation for the use as a back contact for a bifacial Si solar cell and for Si wafer bonding. Spin coating is commonly used deposition technique for polymer thin films. During the spin coating process the solvent dries relatively fast, not allowing much time for the molecules to become ordered [2]. Therefore a post annealing treatment is often required to achieve high molecular ordering, which is critical to the charge transport properties of a conductive polymer like PEDOT:PSS [3, 4]. Spin coating can be carried out at atmospheric pressure, achieving good uniformity, which makes it a fast and inexpensive method for preparing thin films of nanoscale thickness.

7.1.1 Fabrication of PEDOT:PSS Thin Films

The PEDOT:PSS thin films were prepared by spin coating in air and annealed in a vacuum oven to enhance the electrical conductivity. The films were prepared on both Si(111) (10 mm × 10 mm) and glass microscope slides (70% SiO₂) (25 mm x 25 mm) square substrates to allow for a full range of optical and electrical characterisation techniques. The samples for Si wafer bonding were prepared by spin coating a thin film of PEDOT:PSS onto the base Si wafer substrate, before placing the top Si wafer onto the thin film layer by hand. The two wafers were aligned using metal blocks before being annealed. The Si and glass substrates were cleaned prior to spin coating using the procedures detailed in sections 4.2.1 and 4.2.2 respectively.

Initial characterisation of the film thicknesses achievable by spin coating of the PEDOT:PSS was carried out in order to maximise the set of thicknesses to be used in this study. The spin coating was carried out using the system described in section 4.2.3 and the film thickness was varied by changing the spin speed. The film thickness determined experimentally as a function of spin speed is shown in Figure 7-1. It can be seen that the film thickness reduces by ever smaller amounts with increasing spin speed. The expected dependence of the film thickness (d) with rotational speed (w) is \( d \propto 1/\sqrt{w} \) [2, 5]. Due to the slight deviation of the thickness from that expected at 6000 rpm, the upper
The spin speed limit for further analysis was chosen to be 5500 rpm. At a low spin speed of 1500 rpm, a large film thickness of 133 nm was achieved, however this film was not uniformly distributed across the surface of the substrate. It was found that the centre of the wafer acquired a uniform distribution, however a thick buildup of the polymer at the corners of the substrate was observed. Therefore optical and electrical measurements were taken from the uniform central section of the film.

Figure 7-1: The film thickness of PEDOT:PSS is shown to plateau at a minimum value of around 56 nm with increasing spin speed.

Once the thin films had been spin coated, they were annealed in a vacuum oven (Gallenkamp). The oven was evacuated and then purged with N\textsubscript{2} three times prior to heating in order to minimise any O\textsubscript{2} or H\textsubscript{2}O uptake [6]. The samples were annealed at the desired temperature for 1 hour.
7.2 Optical Properties of PEDOT:PSS

The optical properties of the PEDOT:PSS films are essential for its effective use as a back contact for a bifacial solar cell. A back contact must exhibit high transmission in the wavelength range over which the solar cell is most efficiently absorbing. Furthermore, knowing the refractive index of the polymer layer can allow for the thickness of the back contact to be tuned in order to use the layer as an anti-reflective coating [7] thereby improving the transmission of light of a specific wavelength range.

Spectroscopic ellipsometry is a very powerful technique, providing both optical and structural information. The weak inter-chain coupling of conducting polymers means that they can be considered to be quasi-one-dimensional, showing preferential orientation of the polymer chains depending on the processing conditions [8]. Therefore polymer thin films can be anisotropic in both their structural and optical properties. The optical uniaxial anisotropy in PEDOT is thought to occur from the main polymer chains lying flat and parallel to the surface of the film, randomly ordered azimuthally [8]. This orientation may occur from the high angular velocity of the spin coating process.

7.2.1 Ellipsometry Modelling of PEDOT:PSS

Ellipsometry analysis was carried out on the PEDOT:PSS deposited onto the Si substrates. The general ellipsometry modelling procedure, as detailed in section 4.3.1, was used to model the experimental data. The analysis of the data was carried out over the full spectral range available, from 300-2500 nm, to maximise the accuracy of the model.

PEDOT:PSS film are uniaxial anisotropic, showing distinctly different refractive indices parallel and perpendicular to the plane of the thin film [9]. This provided additional complexity to the modelling procedure. The modelling was carried out using two separate generalised oscillator layers to model the refractive index of the parallel in-plane (x-y) and out-of-plane (z) components separately (Figure 7-2). These two proxy layers became the inputs to the overall uniaxial layer that also incorporated the layer thickness (Figure 7-2). This initial model was developed with the help of Dr Thomas Wagner of LOT-QuantumDesign [10]. The test sample (2500 rpm spin coat and 80°C anneal) on which this model was developed provided the optimised oscillator parameters for the in-plane and out-of-plane layers detailed respectively in Table 7-1 and Table 7-2.
Figure 7-2: This schematic details the model used to calculate the refractive index for the PEDOT:PSS films. Separate generalised oscillator models were optimised as proxy layers in the z and x-y directions. These layers were inputs for the overall uniaxial layer, which incorporated the layer thickness.

<table>
<thead>
<tr>
<th>Oscillator</th>
<th>E_e (eV)</th>
<th>A_n [Pole]</th>
<th>B_r (eV)</th>
<th>E_1 offset (eV)</th>
<th>ρ_n (Ω-cm)</th>
<th>τ_n(10^{-15} s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole 1</td>
<td>7</td>
<td>13</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>e1 offset</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.99</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gaussian</td>
<td>6.72</td>
<td>0.49</td>
<td>3.38</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Drude</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.00048</td>
<td>6.37</td>
</tr>
</tbody>
</table>

Table 7-1: The optimised Oscillator fit parameters for the in-plane (x-y) layer are shown. These values were calculated for the test sample spin coated at 2500 rpm and annealed at 80°C.

<table>
<thead>
<tr>
<th>Oscillator</th>
<th>E_e/E_0 (eV)</th>
<th>A_n (eV)</th>
<th>B_r (eV)</th>
<th>E_1 offset (eV)</th>
<th>C_n (ev)</th>
<th>E_g (eV)</th>
<th>ρ_n (Ω-cm)</th>
<th>τ_n(10^{-15} s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pole 1</td>
<td>7</td>
<td>0.019</td>
<td>0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>e1 offset</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.29±0.05</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Tauc-Lorentz</td>
<td>5.42</td>
<td>11.33</td>
<td>-</td>
<td>-</td>
<td>1.0·10^{-6}</td>
<td>2.67</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Drude</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1·10^{-5}</td>
<td>230.62</td>
</tr>
</tbody>
</table>

Table 7-2: The optimised Oscillator fit parameters for the out-of-plane (z) layer are shown. These values were calculated for the test sample spin coated at 2500 rpm and annealed at 80°C.

The experimental and simulated data (Ψ and Δ) for the test sample are shown in Figure 7-3 for comparison. The model is shown to provide a very good fit to the experimental data, with a very low MSE value of 2.45.
Figure 7-3: The experimental (black dotted) and modelled (red) data is shown as a function of wavelength from 300-2500 nm. The model developed for the PEDOT:PSS sample spin coated at 2500 rpm and annealed at 80°C was shown to give a very good fit to the experimental data. The resulting MSE value was 2.45.

The real and imaginary parts of the refractive index corresponding to the modelled test sample are shown in Figure 7-4. The real and imaginary components of the index of refraction within the plane of the film (\(n_{xy}\) and \(k_{xy}\)) show metallic like behaviour, whereas the corresponding components perpendicular to the film (\(n_z\) and \(k_z\)) shows dielectric like behaviour. The metallic like behaviour corresponds to the high conductivity of the material [8]. The expansion of \(k_z\) in the inset reveals that the absorption follows the same overall trend as that of \(k_{xy}\), only scaled, which indicates that the absorption is of the same nature. The overall refractive index results are in good agreement with those published elsewhere for the lower wavelength range of 300-1700 nm [9].
Figure 7-4: The real and imaginary components of the index of refraction within the plane of the film \((n_{xy} \text{ and } k_{xy})\) shows metallic like behaviour, whereas the corresponding components perpendicular to the film \((n_z \text{ and } k_z)\) shows dielectric like behaviour.

Measurements of the refractive index were carried out on three different areas of the same PEDOT:PSS sample to provide an estimate of the repeatability of the results. The sample chosen for the repeatability study had been spin coated at 2500 rpm, resulting in a thickness of 95 nm. The repeatability measurements were taken 3 months after the sample was prepared. The sample was stored in a nitrogen purged cabinet, however the effects of aging of the sample over this time are unknown and may have affected its composition. The MPE between the optimised refractive indices obtained from three locations on the same sample was compared against the MPE obtained from the refractive indices of the samples of varying thickness measured at the start of this study.

The mean percentage error (MPE) was used to quantify the error in the repeatability of the measurements across the sample area. The MPE computes the average percentage error by which the forecasts of a model differ from the actual values of the quantity being forecast [11]:

\[
MPE = \frac{100\%}{n} \sum_{t=1}^{n} \frac{a_t - f_t}{a_t}
\]
where \( n \) is the number of times the variable is forecast, \( a_t \) is the actual value of the quantity being forecast, and \( f_t \) is the forecast.

The MPE of the measurements at three locations on the same sample (95 nm thick) was found to be 5.7 for \( n \) and 15.9 for \( k \). The MPE between successive thicknesses of PEDOT:PSS layers annealed at 50°C are shown in Table 7-3. While the MPE between the thickest sample (133 nm) and those of subsequent reduced thicknesses are shown in Table 7-4. The results of the MPE between areas on the same sample (bold) are included for comparison.

Table 7-3: The mean percentage error between successive samples of reducing thickness are compared against the mean percentage error of different areas on the same sample.

<table>
<thead>
<tr>
<th>Samples compared according to their thickness (nm)</th>
<th>( \text{MPE}_n )</th>
<th>( \text{MPE}_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>REF 95, 95, 95</strong></td>
<td>5.7</td>
<td>15.9</td>
</tr>
<tr>
<td>133, 95</td>
<td>5.6</td>
<td>19.8</td>
</tr>
<tr>
<td>95, 79</td>
<td>3.8</td>
<td>12.2</td>
</tr>
<tr>
<td>79, 60</td>
<td>4.0</td>
<td>38.6</td>
</tr>
<tr>
<td>60, 56</td>
<td>1.9</td>
<td>29.0</td>
</tr>
</tbody>
</table>

Table 7-4: The mean percentage error between the thickest and subsequent samples of reducing thickness are compared against the mean percentage error of different areas on the same sample.

<table>
<thead>
<tr>
<th>Samples compared according to their thickness (nm)</th>
<th>( \text{MPE}_n )</th>
<th>( \text{MPE}_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>REF 95, 95, 95</strong></td>
<td>5.7</td>
<td>15.9</td>
</tr>
<tr>
<td>133, 95</td>
<td>5.6</td>
<td>19.8</td>
</tr>
<tr>
<td>133, 79</td>
<td>9.3</td>
<td>20.8</td>
</tr>
<tr>
<td>133, 60</td>
<td>5.5</td>
<td>51.0</td>
</tr>
<tr>
<td>133, 56</td>
<td>5.7</td>
<td>34.4</td>
</tr>
</tbody>
</table>

It can be seen from both Table 7-3 and Table 7-4 that the MPE of the \( k \) component of the refractive index is in general smaller between different areas of the same sample, than between samples. However the MPE for the \( n \) component of the refractive index is larger between different areas of the same sample, than between samples of successive thickness and roughly the same as between
samples compared against the thickest sample. The latter suggests that there is as much variability between different areas on the same sample as there is between the thinnest sample compared to the thickest sample.

The fact that the MPE for the $n$ component of the refractive index between different areas on the same sample is larger than the MPE between all other samples of successive thickness (Table 7-3) is a strong indication that aging effects detrimental to the $n$ component of the refractive index have occurred, as the measurements used to compare samples of successive thickness were taken at the time of sample fabrication. It is therefore difficult to confirm the reliability of the refractive index measurements across the sample areas used for this study. The long term effects of aging of the PEDOT:PSS were beyond the scope of this study, however would be essential to know for the practical application in a solar cell.

The MPE was also analysed between samples of the same thickness (95 nm), but different annealing temperatures. The MPE between successive annealing temperatures of PEDOT:PSS are shown in Table 7-5. While the MPE between the sample annealed at the lowest temperature (50°C) and those of subsequent increasing annealing temperature are shown in Table 7-6.

<table>
<thead>
<tr>
<th>Samples of annealing temperature (°C)</th>
<th>MPE(n)</th>
<th>MPE(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF 95, 95, 95 (nm)</td>
<td>5.7</td>
<td>15.9</td>
</tr>
<tr>
<td>50, 80</td>
<td>1.2</td>
<td>10.6</td>
</tr>
<tr>
<td>80, 120</td>
<td>1.1</td>
<td>19.4</td>
</tr>
<tr>
<td>120, 160</td>
<td>2.9</td>
<td>16.9</td>
</tr>
<tr>
<td>160, 195</td>
<td>5.4</td>
<td>17.6</td>
</tr>
</tbody>
</table>

Table 7-5: The mean percentage error between successive samples of increasing annealing temperature are compared against the mean percentage error of different areas on the same sample annealed at 50°C.
<table>
<thead>
<tr>
<th>Samples (nm)</th>
<th>MPE(n)</th>
<th>MPE(k)</th>
</tr>
</thead>
<tbody>
<tr>
<td>REF 95, 95, 95 (nm)</td>
<td>5.7</td>
<td>15.9</td>
</tr>
<tr>
<td>50, 80</td>
<td>1.2</td>
<td>10.6</td>
</tr>
<tr>
<td>50, 120</td>
<td>2.2</td>
<td>20.8</td>
</tr>
<tr>
<td>50, 160</td>
<td>2.3</td>
<td>9.9</td>
</tr>
<tr>
<td>50, 195</td>
<td>5.1</td>
<td>15.3</td>
</tr>
</tbody>
</table>

Table 7-6: The mean percentage error between the thickest and subsequent samples of reducing thickness are compared against the mean percentage error of different areas on the same sample annealed at 50°C.

It can be seen from both Table 7-5 and Table 7-6 that once again the MPE for the n component of the refractive index is larger between different areas on the same sample, than between different samples, which in this case differing in their annealing temperature. Therefore again it is difficult to draw conclusions as to the repeatability of the measurements across a sample area.

### 7.2.2 Effect of Thickness on Absorbance and Refractive Index

The refractive indices of thin films of polymers can have a strong dependence on the thickness of the film. This dependence was shown by Kim et al. to be related to the microstructure, density and morphology of a polymer film [12]. Furthermore they showed that a reduction in the effective density normal to the surface occurred for thinner films, which resulted in a corresponding reduction in the real component of the refractive index. Therefore a reduction in the effective density of the out-of-plane direction may be the cause of the reduction in the real component of the refractive index observed in Figure 7-5 for the PEDOT:PSS films. The purpose of the investigation carried out for this thesis was to characterise the optical properties of the PEDOT:PSS film over a wide spectral range as a function of the processing conditions, temperature and film thickness. Further experimental investigation of the effective density of the film was beyond the scope of this work.
The absorbance of the PEDOT:PSS films on glass was analysed over the same wavelength range as that of the refractive index, from 300 – 2500 nm, as a function of film thickness and annealing temperature (section 7.2.3). The absorption of the films was measured using an integrating sphere in a Perkin Elmer Lambda 950, as detailed in section 4.3.3. The absorption measurements shown in Figure 7-6 and Figure 7-7 are for the PEDOT:PSS layer on the glass substrate, with the absorption of the bare glass substrate included for comparison.

There was found to be a large uncertainty in the repeatability of the absorption measurements. This was of particular significance to the measurements of the bare glass substrate, which showed very low absorbance, often resulting in unphysical negative absorbance being introduced for part of the spectral range. To quantify the stability of the measurement system, four repeated scans were taken sequentially with a bare glass substrate remaining in place throughout. An overall shift in the absorbance was observed across the whole spectral range. The average absorbance at 1100 nm was found to be 0.027±0.004, which corresponds to ±15% of the average value. A second set of
measurements were carried out to quantify the uncertainty introduced from placing a sample into the sample holder within the integrating sphere. Four repeated scans were carried out with the same bare glass substrate removed and inserted back into the sample holder before each scan. Again, an overall shift in the absorbance was observed across the whole spectra range. The average absorbance at 1100 nm was found to be 0.012±0.007, which corresponds to ±58% of the average value. However the most significant observation is that the average values obtained for each set of measurements do not lie within the bounds of uncertainty for their counterpart sets of data. This indicates that a more significant error in the system is present, which could be a result of an overall drift of the system due to the excitation lamp nearing the end of its life. Combining all eight sets of data to provide a more accurate estimate of the error provides an average value of 0.018±0.013. The absolute uncertainty in the absorbance provides an indication of the confidence in the absorbance data shown below. Due to the large uncertainty found in the absorbance of the substrate, the PEDOT:PSS absorbance spectra was not normalised to remove the influence of the substrate. Instead, the substrate absorbance is plotted on the same graph for comparison.

![Absorbance spectra](image)

**Figure 7-6:** The absorbance of the PEDOT:PSS films for a range of thicknesses is shown as a function of wavelength. The broad absorption band from 500-2500 nm can either be attributed as a free charge contribution to the absorption, or mid-gap states (polaron or bi-polaron).
A broad absorbance in the PEDOT:PSS layer is observed in Figure 7-6 from around 500 nm all the way up to 2500 nm. This feature can either be attributed as a free charge contribution to the absorption, or mid-gap states (polaron or bi-polaron states) [9]. A broad absorption spanning the wavelength range of the solar spectrum will have an associated loss to the conversion efficiency of the photovoltaic layer due to a small absorption of part of the solar spectrum. This should be accounted for when choosing an appropriate transparent conductive layer for use in photovoltaics. The broad absorbance peak below 350 nm is dominated by the glass substrate.

7.2.3 Effect of Annealing Temperature on Transmission and Refractive Index

An overall decrease in the absorbance is observed with increasing annealing temperature in Figure 7-7. In section 7.3.1 it is shown that a rise on conductivity also occurs for increasing annealing temperature. Therefore increasing conductivity is accompanied by a decrease in absorbance for PEDOT:PSS. This effect has been reported elsewhere and is believed to be due to a red shift in the absorbance maximum of mid-band gap states, resulting from the increased conductivity [9].

![Figure 7-7: The absorbance of the PEDOT:PSS films for a range of annealing temperatures is shown as a function of wavelength. The overall decrease in the absorbance with increasing annealing corresponds to a rise in conductivity of the thin film. The decrease in absorbance is believed to be](image)
due to a red shift in the absorbance maximum of mid-band gap states, resulting from the increased conductivity.

The overall decrease in absorbance with increasing annealing temperature is also suggested in the extinction coefficient $k_{xy}$ results. It can be seen from the expanded section in Figure 7-8 that the minimum and maximum extinction coefficients correspond to the minimum and maximum conductivities observed in Figure 7-9 for annealing temperatures of 80°C and 194°C respectively.

![Figure 7-8](image)

Figure 7-8: The real component of the refractive index ($n$) and the imaginary part of the refractive index ($k$) in both the $xy$ and $z$ planes are shown as a function of wavelength for samples of 133 nm thick and varying annealing temperature.

The refractive index was compared to that of the well-used inorganic transparent conductive electrode indium tin oxide (ITO). The real component of the refractive index of ITO decreases from around 2.2 at 350 nm, to around 1.5 at 1000 nm [13]. Therefore the refractive index of PEDOT:PSS is substantially lower in general across the range of comparison. This is likely to lead to a reduction in the antireflection properties of PEDOT:PSS compared to ITO on silicon. Minimum reflection occurs for an antireflection
coating that has a refractive index which is the average of the materials below and above it [14]. The average refractive index at 600 nm for an antireflection coating between silicon and air is around 1.87 and between silicon and glass is around 2.3. Therefore the refractive index of ITO at 600 nm (~1.8) is closer to the desired value than that of PEDOT:PSS in the z direction (1.6).

7.3 Electrical Properties of PEDOT:PSS

The processing conditions of PEDOT:PSS have been reported to play a significant role in the conductivity of the film [15]. In particular, the annealing temperature can significantly alter the material’s conductivity. In the usual aqueous PEDOT:PSS solution, the polymer chains form compact coils that pack randomly when dried. Therefore conductivity measurements reported cover a wide range of values [6].

In this work the electrical characterisation was carried out using a 4-point probe, as detailed in section 4.3.7. The PEDOT:PSS films on the insulating glass substrates were used for the characterisation. These substrates (15 mm × 15 mm) were large enough to ensure that the distance from any probe to the edge of the film was greater than five times the spacing between the probes (300 μm) and is negligible and so no correction for a boundary configuration is required [16].

7.3.1 Effect of Thickness and Annealing Temperature on Conductivity

An overall increase in conductivity is observed in Figure 7-9 for an increase in the annealing temperature. The increase in conductivity over the annealing range of 80-120°C is likely to be caused by shrinking of the insulating PSS shell that surrounds the conducting PEDOT rich grains due to the evaporation of water [6]. Beyond 160°C the increase is predominantly due to PSS segregation effects [6, 17]. At these relatively low temperatures, it is most likely that the increases in conductivity observed are due to loss of water and structural changes, rather than chemical alterations. The conductivity would be expected to increase still further with increasing temperature, until degradation of the PSS at around 300°C [6].
The conductivity of PEDOT:PSS films is shown for a range of spin speeds as a function of annealing temperature. An overall increase in conductivity is observed between 50°C and 195°C. The increase in conductivity from 80°C to 120°C is most likely due to water loss, whereas further increase at higher temperatures is due to the reduction of the insulating PSS shell. No well-defined trend is evident for the change in conductivity with thickness at any given temperature. However it is evident that the thickest film is associated with the highest conductivity. A general trend of increasing conductivity with increased sample thickness of PEDOT:PSS has previously been presented by Yoo et al [18]. The authors measure the carrier mobility using the Hall effect and found a systematic increase in mobility with thickness, for thicker samples over the range of 89-357 nm [18]. It is unclear why the experimental results measured in this thesis do not show the same clear trend. One possible cause could be the uptake of atmospheric water vapour within the samples between preparation and measurement. Repeating the measurements using multiple samples for each thickness and temperature, with a standard time between fabrication and measurement would help to reduce the scatter observed and may result in the trend being shown.
The main source of variation in the conductivity measurements was found to come from the probe positioning on the sample. A set of four measurements were carried out within the central region of the film at different locations that all satisfied the condition for negligible boundary effects. A 5.5% variation in the final conductivity measurements was observed, which was an order of magnitude greater than the error associated with IV gradients from which the conductivity was extracted (section 4.3.7). It is believed that this variation is due to non-uniformity in the film thickness across the sample. The ellipsometry analysis indicated typical 8-9% thickness non-uniformity across the 3 mm spot diameter.

A general requirement for the electrical properties of a transparent conductive oxide for use in a solar cell is that the sheet resistance should be \(<10 \, \Omega/\square\) [19]. For a 100 nm film, this corresponds to a conductivity \(>10^6 \, \text{S/m}\). The sheet resistance for common inorganic transparent conductive electrodes are ITO 3-5 \(\Omega/\square\), SnO\(_2\)F 6-15 \(\Omega/\square\) and ZnO:Al 4-15 \(\Omega/\square\). The conductivity measurements achieved for the work in this thesis are very much lower than those desired for use in a solar cell. However they are suitable for an electrically conductive adhesive layer for bonding silicon wafers, as discussed in section 7.4.

Electrically conductive adhesives (ECAs) have had growing interest recently, particularly in the semiconductor industry. These conductive adhesive materials are split into two categories: Isotropic Conductive Adhesives (ICAs) and Anisotropic Conductive Adhesives (ACAs), depending on their electrical characteristics. They typically consist of an epoxy resin to provide the physical and mechanical properties, with a conductive filler for the electrical conduction. The filler is typically a metal such Ag/Au/Ni/Cu or more recently a carbon derivative (e.g. carbon nanotubes). Typical electrical properties of ECAs vary from \(10^{-2}\) to \(10^5 \, \text{S/m}\), depending on the application [20]. However there has been no evidence found of ECAs used in Si wafer bonding. Furthermore, the microscopic nature of the filler metal particles would be far too large for direct use with a nanostructured layer such as the 2D photonic crystals in this thesis.

The PEDOT:PSS conductivity measured in this work is at the lower end of typical ECA electrical properties. However the introduction of an organic co-solvent has been shown by Xia et al. to increase the conductivity of the PEDOT:PSS layer beyond \(10^5 \, \text{S/m}\) [21]. It is therefore expected that a PEDOT:PSS adhesive layer could achieve comparable
electrical properties of current ECAs, without the need for additional highly conducting carbon derivative or metallic fillers.

7.4 Mechanical Properties of PEDOT:PSS for Si Wafer Bonding

The mechanical properties of thin films of PEDOT:PSS for Si wafer bonding were investigated by analysing the shear stress of the films. The shear stress is the component of stress in the plain of the material cross section.

7.4.1 Fabrication of PEDOT:PSS Bonded Si Wafers for Shear Stress Measurements

Si(111) wafer substrates (10 mm × 10 mm) were bonded together using a PEDOT:PSS adhesive layer as described in section 7.1.1. The samples were annealed in a vacuum oven, which removed any trapped bubbles of gas from the adhesive layer. The bottom Si substrates of the annealed samples were then fixed to a mounting block using a thin layer of araldite adhesive. The mounted samples were positioned under the load cell (Instron 3367) and the load tool was applied down onto the top Si substrate at a rate of 5 μm/s until the sample was broken, as shown in Figure 7-10. The maximum force applied at failure of the PEDOT:PSS adhesion layer was recorded.

Figure 7-10: Schematic drawing of the apparatus used to measure the shear stress of the PEDOT:PSS adhesive bond: (1) sample mount; (2) mounting adhesive layer; (3) rear Si substrate; (4) PEDOT:PSS bond; (5) top Si substrate; and (6) load cell.
7.4.2 Effect of Annealing Temperature on Shear Force

The shear force was measured for bonded Si wafers annealed at 50°C, 80°C, 120°C, 160°C and 195°C. Ten samples were measured for each annealing temperature to assess the reliability. The PEDOT:PSS adhesion layer was spin coated at 2500 rpm for each sample. At faster spin speeds, the solvent present in the thin film evaporated too quickly to allow for the top Si substrate to be wetted upon contact, resulting in very poor adhesion between the PEDOT:PSS layer and the top Si wafer. At speeds lower than 2500 rpm, the film was found to show significant non-uniformity at the edges of the Si wafers, therefore was not suitable for uniform wafer bonding.

The shear stress measurements upon failure of the PEDOT:PSS adhesion bond is shown in Figure 7-11(a). There was a relatively large spread of measurements within the 10 samples for each annealing temperature, however a general trend in the average shear stress is observed. To minimise the effect of anomalous measurements, the results were re-evaluated in Figure 7-11(b) excluding the maximum and minimum result from each set of measurements. The same overall trend is observed, with a significant decrease in the associated errors. These anomalous results will most likely have occurred from alignment of the load tool above the top Si substrate. On preliminary testing, it was noticed that incorrect alignment of the load tool could result in the tool catching on part of the bottom Si substrate, resulting in a much larger than expected shear stress. Incorrect alignment could also result in the leading edge of the loading tool not being perpendicular with the edge of the top Si substrate.
Figure 7-11: (a) The results of the shear stress for the 10 samples measured at each annealing temperature shows a general trend of a stepwise reduction between 80°C and 120°C. (b) The results of the shear stress after removing the maximum and minimum result from each set of data shows the same general trend, with a much improved random uncertainty.

A significant reduction in shear stress is observed between the annealing temperatures of 80°C and 120°C, from 812 kPa to 577 kPa respectively. This reduction is believed to be due to the evaporation of H₂O from the PEDOT:PSS adhesion layer during annealing. The expansion of the H₂O from liquid to gas above 100°C is likely to modify the macro-structure of the PEDOT:PSS layer and weaken its structural integrity as the gas tries to escape from the film. As discussed previously, a wet PEDOT:PSS film is required to achieve the initial adhesion of the top Si substrate to the thin film layer. Therefore it would not be possible to remove the water prior to the application of the top Si substrate.

A final test was carried out where by both the top and bottom Si substrates were spin coated with a PEDOT:PSS film before being brought together. However following annealing, the two Si substrates fell apart, indicating that the adjacent PEDOT:PSS films had not bound together.
The shear stress measured for the PEDOT:PSS layer is only slightly lower compared to results for various other conductive wafer bonding techniques. Abouie et al. measured the shear strength of both solid state and eutectic bonding of Si using an Au intermediate layer, which they found to be 15.2 MPa and 13.2 MPa respectively [22]. However both of the bonding procedures required sputtering of the Au layer and annealing temperatures >250°C. Although providing high shear strength and conductivity, this type of Si wafer bonding is unsuitable when low temperatures are required and involves expensive bonding materials and deposition techniques.

Adhesive bonding using polymers provides a low temperature and cheap alternative for Si wafer bonding. Lo et al. demonstrated the use of a silicone polymer for Si wafer bonding, achieving a shear strength average of 8.09 MPa [23]. The samples were prepared in a vacuum at a temperature of 150°C with 0.1 MPa of bonding pressure. However, silicone is electrically insulating, unless doped with a conducting material, therefore does not offer the desired electrical properties.

The principle of using derivatives of PEDOT:PSS as an adhesive has previously been proposed by Tung et al., who demonstrated the application of bonding of poly(ethylene terephthalate) (PET) strips using a PEDOT:PSS film of unspecified thickness [24]. This film was found to have a shear strength of 0.2 MPa. They further showed that through the addition of graphene oxide, the conductivity and shear strength could be greatly increased. All of the films in Tung et al.’s study were annealed at 60°C and the thicknesses of the films used to measure the shear stress were not presented.

The work carried out here demonstrates the importance of the annealing temperature to the bonding strength and electrical conductivity of the film. The sharp reduction in bond strength between 80°C and 100°C means that a trade off in bonding strength occurs for increased electrical conductivity of the film. This trade off must be taken into account when optimising the annealing temperature for the desired conductive adhesive characteristics.
7.5 Conclusions of PEDOT:PSS for Use as the Back Contact of a Bifacial Silicon Solar Cell and for Silicon Wafer Bonding

The optical, electrical and mechanical properties of thin films of PEDOT:PSS were analysed for use as the back contact of a bifacial silicon solar cell. The thin films were prepared by spin coating to cover the thickness range of 56 nm to 133 nm, with samples from each thickness annealed for 2 hours over the range of 50°C to 195°C.

The optical properties of thin films of PEDOT:PSS were measured using ellipsometry and absorption spectroscopy. The refractive indices were found to be anisotropic, differing between the in-plane and out-of-plane directions. The real component of the refractive index was found to decrease with reducing thickness, which could be due to a reduction in the effective density of the film in the out-of-plane direction. However, due to the very small changes in refractive index observed between the samples, further investigation is required to fully quantify the repeatability of the ellipsometry modelling process for these films to confirm the qualitative changes observed.

The absorption measurements indicated that a broad absorption band exists from 500 nm to 2500 nm, which is believed to be due to a free charge contribution to the absorption, or mid-gap states (polaron or bi-polaron states). An overall decrease in absorbance is observed for increasing annealing temperature. This was also seen to be accompanied with an increase in electrical conductivity. The observed change in absorbance is believed to be due to a red shift in the absorbance maximum of mid-band gap states, resulting from the increased conductivity.

The conductivity of the PEDOT:PSS films was found to increase with annealing temperature, resulting in a maximum conductivity of 82 S/m. This corresponds to a much lower conductivity than that desired by a transparent conductive electrode for use in a solar cell of >10⁶ S/m. However the conductivity of PEDOT:PSS has been shown elsewhere to be increased to beyond 10⁵ S/m [21], through the addition of an organic co-solvent. Therefore there is substantial potential for the use of a PEDOT:PSS based layer as a transparent conductive electrode.

The shear stress of PEDOT:PSS thin films with annealing temperature was measured for use as a conductive adhesive for Si wafer bonding. The shear stress was found to exhibit two distinct regions, above and below an annealing temperature of 100°C. The maximum shear stress of 820 kPa is only slightly lower than that observed for many other electrical
conductive adhesives, however this is the first study to report the application of Si wafer bonding using an ECA.

One application of the PEDOT:PSS as an ECA would be to provide an intermediate film to bond the up-conversion layer to the rear surface of a bifacial solar cell. This bonding layer would also act as the rear electrode of the solar cell and reduce the detrimental scattering of the up-conversion emission that would occur if an air gap existed between the up-conversion layer and the rear photovoltaic surface. The work by Fischer et al. demonstrated that a non-structured (flat) rear surface of a bifacial silicon solar cell is optimal for maximising the potential of the up-conversion emission [25, 26], therefore the results carried out in this study for measuring the shear stress between two PEDOT:PSS bonded planar silicon wafers is of greater relevance.
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Chapter 8 - Conclusions of the Thesis and Future Work

In this chapter the conclusions of the work carried out in this study are brought together to provide an overall perspective of the progress made. The suggested direction of future work in this area of research is presented.

8.1 Conclusions of 2D Photonic Crystals for Enhanced Up-Conversion Emission in Photovoltaics

Up-conversion offers significant potential to increase the efficiency of silicon solar cells, without affecting the electronic properties of the photovoltaic material. A passive optical layer can be applied at the rear of a bifacial silicon solar cell, absorbing low energy photons that would otherwise be transmitted through the solar cell, and emitting photons of energy greater than the band gap of the silicon semiconductor; thereby improving the spectral range over which the solar cell can utilise. Theoretical calculations performed elsewhere have shown that the efficiency of a single junction silicon solar cell can be increased from the Shockley-Quieser limit of around 30% to 47.6% for non-concentrated sunlight. However the efficiency of current up-conversion materials published in literature is very low. The highest reported increase in current density for a silicon photovoltaic cell by the application of an up-conversion layer is of 4.03 mA/cm² for concentrated solar radiation of 77 suns. Therefore there remains great potential to improve the efficiency of up-conversion layers and significant commercial potential for the resulting highly efficient solar cells.

2D photonic crystals offer an effective way of controlling the interaction of light with matter in 3 dimensions. Tuning the geometry of a 2D photonic crystal to align a flat band edge in the Γ-direction has been shown elsewhere to significantly improve the emission of luminescent materials, in some cases resulting in lasing of emission [2-5]. It is this property of 2D photonic crystals, the enhancement of emission through the high density of states and low group velocity at a flat photonic band edge, which has been the motivation behind the work of this thesis to enhance the emission of up-converting material tuned for use with crystalline silicon photovoltaics.

The integration of a nanostructured optical up-conversion layer to the rear of a bifacial silicon solar cell requires careful consideration of the rear conducting electrode used to maximise the effect of the up-conversion layer. Present electrode configurations are based on either metal strips that result in a high degree of shadowing, or inorganic transparent
 conductive electrodes which require complex deposition procedures. The highly conductive polymer PEDOT:PSS can be deposited in air at room temperature by a simple spin coating procedure. It can also act as an adhesive layer to bind the up-conversion layer to the rear surface of a bifacial photovoltaic layer. However no wide ranging analysis of the electrical, mechanical and optical properties had previously been found in literature to fully compare and understand the potential of this material for such an application.

Two simulation methods were chosen for use in this thesis to theoretically explore and optimise the properties of 2D photonic crystals: plane wave expansion and finite-difference time-domain. The simulation code developed for use in this work was shown to provide consistent results with work published elsewhere, providing confidence in the approach. Furthermore, the two methods were shown during this study to provide consistent descriptions of the electromagnetic field distribution, providing additional confidence. Triangular, hexagonal and square arrays of holes and pillars were compared for use with the experimentally determined refractive indices of the materials to be used for the practical fabrication work in this study. For a 2D photonic crystal consisting of TiO$_2$:Er and air, the optimised structure for a discrete flat band edge in the $\Gamma$-direction was found to be a triangular array of holes of radius 203 nm and lattice constant 633 nm for tuning the band edge to 980 nm (and a radius of 315 nm and lattice constant of 984 nm for 1523 nm tuning). For a 2D photonic crystal consisting of silicon and YF$_3$:Er, the optimised structure for a discrete flat band edge in the $\Gamma$-direction was found to be a triangular array of silicon pillars of radius 127 nm and lattice constant 439 nm for tuning the band edge to 980 nm (and a radius of 198 nm and lattice constant of 682 nm for 1523 nm tuning).

A wide range of fabrication and characterisation procedures were developed for this study. In particular, a customised confocal microscope was integrated into a spectrofluorometer to locate and record the luminescent properties of the very small (30 $\mu$m $\times$ 30 $\mu$m) 2D photonic crystal sample areas. Furthermore, novel ellipsometry analysis of thin films of TiO$_2$:Er and YF$_3$:Er was carried out providing detailed refractive index data required for accurate simulation of the proposed 2D photonic crystals.

The first 2D photonic crystal to be experimentally explored in this work consisted of holes of air in a TiO$_2$:Er thin film. The initial deposition method of spin coating a sol-gel of TiO$_2$:Er allowed for very accurate control of the erbium doping concentration, however resulted in layers with a high degree of cracking that increased with sample thickness.
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This limited the sample thickness achievable from a single spin coated layer. Further analysis of the microstructure of the films revealed that the anatase/rutile multiphase of the TiO$_2$:Er material was composed of adjoined grains, making this phase unsuitable for use as a 2D photonic crystal due to the inhomogeneity. In contrast, the amorphous phase of the film was found to be dense and homogeneous, therefore would be suitable for patterning. For both phases, ellipsometry was used to successfully model the associated refractive indices. The real component of the refractive index was found to vary throughout the thickness of the thin films; in particular for the anatase/rutile mixed phase, which varied from 1.38 at the bottom of the film to 2.32 at the top (at a wavelength of 550 nm). This variation in refractive index was consistent with results published elsewhere for TiO$_2$ on a SiO$_2$ substrate. The variation in refractive index was expected to be the reverse direction for a silicon substrate, therefore the work in this thesis indicates the important effect of the native oxide on the silicon surface for the resulting refractive index of the deposited TiO$_2$ based film. A procedure for producing a stack of TiO$_2$:Er layers (overall 600 nm thick) was developed to achieve the overall thickness required for detecting an up-converted emission of 980 nm, following excitation at 1523 nm. However the multi-stacked films had significant issues with cracking that made them unsuitable due to the microscopic variations in refractive index.

The limitations in the sol-gel prepared TiO$_2$:Er films led to investigation of the deposition of this material using an alternative method of RF sputter deposition. A crude method of erbium doping was carried out for proof of concept using erbium metal placed on a TiO$_2$ sputter target. This resulted in the ability to achieve much thicker films that were believed to be required to observe a strong up-conversion emission signal, however the exact doping concentration of erbium was not known. Films of 4500 nm were achieved using this method. Ellipsometry analysis was used to show that the gradient in refractive index of TiO$_2$:Er observed for the sol-gel prepared films was also present for the sputter coated films. Up-conversion emission of 980 nm following 1523 nm excitation was observed for the sputter coated film of 4500 nm thickness, however this signal was much weaker than that obtained by the highly cracked sol-gel prepared film of 600 nm. The cause of this difference is believed to be due to either the different erbium concentrations, or an increased optical path length in the cracked film due to internal scattering from the cracks. As the exact erbium concentration of the RF sputtered film was not known, further work beyond the scope of this thesis is required to determine the cause of this effect.
Reactive ion etching of the TiO$_2$:Er layers was investigated using a hard mask of chromium to fabricate the 2D photonic crystal structure of holes in the thin film. During the characterisation of the etch chemistry, it became apparent that the chromium mask was not strong enough to resist the etch to achieve the deep 4500 nm anisotropic etches required to pattern the RF sputtered TiO$_2$:Er homogeneous film. Therefore an alternative fabrication method of focused ion beam etching was explored. This method was found to be suitable for achieving much deeper etches, without the need of a mask, however could not produce the anisotropic etch features required for the 2D photonic crystal.

A second material combination was investigated for use as an 2D photonic crystal enhanced up-conversion layer: silicon and erbium doped YF$_3$. The advantage of these materials was that the anisotropic etching of silicon is a well-documented procedure, developed for the microelectronics industry, while YF$_3$ had been shown in literature to be a good host for up-converting rare earth ions. A procedure for the anisotropic etching of silicon was developed using a chromium hard mask, which allowed for the angle of the side walls to be controlled accurately. A method for depositing thin films of YF$_3$:Er was explored to fill in the gaps between the silicon pillars with the up-converting material. Initial investigation revealed that the temperature of the silicon substrate during deposition was critical to the resulting crystallinity of the YF$_3$:Er layer, which in turn had a significant effect on the up-conversion properties of the material. A customised substrate heater was integrated into the evaporation chamber to allow for crystalline YF$_3$:Er layers to be achieved (at a substrate temperature of 227°C), which were found to show good 980 nm emission following excitation at 1523 nm for films of around 630 nm or greater. Amorphous films achieved by deposition onto silicon substrates at room temperature (22°C) of comparable thickness (700 nm) were found to exhibit no observable up-conversion emission at 980 nm.

Ellipsometry analysis was carried out to model the refractive index of the experimentally produced films. The real component of the refractive index of the YF$_3$:Er films at a wavelength of 600 nm (~1.54) was found to be comparable to other reported results for un-doped YF$_3$ in literature. A variation of ±4.62% was found for the real component of the refractive index for films produced under the same process conditions.

The YF$_3$:Er up-conversion material was successfully deposited onto the arrays of silicon pillars fabricated using reactive ion etching. However the YF$_3$:Er did not fill the space between the pillars very well, resulting in a low volume fill factor. This greatly altered
the effective refractive index of the volume between the silicon pillars, and hence the resulting band structure of the photonic crystal. Further modelling of 2D photonic crystals consisting of an effective refractive index of YF$_3$:Er and air in varying combinations was carried out to try to account for the incomplete filling. These structures were experimentally fabricated and optically characterised. A maximum photoluminescence enhancement of 3.79 times was observed for the 980 nm emission profile, however this could not be successfully attributed to a photonic crystal effect. This enhancement was more likely due to an increase in scattering from the structured silicon substrate, however the further work required to confirm this hypothesis was beyond the time frame of this thesis.

Thin films of PEDOT:PSS were prepared over a thickness range of 56-133 nm and annealed over a temperature range of 50-195°C to characterise their electrical, mechanical and optical properties. A novel anisotropic ellipsometry model covering the wavelength range of 300-2500 nm was developed to fully characterise the real and imaginary components of the refractive index of the PEDOT:PSS thin films. The model confirmed results presented elsewhere in literature that the index of refraction in the plane of the thin film shows metallic like behaviour. General trends of decreasing absorbance were observed for decreasing thickness and increasing annealing temperature as expected.

The annealing temperature was found to be critical to both the resulting electrical conductivity and shear stress of silicon wafers bonded together using a thin film of PEDOT:PSS. A critical annealing temperature of 100°C was identified, corresponding to the complete removal of water from the thin film. Electrical conductivity was found to increase beyond 100°C, while the shear stress was found to decrease. Therefore this tradeoff must be taken into account when optimising the process conditions for using PEDOT:PSS as an electrically conductive adhesive.

This novel extensive analysis of the electrical, mechanical and optical characteristics of thin films of PEDOT:PSS over the wavelength range of 300-2500 nm and annealing temperature of 50-195°C provides a catalogue of properties from which PEDOT:PSS can be accurately compared with other transparent conductive oxides to allow an informed choice of contact for a potential solar cell application. The additional characterisation of the shear stress of the PEDOT:PSS allows for the optimum process conditions to be found for its potential use as an adhesive transparent electrical contact to bond an up-conversion layer the rear of a bifacial silicon solar cell.
The work carried out in this thesis has provided extensive analysis of two particular routes of using 2D photonic crystals to enhance up-conversion emission from thin films. Up-conversion emission at 980 nm from excitation at 1523 nm was measured for both thin films of TiO$_2$:Er and YF$_3$:Er, however difficulties remain in fabricating the defect free, ideal 2D photonic crystal structures required to accurately characterise an enhancement in emission. Enhancement of the 980 nm emission was observed for photonic crystal structures of silicon pillars and YF$_3$:Er, however the exact cause of the enhancement could not be identified, however is likely to be as a result of an increased optical path length of the excitation light of 1523 nm due to scattering.

In the process of exploring these two routes, novel ellipsometry analysis has been carried out on TiO$_2$:Er, YF$_3$:Er and PEDOT:PSS. The refractive indices determined using ellipsometry were used in the customised simulation code to determine the optimum geometrical properties of 2D photonic crystals of TiO$_2$:Er/air and silicon/YF$_3$:Er for band edge enhancement in the Γ-direction, perpendicular to the plane of the photonic crystal slab. A spectrofluorometer was adapted with a custom built confocal microscope allowing for the emission from both continuous wave and pulsed laser excitation of thin films of up-conversion material to be measured. This work has presented the first characterisation of thin films of YF$_3$:Er >85 nm thick. Only one previous study has investigate the up-conversion properties of YF$_3$:Er, which was deposited using atomic layer deposition to achieve films of up to 85 nm in thickness [6]. The current work also represents the first characterisation of the refractive index of YF$_3$:Er. The work carried out in this thesis on the ellipsometry analysis of TiO$_2$:Er is believed to be the first for this material and covers a wider wavelength range and depth of analysis of the variation in refractive index with thickness than any other previous study. Finally, the work carried out on PEDOT:PSS is the first to characterise its use as an electrical adhesive layer for silicon wafer bonding.
8.2 Future Work to Enhance Up-Conversion for Silicon Photovoltaics using 2D Photonic Crystals

In this section a broad overview of the key aspects of future work to be carried out to enhance up-conversion using 2D photonic crystals for silicon photovoltaics will be presented. This includes an analysis of methods to improve the simulation and fabrication of 2D photonic crystals of Si and YF$_3$:Er, which formed the main focus of the work carried out in this thesis. Suggested improvements to the fabrication of nanostructured thin films of TiO$_2$:Er are also presented, along with an up to date review of the most recent developments in enhancing up-conversion emission.

8.2.1 Improving Si/YF$_3$:Er 2D Photonic Crystal Structures for Enhanced Up-Conversion Emission

Simulating the 2D photonic crystal structures in three dimensions would allow for an improvement in the accuracy of the band structure. Taking into account the height of the ‘photonic crystal slab’ and the refractive index of the material layers above and below by using three dimensional simulations would allow for the thickness of the slab and nature of the surrounding medium to be optimised for the particular situation. Initial three dimensional simulations were carried out using the PWE method and a ‘supercell’ approach. However the additional computational time required to complete these simulations using the available computational hardware did not allow for this analysis to be a sensible route to explore during the limited time of the PhD. An example of a band structure simulated using the 3D PWE method is shown in Figure 3-1, along with a comparison of results published elsewhere in literature for the same structure [7]. Improved computational facilities would allow for more accurate 3D simulations to be carried out to find the optimum geometries for the 2D photonic crystals.

An enhancement of the 980 nm up-converted emission from Si/YF$_3$:Er photonic crystal structures was observed during the work of this thesis, however the cause for the broad wavelength range enhancement is not known. Therefore, investigation into the cause of this enhancement would be useful for directing further research into improving the efficiency of up-conversion layers. In particular, a computer model simulating the scattering of light for use as a 2D photonic crystal enhanced up-conversion layer as a result of the nanostructured substrate would provide much needed characterisation of the scattering effects in the non-linear material.
Improvements to both the volume fill factor and starting up-conversion efficiency could be achieved by embedding nanocrystals of the best performing up-conversion material into a PMMA host. The PMMA solution could then be spin coated onto a substrate of pillars of silicon, to fill in the gaps between the pillars with PMMA and nanocrystals. The concept of embedding the high performing $\beta$-NaYF$_4$:Er nanocrystals into PMMA for use with silicon photovoltaics has been detailed recently by Fischer et al [8]. The successful in-fill of the space between nanostructures with a polymer using spin-coating has also been reported elsewhere [9].

8.2.2 Improved Fabrication Techniques for Nano-Structured Thin Film Up-Converting TiO$_2$:Er

Initial investigation carried out in this thesis have shown that sputter deposited TiO$_2$:Er produces dense homogeneous films showing the desired up-conversion properties. However the current method used of placing metal erbium strips on top of a TiO$_2$ sputter target does not allow for the doping concentration of erbium to be accurately controlled. Therefore future work should investigate preparing pre-doped TiO$_2$:Er targets of varying erbium concentration to allow for a complete controlled analysis to be carried out.

During the etch of TiO$_2$:Er carried out in this work, the resistance of the Cr mask to the etch chemistry was found to be very poor. Characterisation of the resistance of the Cr mask to similar etch chemistries detailed elsewhere [10] suggests that the resistance should have been adequate to achieve good selectivity and deep etches of the TiO$_2$:Er sample. Additional mask fabrication techniques, including sputter deposition of a NiCr composite, could allow for more resistant masks to be fabricated and therefore a thorough characterisation of the etch chemistry for TiO$_2$:Er to be carried out.

8.2.3 Recent Developments in the Field of Enhancing Up-Conversion Emission for Silicon Photovoltaics

Spectral concentration of the un-used near infrared radiation into near infrared wavelengths that are suitable for up-conversion has become an emerging area of interest [11]. A very recent study by Marques-Hueso et al. has demonstrated a proof of concept to show that the combined use of InP 2D photonic crystals and PbSe quantum dots can be used to red-shift the wavelengths of the solar spectrum of energy less than that of the silicon band-gap, but greater than that of the absorption of the up-conversion absorber: 1100 nm – 1470 nm [12]. The quantum dot provided the luminescent red-shifting, while
the photonic crystal was used to narrow the quantum dot emission, increasing the emission overlap with the up-converter absorber by up to 158%. Furthermore, the quantum dot emission in the vertical direction (perpendicular to the plane of the photonic crystal was found to increase by a factor of 7.8× due to the band edge effect [12]. Theoretical analysis accompanying these measurements showed that a maximum enhancement of the up-conversion emission using could be increased by a factor of 13×.

Recent developments in the field of up-conversion for enhancing silicon photovoltaics have provided further evidence for the potential benefits of nano-structured materials to enhance the up-conversion emission. This is an exciting time for this field of research that offers great potential for significant gains to be made. Continued work in the area of up-conversion enhancement has potential not just for fundamental scientific research, but for the continued uptake of sustainable energy power generation devices over the coming years.
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Appendix A – Simulation Code

An example of a MEEP control file used to define the geometry, symmetry, optical properties, boundary conditions and simulation output.

; Some parameters to describe the geometry:
(define-param eps 12.11) ; dielectric constant of surrounding
(define-param epshole 2.4336) ; dielectric constant of hole
(define-param r 0.29) ; radius of holes

; The cell dimensions
(set! geometry-lattice (make lattice (size 1 (sqrt 3) no-size)))
(set! geometry
 (list (make block (center 0 0) (size infinity infinity infinity)
 (material (make dielectric (epsilon eps))))
 (make cylinder (center 0 0) (radius r) (height infinity) (epsilon epshole))
 (make cylinder (center (/ -1 2) (/ (sqrt 3) 2)) (radius r) (height infinity) (epsilon epshole))
 (make cylinder (center (/ 1 2) (/ (sqrt 3) 2)) (radius r) (height infinity) (epsilon epshole))
 (make cylinder (center (/ -1 2) (* (/ (sqrt 3) 2) -1)) (radius r) (height infinity) (epsilon epshole))
 (make cylinder (center (/ 1 2) (* (/ (sqrt 3) 2) -1)) (radius r) (height infinity) (epsilon epshole))))

(set-param! resolution 20)

(define-param fcen 0.3) ; pulse center frequency
(define-param df 0.6) ; pulse freq. width: large df = short impulse

; ******************
(define-param k-interp 9)

(define Gamma (vector3 0 0 0))

(define M (vector3 0.288675134594813 -0.5 0))

(define K (vector3 0.0 -0.666666666666667 0))

(define dtime 0)

(define gauss (make gaussian-src (frequency fcen) (fwidth df)))

(define a1 (vector3 0.5 (/ (sqrt 3) 2) 0))

(define k-points (list Gamma M K Gamma))

(set! k-points (interpolate k-interp k-points))

(define R (vector3* (* 2 pi) a1))

(define s1 (vector3 -0.1234 -0.2468 0))

(define s2 (vector3+ s1 a1))

(define n 0)

(define rfreqs (list ))

(map (lambda (kvec)
  (restart-fields)
  (change-k-point! kvec)
  (set! dtime (vector3-dot kvec R))
  (change-sources! (list
    (make source (src gauss) (component Ez) (center s1))
    (make source (src gauss) (component Ez) (center s2)
    (amplitude (exp (* 0+1i dtime)))))
  (run-sources+ 300
    (after-sources (harminv Ez s1 fcen df))
  )
 )
 )
(harminv Ez s2 fcen df)))

(set! rfreqs (map harminv-freq-re harminv-results))

(print "freqs: ( + n 1 )", (vector3-x kvec)", (vector3-y kvec)

"," (vector3-z kvec))

(map (lambda (f) (print ", " f)) rfreqs)

(print "\n")

(set! n (+ n 1))

k-points)