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Abstract

Mobile telecommunications networks based on Long Term Evolution (LTE) technology promise faster throughput to their users. LTE networks are however susceptible to a phenomenon known as inter-cell interference which can greatly reduce the throughput of the network causing unacceptable degradation of performance for cell edge users.

A number of approaches to mitigating or minimising inter-cell interference have been presented in the literature such as randomisation, cancellation and coordination. The possibility of coordination between network nodes in an LTE network is made possible through the introduction of the X2 network link.

This thesis explores approaches to reducing the effect of inter-cell interference on the throughput of LTE networks by using the X2 link to coordinate the scheduling of radio resources. Three approaches to the reduction of inter-cell interference were developed. Localised organisation is a centralised scheme in which a scheduler is optimised by a Genetic Algorithm (GA) to reduce interference. Networked organisation makes use of the X2 communications link to enable the network nodes to exchange scheduling information in a way that lowers the level of interference across the whole network. Finally a more distributed and de-centralised approach is taken in which each of the network nodes optimises its own scheduling in coordination with its neighbours.

An LTE network simulator was built to allow for experimental comparison between these techniques and a number of existing approaches and to serve as a test bed for future algorithm development. These approaches were found to significantly improve the throughput of the cell edge users who were most affected by interference. In particular the networked aspect of these approaches yielded the best initial results showing clear improvement over the existing state of the art. The distributed approach shows significant promise given further development.
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Chapter 1

Introduction

1.1 Introduction

This thesis describes an investigation into self-organisation in Long Term Evolution (LTE) networks. LTE is a wireless networking standard designed to enable high speed data connections for mobile phones and other devices. LTE networks typically consist of a number of mobile terminals (known as User Equipments (UEs)) each connected to a wireless access point (known as an Evolved NodeB (eNB)). These eNBs are connected both to other eNBs and crucially to the operator’s core network which enables communication with other networks such as the internet.

The group responsible for standardising LTE networks, known as the 3rd Generation Partnership Project (3GPP), have identified self-organisation as a key way of enabling network operators to better manage the increasing complexity of their networks. It is envisaged that by incorporating self-organisation into the network nodes, such as the eNBs, a number of common network planning and optimisation tasks can be automated, allowing network operators to reduce their operating expenditure by reducing the manual involvement in such tasks [2]. For example, currently a large number of network parameters must be set and tuned over time by human intervention. It is envisioned that the use of self-organisation will enable the network itself to determine the optimal values for such parameters without the need for human intervention.

This chapter provides a high level introduction to LTE networks and self-organisation
in order to provide the necessary information to understand the wider context of this thesis. The specific contributions made by this thesis are also highlighted.

1.2 Overview of LTE Networks

LTE networks are cellular wireless networks based on an existing technology known as Universal Mobile Telecommunications System (UMTS). UMTS is the current wireless network standard and has been widely adopted by the telecommunications industry. LTE is an evolutionary redesign of UMTS designed primarily to significantly increase the peak data rate (the maximum amount of information that can be transmitted), increase the performance of cell edge users (users that are located at the edge of a cell typically suffer from reduced data rates due to interference) and simplify the network architecture [1].

Conceptually wireless telecommunication networks can be viewed as consisting of two main elements: the radio access network and the core network, see Figure 1.1. The core network is the part of an operator’s network infrastructure that provides systems for routing user calls and data sessions to their destinations either within

![Figure 1.1: A conceptual representation of two wireless telecommunications networks, each of which is connected to both the public telephone network and the internet.](image-url)
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the operator’s network or to external networks. As such it maintains connections
to both the internet, so that users can access standard web services, and to the
public telephone network so that incoming and outgoing phone calls can be correctly
routed. The core network is also responsible for many other functions such as
authenticating users on their service, billing users for calls made and data sessions
used, and providing services such as voice-mail.

The radio access network is that part of the network that wirelessly connects a
user’s device with the operator’s core network. It is responsible for setting up and
maintaining a wireless connection to any user devices and forwarding any calls or
data sessions back to the core network for appropriate handling. The radio access
network is typically implemented using a cellular network architecture as this allows
a single radio access network to cover a significant area.

One of the main reasons self-organisation is being considered for use in LTE
networks is due to changes in the design of the radio access network. To understand
the significance of these changes it is first important to understand how radio access
networks and more specifically cellular networks operate.

This section presents an overview of the cellular network architecture adopted by
the 3GPP for use in the radio access network within UMTS and LTE and highlights
some of the main differences in UMTS and LTE which have led to the possibility of
implementing Self-Organising/Optimizing Network (SON) techniques.

1.2.1 Radio Access Network Architecture

Radio access networks are used to provide a wireless link between users’ devices
and the network operator’s core network and typically take the form of a cellular
network.

Cellular networks aim to provide connectivity for users (known as UEs) over a
gerographic area by using radio waves to transmit and receive information. The total
area to be covered by the network is divided up into much smaller areas known as
cells, each of which is served by a single base station.

Each base station is equipped with a number of antennae with which it commu-
Chapter 1: Introduction

Communicates to the UEs within its cell and is connected to the operator’s core network allowing it to route calls and data sessions made by the UEs in its area to their appropriate destination in other parts of the network. These cells can have a range of sizes depending on their locality and setup. For example a cell radius of 5km would be common in rural areas where the population is less dense, while in an urban environment cells would typically have a radius of 1km or less. Typically these cells are represented as hexagons as in Figure 1.2.

![Figure 1.2: A simple cellular network arranged in 3 clusters, each with 7 cells.](image)

The cellular architecture allows for a greater coverage area to be served by the network. The fact that any wireless transmission inevitably loses strength as it travels through space means that any base station will have an inherently limited range. Thus by dividing the desired coverage area into a number of smaller cells, each of which has a limited range, a much larger area can be covered [84, 94]. The cellular system has the additional benefit of increasing the ease with which the network can be expanded by the operator. To increase the size of the coverage area additional cells can be created by adding more base stations.

Another compelling reason for the use of a cellular system architecture is that it allows for the reuse of the available spectrum. Network operators are typically granted a license to transmit on a specific and limited range of frequencies. The frequency spectrum is a finite resource and thus there are a limited number of radio
channels available to wireless systems [56]. This means that the total bandwidth of the system, and thus the amount of data that it can transmit, is dictated by the amount of available spectrum. Since the capacity of the network is constrained by the available spectrum, re-using that spectrum can greatly increase the capacity of the network.

Traditionally a cellular system allows the available spectrum to be divided into a number of bands, each of which can then be allocated to a cell. These frequency bands can then be reused in other cells provided that there is sufficient distance to prevent any interference. By dividing a large network into a number of smaller clusters the spectrum can be reused across the network in a predictable way. For example Figure 1.3 shows a small network composed of 3 clusters, each with 7 cells. The available spectrum has been divided into 7 bands, labelled $F_1$ to $F_7$, which have then been allocated to each cluster in a similar fashion.

![Figure 1.3: A simple cellular network demonstrating frequency reuse](image)

Each cell can be further subdivided into sectors, typically three or four, each of which is served by a distinct directional antenna on the base station. Dividing an ideal cell into $N$ sectors should increase the capacity by $N$, however there are costs involved such as the increased cost of equipment and signalling overhead due to the need for handovers. A handover procedure occurs when a UE moves from one cell or sector to another. In order to correctly route incoming calls and data packets
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the network must be able to detect when a UE has moved from one cell or sector to another. Handovers typically reduce the throughput experienced by a UE and put additional pressure on the base station’s resources. Sectorising cells can also reduce both the co-channel interference within the cell and the interference caused by the transmissions of neighbouring cells [25] and can lead to increased frequency reuse as shown in Figure 1.4, allowing several frequencies to be used within a single cell. Within UMTS networks this has been shown to significantly increase the capacity of cells [62].

Figure 1.4: A simple cellular network demonstrating both frequency reuse and sectorisation.

1.2.2 UMTS Radio Access Network Architecture

The radio access network utilised by UMTS takes the form of a cellular network and introduces additional network infrastructure as shown in Figure 1.5. As with traditional cellular networks each cell is served by a base station, known as a NodeB (NB) in UMTS terminology, which is responsible for sending and receiving the actual wireless transmissions to and from the UEs in its cell. However a new network node, known as the Radio Network Controller (RNC), is introduced.

Each NB in a UMTS network is controlled by a single RNC, but a single RNC will control many NBs. The exact number of NBs controlled an individual RNC
varies across deployments, but several hundred is not uncommon.

The RNC is responsible for a number of important functions including setting up the various connections and resources required to initiate an incoming or outgoing call or data session, the handling of Quality of Service (QoS) requirements for ongoing connections and the management and allocation of the radio resources within each of the cells that it controls. The RNC is also responsible for implementing the Automatic Repeat reQuest (ARQ) protocol, which handles the re-transmission of erroneous or missing data, on all connections.

All handovers are handled by the RNC since NBs cannot communicate directly to other NBs. If a UE moves from a cell controlled by one RNC to a cell controlled by another RNC the RNCs will establish a connection in order to coordinate the transfer of any ongoing connections.

Most of the processing power within the UMTS radio access network is located in the RNC to the extent that the NB is little more than a modem that connects the UEs to the RNC.

1.2.3 LTE Radio Access Network Architecture

The radio access network in LTE is an enhanced version of that found in UMTS and as such shares many similarities.

The most significant difference, in the context of this research, is the removal of the RNC node, see Figure 1.6. The functionality and roles which were previously fulfilled by the RNC have now been devolved into the NBs, which have been renamed to Evolved NodeBs (eNBs) to reflect their more autonomous status. The eNBs are
now directly responsible for assigning and scheduling radio resources, dealing with
handovers to other eNBs and routing calls and data connections to their destination.

![LTE radio access network architecture](image)

Figure 1.6: LTE radio access network architecture

Another important change in LTE is the addition of the X2 interface. Each eNB
is directly connected to the core network and can also set up and maintain direct
connections to other eNBs in the network using the X2 protocol [18]. This allows the
eNBs to coordinate directly with each other regarding decisions such as handovers
and scheduling rather than requiring the involvement of the RNC. It is this change
in architecture which has led to an increasing interest in self-organisation since each
eNB can be thought of as an independent agent in a distributed system.

Another change in the radio access network in LTE is the adoption of Orthogo-
nal Frequency Division Multiple Access (OFMDA) as the transmission scheme. The
transmission scheme determines how the data to be transmitted is actually encoded
and transmitted using the radio wave as the transmission medium. The particular
benefit of OFMDA, in the context of this thesis, is the fact that it essentially elimi-
nates intra-cell interference. This means that there is very little interference within
a single cell from the transmissions sent from that eNB. The immediate benefit of
this is that the whole available spectrum can be re-used in each cell or even each
sector within each cell. Since the amount of bandwidth within a system is directly
proportional to the available spectrum this means that LTE networks have signif-
icantly more bandwidth available to them, thus potentially being able to provide
high data rates and throughput.
1.2.4 Transmission Scheduling in LTE

Much of the detail of this research is concerned with the scheduling of transmissions within LTE networks and as such this section provides a general overview of how transmissions take place in LTE networks. The details of wireless transmission in LTE networks is contained in a number of standards documents authored by 3GPP, primarily [15], but with other details contained in [16, 17, 10, 3]. Their relevant content is summarised here since it provides important context to this research.

The resources that must be scheduled in an LTE system are the physical resources that are used to transmit the data to and from the UEs. These resources have both a time dimension and a frequency dimension.

The time domain is sub-divided in a number of different ways as seen in Figure 1.7. The largest division is known as a radio frame and has a duration of 10ms. Within each radio frame are ten subframes each with a duration of 1ms and each being divided into two further divisions known as slots with a duration of 0.5ms each. Finally, each slot can also be divided into 7 Orthogonal Frequency Division Multiple (OFMD) symbols. These symbols are essentially the physical wave-forms that are used to encode and transmit the actual data to be sent across the wireless channel.

![Figure 1.7: The time structure of the LTE physical resource.](image)

In the frequency domain the physical resource is divided into a large number of sub-carriers. The exact number of sub-carriers in an LTE system depends mainly on transmission bandwidth (see Table 1.1), but can vary between 72 and 1200.

The basic scheduling unit in LTE is known as a Resource Block (RB). In the time domain a RB spans 0.5ms (or one slot), meaning that there are two RBs per
sub-frame in the time domain. In the frequency domain a RB spans 12 sub-carriers. The actual number of RBs varies based on the network operator’s configuration but can vary between 6 and 100, see Table 1.1. Figure 1.8 shows the typical breakdown of the frequency domain in LTE.

![Frequency Structure of LTE Physical Resource](image)

**Figure 1.8:** The frequency structure of the LTE physical resource.

The amount of data that can be transmitted in an RB is dependent on the modulation and coding scheme used. Modulation and coding schemes are essentially a set of parameters, such as modulation type and code rate, that determine how the data to be transmitted is encoded on the physical medium. Different modulation and coding schemes are better suited to different radio conditions. For example when the radio conditions are good, that is there is little interference, a more efficient modulation and coding scheme can be used, one that maximises the amount of data transmitted at the expense of error checking codes and redundant data. However
in more adverse radio conditions a modulation and coding scheme that sacrifices
the total amount of data for additional error checking codes and redundancy will
perform better. The most optimistic modulation and coding scheme can transmit 6
bits per OFMD symbol.

<table>
<thead>
<tr>
<th>Channel Bandwidth (MHz)</th>
<th>1.4</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum number of sub-carriers</td>
<td>72</td>
<td>180</td>
<td>300</td>
<td>600</td>
<td>900</td>
<td>1200</td>
</tr>
<tr>
<td>Maximum number of RBs</td>
<td>6</td>
<td>15</td>
<td>25</td>
<td>50</td>
<td>75</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 1.1: The relationship between channel bandwidth, number of sub-carriers and
the number of available RBs

During each slot an eNB may schedule an RB to any of the UEs within its cell. A
scheduler typically tries to allocate each RB to a UE such that the maximum amount
of data can be transmitted to that UE. There are however a number of reasons why
this is not always possible. The quality of the wireless channel between the eNB
and UE is constantly changing due to interference, movement and background noise.
The quality of the wireless channel dictates how much data can be transmitted to
the UE based on the modulation and coding scheme.

The scheduling of RBs can be thought of as an optimisation problem in the sense
that there are typically two competing requirements: maximising the throughput of
the eNB while also ensuring that all UEs are able to maintain adequate data rates.
For example if an eNB was simply to maximise its throughput it could schedule
as many RBs as possible to those UEs with the best wireless channel conditions,
this would maximise the amount of data transmitted in each RB since an optimistic
modulation and coding scheme could be used. But this would result in those UEs
experiencing poor wireless channel conditions to be starved of data. Thus a good
scheduler must ensure that those UEs with poor channel conditions receive adequate
data.

Another important factor in scheduling is the fact that transmissions from one
eNB can cause significant interference with the transmissions from neighbouring
eNBs. This is known as inter-cell interference. Thus the scheduling decisions made
by one eNB can have a dramatic effect on the performance of UEs being served by
other eNBs. In order to prevent or, more realistically, minimise this interference a
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A number of Inter-Cell Interference Coordination (ICIC) schemes have been developed. These schemes generally use a combination of frequency allocation schemes and schedulers to reduce the level of inter-cell interference and it is expected that within this context self-organisation can offer significant improvements.

1.3 Self-Organisation

Within the context of LTE networks, self-organisation is concerned with automating some aspect of the network’s setup, optimisation or maintenance which was, in previous networks, a manual process. Both 3GPP and Next Generation Mobile Networks Alliance (NGMN) have published a list of use cases [7, 23] which highlight a number of areas where self-organisation is expected to provide significant benefits. Generally this takes the form of the automatic adaptation of network parameters so that some aspect of the performance of the network is improved.

More generally, self-organisation can be thought of as “the mechanism or the process enabling a system to change its organisation without explicit external command during its execution time” [42]. The essential concept for this comes from the natural realm where numerous examples can be found, particularly of systems where beneficial global behaviour emerges from simple interactions. For example groups of birds are often seen displaying a level of self-organisation in their flocking behaviour. This co-ordination of the movement of a large number of birds is achieved without any central control, but merely by each bird following a number of simple rules.

Within computer science the ideas behind these natural systems have been used as the basis of a number of problem solving techniques. For example capturing the rules governing the flocking behaviour of birds [83] has been used to accurately simulate the motion of flocking animals for animation. The foraging behaviour of ants has also been adapted as an effective way of solving traditional graph based problems [45] for example the travelling sales man problem [44]. Other examples of self-organisation found in the biological world which have found applications in computer science include brood sorting, web weaving and nest building [71] which have been applied to areas as diverse as database organisation and clustering, network
routing and task cooperation in robots.

The focus of this research is how network performance in LTE can be improved by utilising the interactions between neighbouring cells. The addition of the X2 interface to LTE networks, which allows for direct communication and interaction between eNBs, may enable the eNBs to respond and adapt to their network environment in a more organic and de-centralised way.

1.4 Contributions

This thesis offers a number of contributions in the area of self-organisation with application to LTE networks in particular.

- The first contribution of this thesis is the introduction of localised organisation into the scheduling of transmissions in LTE networks, that is organisation that is local to each eNB with no interactions with other eNBs. A parameterised scheduling algorithm was developed that can be optimised to different network environments using a Genetic Algorithm (GA). Based on simulations on a number of network environments using standard parameters this approach was seen to significantly improve on existing scheduling algorithms particularly on networks which experienced a mixed traffic load.

- The second contribution made by this thesis is the introduction of networked organisation into the scheduling of transmissions in LTE networks, that is organisation that involves co-ordination between eNBs. A network aware scheduler was developed that enabled communication and collaborative scheduling among eNBs using the X2 link. This collaborative algorithm was designed such that it can be used with any existing scheduling algorithm to provide improved performance. The algorithm was parameterised in a way that enables a GA to optimise its performance for different networked environments. As with the localised organisation a number of simulations were run to compare this approach to existing techniques. These showed that under a number of network conditions particularly when there were fewer UEs or when traffic was
light, this algorithm was able to provide significantly improved performance.

- The third contribution made by this thesis is in the use of distributed organisation to further improve the scheduling of transmissions in LTE networks. This builds on the previous contributions by enabling the performance optimisation to be done in a distributed, per-eNB basis rather than on a network-wide level. This allows each eNB to optimise the scheduling for its own specific environment, while also collaborating with other eNBs. In order to compare this approach with both the previous approaches and other existing approaches simulations were again run which showed that this algorithm provided performance gains across a number of network environments.

- Another contribution made by this thesis is the creation and release of a physical layer LTE simulator. This simulator is capable of simulating the downlink channel of an arbitrary number of eNBs and UEs with a number of different traffic levels, user speeds and scheduling algorithms. The release of this simulator should speed further research efforts in this area by avoiding the need to re-implement such a simulator. The source code for the simulator is available at http://downthewire.co.uk/projects/jLTE-Simulator/.

- The final contribution of this thesis is the direct comparison of a number of different scheduling algorithms for LTE. Five existing schedulers were compared to the novel schedulers presented as part of this work. Each of the schedulers was compared across twenty-seven different network environments which included variations in the number of UEs, the traffic level of the UEs and the speed of the UEs. The performance of each of the schedulers is compared across two main axes allowing for the performance of each scheduler to be compared across network conditions.

1.5 Outline of Thesis

The remainder of this thesis is divided into the following sections.
Chapter 2 provides a more detailed overview of LTE networks, in particular the problem of inter-cell interference which is the main focus of this research. A number of existing solutions are described and contrasted. Chapter 3 details a self-organising method developed which operates locally to each eNB without coordination from other eNBs. The working of this algorithm along with some comparative experiments were used to show that this kind of optimisation can provide some level of performance improvement over the existing approaches. A network simulator used as the basis for the experiments is introduced and described. Chapter 4 reports on a more coordinated approach to self-organisation in which eNBs communicate with each other using the X2 link to achieve significantly improved performance. Chapter 5 explores a more distributed approach to the ICIC problem by allowing eNBs to continuously evolve their own configuration based on their local network environment. Chapter 6 reviews the work that has been done and also offers some suggestions for areas where further study would provide additional benefits.
Chapter 2

Literature Review

2.1 Introduction

Long Term Evolution (LTE) is an emerging wireless networking standard. As with any new wireless technology, networks built using LTE face numerous optimisation challenges. A particularly important problem in LTE networks is that of interference. Since this research is focused on developing coordinated approaches to mitigate the effects of interference, a number of optimisation problems which contribute to the prevalence of interference in a network are first discussed.

The research described in this thesis presents a number of approaches to tackling the interference problem in LTE networks using principles of self-organisation and coordination. In particular Evolutionary Algorithms (EAs) in the specific form of Genetic Algorithms (GAs) provide the means of self-organisation and are introduced in Section 2.5.

2.2 Optimisation issues in LTE affecting Interference

The design and optimisation of a wireless network is an on-going process throughout the life-cycle of the network. It is concerned with finding the network setup which maximises performance while usually minimising cost to the operator [75]. Some
aspects of the network’s setup must be decided upon before the network is deployed and must remain fixed for the lifetime of the network. For example, the placement of Evolved NodeBs (eNBs) is generally determined prior to network deployment as it is expensive and impractical to move an existing eNB. Other aspects of the network setup may be adjusted after the network had been deployed. For example cell size, Quality of Service (QoS) constraints and some of the parameters of the antennae of an eNB can all be adjusted to optimise the network after deployment. This section presents some common optimisation problems faced by wireless networks such as LTE.

2.2.1 Base Station Placement

As discussed, an LTE network consists of a number of fixed eNBs which serve the users within their radius. In deploying an LTE network, operators generally want to provide connectivity for the largest possible continuous area for the least possible cost. This constraint requires that the number of eNBs used be kept to a minimum since they represent a significant financial cost.

LTE networks are designed to provide mobile access which means that users or User Equipments (UEs) must be able to move from cell to cell while still maintaining any existing calls or data sessions. It is therefore important that the coverage area provided by the eNBs is contiguous.

A simple LTE network is depicted in Figure 2.1. In moving directly from cell 1 to cell 3 UE1’s network connection will be dropped due to a lack of overlapping coverage between the cells. This will result in an interruption of the UE’s service and the dropping of any data connections or voice calls. In order to prevent this there must be some area of overlap between the cells so that the UE can pass from one cell to another without dropping the connection. For example UE2 can move freely between cell 2 and cell 3 without dropping its connection as there is sufficient coverage between the cells. However this overlapping area of coverage also introduces interference between the cells which degrades their performance and so should be kept to a minimum. This is discussed more fully in Section 2.3.2.
Another factor which should be taken into account is the expected density of UEs, and thus the expected traffic level, in the area of the cell. Each cell has a finite amount of resources at its disposal and so it can only provide a certain level of performance to the UEs that it is serving. If the number of UEs per eNB is too high then the UEs will experience poor levels of connectivity. Due to this an urban centre will have a much greater density of UEs, resulting in smaller cell sizes and thus more eNBs, whereas cells can be much larger in rural areas and thus fewer eNBs are required.

Several GAs have been developed in order to optimise the placement of eNBs. The multi-objective GA proposed in [97] explicitly balances the network coverage provided by the eNBs against the cost of the equipment, while [81] describes a GA which finds near optimal placement for the eNBs of an unnamed 3rd generation wireless network taking into account both traffic density and terrain. A flexible encoding scheme is used which allows the genetic operators to alter both the number and locations of the eNBs. However this is not practical as eNBs can often only be placed at specific places such as the roof of a building. The GA was shown to provide
over 90% cover in both homogeneous and, more realistically, in heterogeneous traffic environments. As an alternative to GAs the Adaptive search algorithm developed in [24] provides good solutions to this problem for medium and large Universal Mobile Telecommunications System (UMTS) networks.

2.2.2 Antenna Set-up

The physical parameters of the antennae used by the eNBs have a significant effect not only on the performance of the cell but also on the level of interference experienced by the network. These parameters can be optimised early in the network’s life-cycle and are often combined with the eNB placement problem. For example the multi-objective EA developed in [73] attempts to find both the optimal eNB locations along with the optimal antenna settings. However given a set of fixed eNBs, various aspects of the antenna set-up can still be optimised.

There are a number of primary antenna parameters which can significantly impact the performance of the network.

Antenna Downtilt The antenna downtilt is the angle of the main beam of an antenna below the horizontal plane. This angle is determined by a combination of the mechanical downtilt and electrical downtilt. These attributes should be considered separately, as opposed to modelling the total combined downtilt, due to the fact that they affect the coverage of the antenna in different ways [53, 66, 80]. Mechanical downtilt involves altering the angle of the antenna on adjustable brackets whereas electrical downtilt allows the antenna tilt to be changed without the need to physically adjust the angle. This is done by altering the strength of the currents in the elements of the antenna which causes the radiation pattern of the antenna to be altered [91].

Azimuth The azimuth of the antenna is the horizontal angle between north and the direction of the antenna. It can have a significant impact on both the coverage provided by the antenna and on the sector overlap. Typically altering the azimuth must be done manually at the eNB site [91].
Antenna Height  Antenna height contributes to the determination of the coverage area and performance of the antenna due to its effect on the path loss and delay spread [52] (these terms will be defined more fully in Section 2.3.1.2). Generally the antenna height is only considered at the initial network planning stage as it is costly to change this once a network has been deployed.

Transmission Power  The transmission power of the antenna determines its signal strength and coverage area. Altering the transmission power of the antenna is primarily used to compensate for the effects of pathloss and shadowing [77]. Increasing the transmission power of the antenna can be used to overcome some of these effects by increasing the range of the signal and therefore the size of the sector’s coverage area, however it can also have a significant and negative effect on the interference experienced by neighbouring cells. The transmission power is commonly optimised with a number of constraints. For example a GA has been developed [78] to minimise the transmission power of base stations in a Code Division Multiple Access (CDMA) network while maintaining a sufficient bit rate to meet the QoS requirements of its UE.

2.3 Interference in LTE Networks

The main problem addressed by this research is interference in LTE networks. This section describes what interference is and how it arises in the context of an LTE network. Several existing approaches to mitigating interference are described.

2.3.1 Downlink Transmission in LTE Networks

In order to understand how interference arises in LTE networks it is important to understand how the eNBs and UEs communicate. This section therefore describes the downlink transmission scheme used by LTE networks in order to provide the context for the discussion of interference in Section 2.3.2 and of existing approaches to reducing interference in Section 2.4.
2.3.1.1 Downlink Resources

The radio resources which must be allocated by a eNBs to transmit data to UEs are frequency/time/space blocks. The spatial dimension is dependent on utilising multiple-antenna transmission and reception which is beyond the scope of this project.

The structure of the time-frequency resources is defined in the 3rd Generation Partnership Project (3GPP) standard documents [4, 15]. In the time domain the largest structure is a radio frame which has a duration of 10ms. This is further divided into 10 subframes each 1ms in duration, which can themselves be further divided into 2 slots each of 0.5ms in duration. Each slot can further be broken down into 7 Orthogonal Frequency Division Multiple Access (OFMDA) symbols. This can be more clearly seen in Figure 2.2.

The resources in the frequency domain are known as sub-carriers and are spaced at 15kHz each, as defined in [15]. These sub-carriers are aggregated into groups of 12, which for the duration of one slot are known as a Resource Block (RB) and occupy a total of 180kHz. See Figure 2.3 for a visual explanation of these divisions. The number of RBs available to each eNB is dependent on the range of frequency available to the network operator. See Table 2.1 for details.

Each RB can be subdivided into a number of Resource Elements (REs), typically 84 (12 sub-carriers × 7 OFMDA symbols) [15]. Some of these REs are reserved for specific purposes, for example reference signals, control signals and synchronisation signals which are not used to transmit data to the UE directly but rather are required...
Table 2.1: The relationship between the operator’s channel bandwidth and the number of available RBs [3]

<table>
<thead>
<tr>
<th>Channel Bandwidth (MHz)</th>
<th>Number of RBs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.4</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>12</td>
<td>50</td>
</tr>
<tr>
<td>15</td>
<td>75</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
</tr>
</tbody>
</table>

Figure 2.3: The frequency structure of the LTE downlink physical resource.
for the smooth running of the network [15]. The remainder of the REs are used to transmit data directly to the UEs.

The amount of information transmitted in each RE varies depending on the Modulation and Coding Scheme (MCS) used by the eNB to encode the data for transmission [17]. The modulation scheme used determines the amount of redundant data that is included in the transmission to aid the receiving UE in decoding it. This is dependent on the signal quality currently being experienced. This is discussed more fully in the following section. If the signal received by the UE is strong then more bits can be transmitted per symbol but if the UE is experiencing heavy interference or is otherwise experiencing poor signal quality then more redundant information is required.

2.3.1.2 Signal Quality

The strength of the signal can be considered as its power. Each signal is transmitted by the eNB at a certain power level. The signal strength as experienced by a UE is determined by how much of that transmitted power it receives. In the following sections the various phenomena which lead to the dissipation of this power as it is transmitted are discussed.

Pathloss, or attenuation, is the reduction in power which is experienced by every electromagnetic wave as it travels through a medium such as air. Essentially the further the original signal travels from the transmitter the weaker it gets as the energy in it dissipates into the environment [82, 31]. Thus, aside from any other phenomena, as a UE moves further from its eNB, its signal will inevitably get weaker. Figure 2.4 shows the relationship between the pathloss experienced by a UE and its distance from the eNB.

Shadow fading, or simply shadowing, is the dissipation of power in a signal due to the effect of the environment through which it travels [61]. For example the strength of a wireless signal can be degraded due to being reflected by buildings or absorbed by trees. A UE which has a direct line of sight to its eNB will have significantly stronger signal than a UE which is behind a building.
Figure 2.4: The effect of distance on the propagation loss experienced by a UE using the propagation model outlined in [6].

Figure 2.5: Shadowing causes signal strength to diminish due to environmental factors.
Figure 2.6: Multi-path fading causes multiple copies of the transmitted signal to be received by the UE due to interactions with the environment.

Another phenomenon which affects the strength of the received signal is known as multi-path fading [61]. This is caused by the reception at a UE of multiple copies of the same signal. These multiple versions of the original signal are caused when the signal is reflected or refracted by objects in the environment such as buildings or vegetation, see Figure 2.6. These reflections may arrive almost simultaneously, if the effect is due to local scattering, or after longer intervals due to multiple paths between the eNB and UE. As a UE moves the magnitude and phase of each reflected signal changes. This can result in either constructive or destructive interference, which can strengthen or weaken the signal.

2.3.1.3 Scheduling of Resources

This section examines how RBs are allocated to UEs given that data is transmitted to UEs in RBs and a variety of factors affect the quality of the signal received over time. It is the job of the eNB’s scheduler to determine which RB to allocate to which UE at any given time. An eNB maintains a data queue for each UE which it serves. Given other input data, such as the reported quality of a UE’s channel or the current traffic load and priority, it must determine how to allocate the available
RBs in the most efficient manner.

As the eNB receives data to be transmitted to a UE, the data is stored in a buffer. This data is then divided into a number of RBs and transmitted to the UE at a given power level. The amount of data which can be transmitted to a UE on an RB is determined by the MCS employed by the eNB. This is determined dynamically by the eNB and is based on the signal quality experienced by the UE.

Thus, every 0.5ms an eNB will transmit zero or more RBs to each UE which it is serving. Typically the scheduler will attempt to satisfy the QoS constraints of as many UEs as possible by allocating the RBs and transmission powers of each sub-frame.

The eNB can transmit each RB at a different power level. This affects the quality of the signal received by the UE along with the interference experienced by other UEs.

2.3.1.4 CQI and Link Adaptation

In order to utilise the available resources most effectively eNBs attempt to match a suitable MCS to the signal quality received by the UE. This process is known as link adaptation [38]. In order to aid the eNB in this process the UEs can be configured to report the channel quality conditions (known as Channel Quality Indicators (CQIs)) to its serving eNB. This involves the UE measuring the strength of the signal it receives on a number of RBs and reporting it back to the eNB.

2.3.1.5 Existing Schedulers

Maximum Rate Scheduling  Maximum rate scheduling attempts to maximise the amount of data sent to UEs at the expense of fairness. This involves the eNB scheduling each RB to that UE which is currently experiencing the best channel conditions. This allows it to transmit the most amount of data possible per RB, thus maximising resources. However there is a clear cost in that UEs which are experiencing sub-optimal channel conditions may never be scheduled.
Proportionate Fair Scheduling  Proportional Fair (PF) scheduling aims to provide a fairer approach to scheduling. It schedules a UE when its instantaneous channel quality is high relative to its own average channel condition over time.

2.3.2 Interference

To understand Inter-Cell Interference Coordination (ICIC) it is important to first understand how interference arises in LTE networks and how this affects performance. Each eNB serves a number of UEs within its coverage area. This area is determined by the transmission power of the eNB. This can be thought of as analogous to volume of the human voice, the louder a person talks the greater the area in which others can hear their voice.

When designing and deploying a network, one of the important tasks of a network operator is to determine where each eNB will be placed. In particular it is important that between eNBs there is an area where their coverage overlaps. This is to allow UEs to move between cells whilst still maintaining a single call or data session. For example in Figure 2.7 if UE X moves from cell A to cell B they will move through an area where there is no coverage and so their call will be dropped. In contrast Figure 2.8 shows that UE X can move freely between cell A and cell B when there is an area of overlap between them.

While this overlapping coverage is essential for allowing UEs to move seamlessly between cells it also gives rise to interference. Interference is experienced by a UE if, when receiving a transmission from its serving eNB on a given RB, it additionally receives transmissions on the same RB from one or more other eNBs. To illustrate Figure 2.9 represents two network cells, each of which is serving three UEs. Each cell has a total of 100 RBs available to serve these UEs and has split them into three groups each represented by a color. It is important to note that there is a small area of overlap between the cells. In this simple network setup UEs 1.B and 2.B will both experience interference. This is because they are both located in the area of coverage overlap and because they are being scheduled on the same RBs. In comparison, although they are being scheduled on the same group of RBs, UEs
Figure 2.7: Network cells without overlapping coverage. The UE moving from cell A to cell B will lose its connection in the process.

Figure 2.8: Network cells with overlapping coverage allowing the UE to move from one cell to the other without losing connection.
Figure 2.9: Mobile 1.B and 2.B will experience interference since they both occupy an area of overlapping coverage and are both being scheduled on the same group of RBs.

1.A and 2.A will not experience interference because they are not located in the area of coverage overlap and therefore will not receive the transmissions from the neighbouring eNB.

Interference is only experienced when the transmissions occur over the same RB. This is because RBs are orthogonal in the frequency domain and so adjacent RBs do not cause interference.

The primary effect of interference is to reduce the Signal to Interference plus Noise Ratio (SINR) of the UEs on the network, which has a direct effect on their throughput. The throughput of a UE can be modelled using the following equation [6]:

\[
\text{datarate}(\text{bps/Hz}) = \begin{cases} 
0 & \text{if } \text{SINR} < \text{SINR}_{\text{min}} \\
\alpha \cdot S(\text{SINR}) & \text{if } \text{SINR}_{\text{min}} < \text{SINR} < \text{SINR}_{\text{max}} \\
\text{datarate}_{\text{max}} & \text{if } \text{SINR} > \text{SINR}_{\text{max}} 
\end{cases}
\]

Where: \( S(\text{SINR}) \) is the Shannon bound of the signal-to-interference-plus-noise ratio: \( S(\text{SINR}) = \log_2(1 + \text{SINR}) \) bps/Hz. The \( \alpha \) parameter, which represents implementation losses, takes the value 0.6, while the \( \text{SINR}_{\text{min}} \) is -10dB and \( \text{SINR}_{\text{max}} \)
is 25db. The maximum datarate which can be achieved under this model is 4.4bps/Hz. Figure 2.10 shows the relationship between the SINR experienced by a UE and its maximum achievable data-rate.

The key component of this model is the SINR. This is the ratio of the strength of the signal received by the UE to the combined strength of the noise and interference received by the UE. It can be seen that an increase in the interference experienced by a UE causes the throughput of that UE to decrease.

### 2.4 Inter-Cell Interference Mitigation Techniques

The three main approaches to mitigating inter-cell interference which have been proposed [19] are described below.
2.4.1 Inter-cell Interference Randomisation

Inter-cell interference randomisation techniques incorporate some level of randomness to the transmission process in an effect to reduce the level of interference experienced by the network.

One approach that has been explored in the literature is that of cell-specific scrambling [47, 27]. In this approach a unique scrambling code is assigned to each eNB which is then used as part of the encoding of its transmissions. When these transmissions are received by a UE being served by that eNB the cell specific scrambling code is used to decode the transmission. As part of this process, provided the scrambling codes used are orthogonal, the interference from neighbouring cells will have been whitened or de-correlated. This refers to the fact that the power spectrum of the interfering signal will become more similar to that of white noise which has well understood statistical properties. This allows the UE to better differentiate the actual signal transmitted by its serving eNB from the interference transmitted by neighbouring eNBs.

An alternative approach to whitening the interfering signals which aims to improve the decoding performance of the system is known as Interleave Division Multiple Access (IDMA) [85]. A cell specific interleaving code is used by each eNB which achieves the same result as the cell specific scrambling code discussed above. The key improvement available in an IDMA system is that of iteratively coded multi-user detection. This allows the UE to improve their suppression of the interfering transmissions over time and thus can provide better performance than that of cell specific scrambling.

Another approach known as frequency hopping has also been proposed as a way to reduce the interference in a network [49]. It uses a randomised pattern to alternate the sub-carriers that are used by the UEs. Rather than continuing to schedule a UE on the same set of sub-carriers for the duration of its session frequency hopping dictates that the set of sub-carriers used by each UE change over time. Since a unique hopping pattern is assigned to each cell this means that the interference experienced will be averaged across all UEs rather than reducing the interference
experienced by a specific set of UEs.

One basic scheme simply randomises the sub-carriers that are assigned to each UE [35]. Thus each UE transmission is randomly spread across the available time-frequency resources. Since this randomisation takes place at each eNB the interference experienced by UEs is spread randomly rather than being concentrated in a single section of the available time-frequency resources. This simple approach was shown to provide some performance improvement under a heavily loaded network.

Despite the research highlighted above it has been suggested that inter-cell interference randomisation is unlikely to provide the required improvement to the performance of cell edge UEs since it cannot provide any SINR gain to the UEs [20].

2.4.2 Inter-cell Interference Cancellation

Inter-cell interference cancellation is generally concerned with using antenna techniques to enhance the signal received by the UEs from the serving eNB and reduce the level of interference received from other eNBs.

One approach to inter-cell interference cancellation uses a combination of beam-forming and multiple antenna technology. Beam-forming allows the eNB to shape the overall antenna beam of its transmission in the direction of the receiving UE and can improve the signal strength received by the UE in proportion to the number of antenna used by the eNB. For small networks of 2 to 3 cells this has been shown to provide significant throughput gains [102].

Another approach to inter-cell interference cancellation which has been shown to reduce the impact of interference is the combined use of sub-carrier based virtual multiple-input multiple-output with a virtual signature randomiser [70]. Multiple-input multiple-output techniques can increase the throughput of an LTE network by using multiple antenna to transmit and receive the wireless signals. The multiple antenna can be used to increase the performance of the network in various ways such as pre-coding, spatial multiplexing or diversity coding, depending on the network environment. Virtual multiple-input multiple-output attempts to utilise the same concepts as multiple-input multiple-output but operates across the sub-carriers used
to transmit the data rather than operating across multiple physical antenna. The virtual signature randomiser attempts to improve the UEs ability to distinguish the signals transmitted from its serving eNB from those transmitted from neighbouring eNBs. It does this by introducing an eNB specific random weight vector into the scrambling block included in the transmissions. This allows the UE to better differentiate the signals coming from the serving eNB from those originating from other eNBs.

2.4.3 Inter-cell Interference Coordination

ICIC seeks to apply restrictions to the downlink scheduling resources in a way which is coordinated with neighbouring cells. Typically this involves restricting which RBs are available or limiting the transmission power of certain RBs. These restrictions can actually reduce the level of interference in the system, rather than simply suppress the existing interference, but are more complex to implement.

Proposed ICIC schemes are classified as either static or semi-static schemes, depending on the level of communication between nodes required to coordinate the resources. Static schemes require no or at most very limited communication between eNBs, typically only at the initial setup phase. The coordination in these schemes comes primarily from the way the frequency is divided up when the network is initially set up. Semi-static ICIC schemes usually have more frequent communication between nodes in order to reconfigure the scheme depending on the network environment.

2.4.3.1 Static Inter-Cell Interference Coordination Schemes

A static ICIC scheme proposed in [46, 48], known as Soft Frequency Reuse (SFR), divides the total available spectrum into a number of distinct groups known as sub-bands. These sub-bands are then allocated to the network’s cells such that neighbouring cells are allocated bands which are orthogonal, thus minimising interference. The users at the centre of the cells can be served using the whole of the available spectrum, but at a lower transmission power which reduces the amount of
interference they cause to those UEs in neighbouring cells. The users at the cell edge are served at full power but can only be allocated resources within the sub-band of the cell.

Figure 2.11 illustrates this concept. It can be seen that the edge of each cell is only using a portion of the available spectrum while the centre of each cell is able to use the whole available spectrum. In the central cell the edge users can only make use of the red spectrum band, while the edge users of the neighbouring cells use the blue and green bands. This means that any transmissions to the edge users of the central cell will not cause interference to the edge users of the neighbouring cells.

This is a simple ICIC scheme which requires little overhead to implement and is therefore often used as the basis for more complex semi-static schemes. It does however limit the frequency utilisation of the edge users to 1/3 thus reducing their maximum throughput. The performance of this scheme will also depend greatly on the load of the network. A proposal by Alcatel [21, 22] improves the frequency utilisation of this method to 3/7 by sub-dividing each cell into 3 sectors.

### 2.4.3.2 Semi-Static Inter-Cell Interference Coordination Schemes

In order to improve the flexibility of the static ICIC schemes, Siemens developed a semi-static scheme which builds on the previous proposals while allowing for greater flexibility depending on the network load [90, 88]. In this scheme the available spectrum is subdivided into 16 sub-bands which can be allocated in a flexible way.
between edge and centre users. The number of edge and centre users is then calculated dynamically and the sub-bands divided between them in a proportionate way. This allows the cells to alter their frequency allocation depending on the traffic load and user distribution.

Another scheme has been proposed which adapts to the ratio of edge to centre users along with the traffic demands of each group [99]. In this scheme the edge users are allocated a number of sub-bands depending on their load while the centre users can be allocated the entire available spectrum. Transmissions to the centre users are sent at a lower power level while those to the edge users are transmitted at full power. If there is heavy load in the edge area of one cell, it can borrow from the edge sub-bands of neighbouring cells provided they are under a much lighter load. This scheme provides greater spectral efficiency but does require signalling between nodes to facilitate the sharing of resources.

Softer Frequency Reuse (SerFR) is a scheme which builds on the traditional SFR scheme and utilises a modified PF scheduling algorithm [103]. In this scheme the entire available frequency spectrum is used by the whole cell. In each cell a sub-band of frequencies are transmitted at full power. These sub-bands are allocated to cells in an orthogonal manner. In order to determine which users are scheduled on which RBs, the scheduler calculates a priority value for each of the users. This priority value is based mainly on the current achievable data rate and the average data rate for that user, but is also modified by a $\gamma$ value. This $\gamma$ value depends on whether the RB being scheduled is part of the full power frequency sub-band and whether the user is an edge or centre user. These $\gamma$ values are configurable and so allow the algorithm to be flexible. For example certain $\gamma$ values would prevent any centre users being scheduled on full power RBs while others would not distinguish at all between edge and centre users.

2.4.3.3 De-centralised Inter-Cell Interference Coordination Schemes

The ICIC schemes discussed above can be described as centralised, that is the parameters are set as part of the network planning process and are not adjusted dy-
namically. De-centralised schemes by contrast are designed to be more adaptive to the network environment and as such can alter their behaviour without any central control. For example one approach to de-centralised ICIC is described in [93]. In this scheme the available RBs are split into 3 non-overlapping sub-groups each of which is assigned to a separate cell. When an eNB requires extra resources it can request the use of one of the RBs from its neighbouring eNBs by using the X2 link. The average throughput achieved by this scheme is reported as being slightly higher than that of SFR however the throughput of the cell edge UEs remains similar to SFR. It is worth noting however that the use of the X2 link was independent of the scheduler used, in this case Round Robin, which should allow the scheme to be used with any scheduling algorithm.

2.5 Evolutionary Algorithms

In this thesis extensive use of EAs, in the form of GAs, will be made to find optimal solutions to various problems. Optimisation problems are concerned with finding the optimal solution to a given problem. Many interesting problems, such as the travelling salesman problem, can be formulated as optimisation problems. Optimisation problems themselves can also be seen as a search problem where a search space containing all possible solutions must be searched for the optimal solution. This firstly assumes that there exists some function, called the objective function, which can ascertain the quality, or fitness, of a solution.

The combination of all possible solutions and the objective function can be visualised as a graph, like that in Figure 2.12, known as a fitness landscape. Here the y-axis represents the fitness, as determined by the objective function, and the x-axis represents all possible solutions. This graph contains a number of local maxima and a single global maximum. The purpose of an optimisation algorithm is to search this space for the solution that represents the global maximum. However the more complex the landscape the more difficult this task proves. The two optimisation algorithms used in this project are introduced in the following sections.
2.5.1 Single-Objective Genetic Algorithms

Traditional GAs [76, 57, 86, 58] offer a robust approach to search and optimisation problems inspired by genetics and natural selection. This is achieved by maintaining a population of possible solutions to the given problem. The population is initialised by creating a number of randomly generated solutions. During each iteration a new population is created by selecting solutions from the existing population as parents and recombining them to produce offspring using crossover operators. These offspring are then mutated with a given probability and added to the new population. This process is depicted in Figure 2.13.

GAs tend to be more robust and less likely to become trapped in a local maximum than more basic search algorithms such as hill-climbing, in part due to the diversity gained by maintaining a number of different solutions.

In order to optimise a problem a GA must be given a means to represent solutions for the problem as a chromosome. This is known as the encoding of the problem. Often this takes the form of a list of values where each value represents some variable in the solution. This list is known as a chromosome and each value is known as a gene. Each chromosome is then encoded as a list of values such that the list
Figure 2.13: Overview of the main steps taken by a GA during each iteration.

represents completely the solution to the problem. For example if a solution to some problem could be represented by five binary digits then a randomly generated chromosome could be represented as follows (Figure 2.14):

```
1 0 1 1 0
```

Figure 2.14: Structure of a GA chromosome.

There are a number of operators available for GAs to utilise. Operators are the means by which the GAs create random solutions from their existing populations. The main types of operator are mutation operators, crossover operators and selection mechanisms.

**Mutation Operators** The mutation operator produces a single new child chromosome from an existing parent chromosome. There are a number of possible operators which can be used for this purpose [28], however a commonly used approach is simply to select a random gene and choose a new random value for it. This approach is known as “single point mutation” and is based on biological point mutation [63].
Given our example chromosome illustrated above such a mutation would operate as seen in Figure 2.15.

![Mutation on a GA chromosome](image)

**Figure 2.15: Mutation on a GA chromosome.**

**Crossover Operators** The crossover operator produces two or more child chromosomes from two or more parents. As with mutation operators, there are a number of possible operators which can be used [29], several of which are briefly outlined below.

Single point crossover makes use of a single, randomly chosen, mark point between the first and the last gene of a chromosome. To construct a child chromosome, genes from index 0 to the mark point are taken from the first parent and the remaining genes are taken from the second parent. This can easily be used to generate two children as seen in Figure 2.16.

![One point crossover](image)

**Figure 2.16: One point crossover operating on two GA chromosomes.**

Two point crossover operates in a similar manner except that two points are chosen randomly. To construct a child chromosome genes from index 0 to the first point are taken from the first parent, genes from the first point to the second point...
are taken from the second parent with the remaining genes being taken again from the first parent. This is illustrated in Figure 2.17.

![Two-point crossover](image)

Figure 2.17: Two point crossover operating on two GA chromosomes.

Uniform crossover operates slightly differently. A child chromosome is created by iterating over each gene of the parents. With a given probability (usually 50%) the gene is chosen from the first parent or else it is taken from the second. This is illustrated in Figure 2.18.

![Uniform crossover](image)

Figure 2.18: The operation of uniform crossover on a GA chromosome.

There is no clear consensus regarding which of the crossover operators is most effective [32]. The contribution that each operator makes to the performance of a GA can be understood in terms of the schemata theorem and the building block hypothesis.

The schemata theorem [64] is an attempt to explain the problem solving power of GAs in terms of schemata. Schemata are particular gene patterns which may be contained in a candidate solution. The binary coded candidate solution “1101”, for example, contains the schemata “11##”, “1#01”, “#1##” and “11#1” where the
“#” symbol matches any value. The order of a schemata is the number of non-# digits it contains and the defining length is the distance from the outermost non-# digits in the schemata. It assumed that the fitness of a candidate solution is directly tied to its schemata such that fitter candidate solutions must contain better schemata. Since these fitter candidate solutions contribute more of their genes to the next generation more good schemata are passed on to the next generation improving its fitness. The theorem states that shorter, fitter schemata increase with subsequent generations. The purpose of crossover operators is to combine parents in such a way as to combine the good schemata in each where possible.

Each crossover operator has a different effect on the propagation or destruction of the schemata present in a candidate solution [32]. Propagated schemata are those that are passed on to the child during crossover whereas schemata that experience disruption are not passed on. Under uniform crossover, schemata of all orders are equally likely to be disrupted. Under single point crossover and two point crossover however the defining length of a schemata is directly proportional to its likelihood of destruction. So the choice of crossover operator determines the likelihood of schemata with certain characteristics being passed on to subsequent generations.

The building block hypothesis [59] states that the power of GAs is in their ability to find good building blocks. These are low order schemata with a short defining length which complement each other when present in a candidate solution. The formation of these building blocks can be encouraged by the use of a coding scheme that meets two criteria. Firstly related genes are located close together in the chromosome and secondly there is little interaction between genes. This interaction between individual genes is known as epistasis and can cause a reduction in the effectiveness of crossover operators. For example it has been found that the performance of two point crossover drops if these coding scheme recommendations are not met [33] while uniform crossover still performs well.

**Selection Mechanisms**  The selection mechanism determines which of the parents in a population will be selected as parents in the production of the next generation. One common approach to selection is known as fitness proportional or roulette
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wheel selection [30]. In this approach the probability of a chromosome being selected is directly proportional to their fitness. The fitter a chromosome is the more likely it is to be chosen for mutation or crossover. This ensures that in general the fitter solutions remain in the population while at the same time there is some level of diversity, in that some less fit solutions are also likely to be included.

Another common approach is known as tournament selection [74]. This involves running several tournaments between randomly chosen chromosomes. The tournament size determines the number of chromosomes that are randomly selected to be entered into the tournament pool. The fittest of the chromosomes within the tournament pool are then selected.

A key factor in the choice of selection mechanisms is the trade-off that exists between selection pressure and genetic diversity [34, 60]. Selection pressure is the tendency to select the best members of the current generation to propagate to the next generation while genetic diversity is required to ensure that the search space is adequately explored. There is a tension between these two factors since a higher selection pressure will likely lead to a decrease in the genetic diversity of the population.

Tournament size allows for adjustment of selection pressure by adjusting the tournament size. The larger the tournament size the more likely that the fitter candidate solutions will be selected and thus the greater the selection pressure. Larger tournament sizes however are also associated with a loss of genetic diversity in the population. In contrast the selection pressure and genetic diversity resulting from use of the proportional selection mechanism are dependent on the fitness function itself allowing for less transparent understanding of its performance.

2.5.2 Multi-Objective Genetic Algorithms

A traditional GA can only search for a single optimal solution, which in many cases is all that is required. That is, a traditional GA can only use a single fitness measure or objective function. However in more complex cases, such as those under investigation in this thesis, there are a number of possible fitness measures or objective functions
which must all be optimised. Often these are even competing measures such that an improvement in one measure will only be obtained at the cost of another measure. In these cases a more advanced version of the GA, known as a Multi-Objective Genetic Algorithm (MO-GA), can be used.

<table>
<thead>
<tr>
<th>Pareto Front</th>
<th>Selection</th>
<th>Parents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initialisation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Population</td>
<td>Recombination</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mutation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Termination</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Offspring</td>
</tr>
</tbody>
</table>

Figure 2.19: Main steps taken by a Multi-Objective Genetic Algorithm

An MO-GA operates in much the same way as a traditional GA (see Figure 2.19) but with the addition of a Pareto front. The Pareto front is a set where the non-dominated candidate solutions discovered by the algorithm are retained. A non-dominated candidate solution is one where no other candidate solution achieves a better fitness across all objectives. A candidate solution is said to dominate another solution if it is considered fitter according to all objective functions.

When plotted the candidate solutions contained in the Pareto front often result in a graph like that in Figure 2.20 where there are a number of solutions which perform well. In this case some of the candidate solutions perform better in fitness
measure \times than y and there are a number in between. The end user can then choose which candidate solution is optimal depending on the priority they assign to each fitness measure.

![Figure 2.20: An example of a Pareto front.](image)

To more fully describe the operation of an MO-GA the standard NSGA-II [41] algorithm will be discussed before highlighting the differences between it and the algorithm used in this research. The acronym NSGA-II stands for Non-dominated Sorting Genetic Algorithm. A diagrammatic overview of its operation can be seen in Figure 2.21.

Initially the NSGA-II algorithm creates a random population of candidate solutions \(P_0\) of size \(N\) which are then sorted by non-domination level. Solutions with a non-domination level of zero are known as Pareto Optimal solutions since they are not dominated by any other candidate solutions. An initial offspring population \(Q_0\) of size \(N\) is then produced using the standard crossover and mutation operators. Once this setup phase of the algorithm is complete the general procedure for a \(t\)th generation continues as follows. First a combined population \(R_t = P_t \cup Q_t\) is constructed. This combined population is now of size \(2N\). The candidate solutions
contained in $R_t$ are then sorted using a fast, non-dominating sorting function which sorts the candidate solutions into a number of fronts according to their domination count. Those solutions which are not dominated by any other solution are sorted into front $F_0$, while those that are dominated by only a single other solution appear in front $F_1$.

Beginning at front $F_0$ each front is added to the next generation’s population $P_{t+1}$ until it has size $N$. If a given front is too big to fit into the new population its members are sorted by the crowded comparison operator and the highest ranked solutions are chosen for inclusion. The crowded comparison function prefers candidate solutions which are in a less crowded region of the front which helps to maintain a diverse set of candidate solutions in the new population.

Once the new population has been populated with $N$ candidate solutions it is used to produce a new offspring population $Q_{t+1}$ by using the standard crossover and mutation operators. Binary tournament selection is used for parent selection with the selection criterion being the crowded comparison operator. The new population $P_{t+1}$ and offspring population $Q_{t+1}$ are then used as the input to the next generation.

The algorithm used as part of this research shares similarities from the NSGA-II algorithm described above but also takes inspiration from other approaches such as the Pareto Archived Evolutionary Strategy described in [69]. A graphical overview of its operation can be seen in Figure 2.22. As with NSGA-II an initial population
of size $N$ is created. During each generation two candidate solutions are selected for crossover using fitness proportional selection along with another for mutation. This results in three new candidate solutions being added to the existing population. The domination counts for each solution are then calculated and any non-dominated solutions are added to a separate Pareto front archive. Since the size of the current population is $N + 3$ selection is again used to select those candidate solutions which will survive to the next generation. This algorithm lacks the crowding distance sorting that is used in the NSGA-II algorithm and is therefore likely to lead to less diverse solutions over time.

2.5.3 Evolutionary Algorithms in Telecommunication

EAs have been widely used within the telecommunications research community. For example antennae play an increasingly key role in wireless networks. The design of antennae is a challenging problem since the antennae themselves must generally be cheap and as simple as possible to implement at the hardware level but must satisfy certain electrical requirements. For example NASA have used EAs to develop antennae specifically for communication with satellites [55]. The resulting designs not only improved on the performance of those antennae designed in a conventional fashion but the speed of producing the designs was both considerably faster and cheaper. Parallel EA were show-cased by Villegas et al. [95] as a robust
and fast way to produce designs for a patch antenna to be used in wireless networks. EAs have also been used to optimise the design of multiple-antenna arrays [67] that are becoming increasingly important as LTE adoption continues.

Within wireless networking in particular there are several areas where EAs have proved be a valuable optimisation approach. The placement of eNBs (or equivalent) within a wireless network is an important design decision. It affects not only the cost of infrastructure for the network operator but also the area covered by the network and the quality of the service provided to the users. A number of EAs have been developed to tackle this problem both in its general form [36] and in its application to specific network technologies such as 3G [72]. Related to this is the problem of configuring the antennae on each eNB in an optimal fashion. As previously discussed there are a number of parameters which can have a significant effect on the performance of the network such as the transmission power and the antenna downtilt and beam-width [101].

Within the specific area of scheduling and ICIC in LTE networks EAs have been developed that optimise the uplink scheduling of UEs. The centralised scheme presented in [92] uses an EA to uplink scheduling of UEs in LTE networks which make use of multiple antenna technology (known as Multiple-Input Multiple-Output (MIMO)). It was found that EAs could provide almost optimal results.

Another EA has been developed to optimise the scheduling of frequency resources in LTE networks with a particular focus on the frequency of channel quality reports which are sent from the UEs to the eNB [98]. In LTE the UEs can report back the channel quality they experience on each RB to their serving eNB. This allows the eNB to adapt its transmission encoding scheme to the channel conditions that each UE experiences. The higher signalling rate that is required is costly and so it is important to optimise the reporting frequency to maximise the opportunity of the eNB to encode transmissions (and as such improve the data rate of the UE) while at the same time minimising the signalling cost by minimising the number of reports sent.

Another EA has been developed to optimise LTE networks using semi-smart
antennae [100]. Semi-smart antennae allow the amplitude and phase of their transmissions to be altered which allows the coverage pattern produced to be varied thus allowing the size and shape of each cell to be optimised. The semi-smart antennae were optimised using an EA with two key objectives: to provide coverage for all users, and to maximise the total throughput of those users. Since the size and shape of the cell’s coverage area was being optimised it was possible for a network to be generated which had coverage gaps. This is undesirable since any user in a coverage gap would not be able to send or receive any traffic and thus their throughput would effectively be zero. Since the coverage patterns were being optimised it was also important to optimise the transmission power simultaneously in order to minimise the interference experienced by the users and thus maximise their throughput.

These highly constrained problems illustrate how GAs can be used to optimise several parameters simultaneously within a set of constraints.

2.6 Conclusion

This chapter has described aspects of the downlink transmission of LTE networks, in particular those aspects that give rise to the problem of interference. A number of approaches to mitigating interference were discussed with a specific focus on ICIC. Some existing ICIC schemes presented in the literature were described and contrasted. These schemes will be referenced in the following chapters as a number of alternative approaches to ICIC are developed and introduced which are influenced by them. EAs and their existing applications in the wireless networks have been introduced and discussed as these techniques will be incorporated into the new ICIC schemes presented in the subsequent chapters.
Chapter 3

Localised Organisation at the Level of a Single eNodeB

In Chapter 2 the problem of interference in Long Term Evolution (LTE) networks was introduced along with the concept of an Inter-Cell Interference Coordination (ICIC) scheme to mitigate the effects of interference. Two existing ICIC schemes, Soft Frequency Reuse (SFR) and Softer Frequency Reuse (SerFR), were also described. The main theme of both these existing approaches was to divide the available frequency into a number of bands which could then be assigned to User Equipments (UEs) using different power levels. In each of these approaches a new scheduler was developed that was able to take advantage of the different power levels available to schedule the bands in a way that reduced the interference and improved the performance of the network.

This chapter describes a new ICIC scheme which is based on the SerFR described in the previous chapter. A parameterised scheduler is presented which can be optimised by an Genetic Algorithm (GA) to allow it to be adapted to any network environment. We refer to this as a local optimisation in that the scheduler has no knowledge of the neighbouring Evolved NodeBs (eNBs).

A number of experiments are described detailing the performance of this new algorithm and comparing it with the existing ones. A network simulator is also described that was developed in order to fairly compare the new algorithm with those in the literature.
3.1 Adaptive Softer Frequency Reuse

The Adaptive Softer Frequency Reuse (aSerFR) is based on the SerFR scheme discussed in Section 2.4.3.2. As with the SerFR scheme the available frequency is split into a number of bands some of which are transmitted at full power and the remainder at a reduced power level. This allows the central UEs to be scheduled on the reduced power Resource Blocks (RBs) thus reducing the interference that they cause in neighbouring cells. The cell edge UEs can then be scheduled on the full power RBs in order to increase their throughput.

SerFR uses a proportional fairness scheduling algorithm to schedule UEs to RBs. To determine which UE to schedule on a given RB a priority value, $P_{k,j}(n)$, is calculated for each UE on that RB. The UE with the maximum priority value is scheduled on that RB. The priority value is defined as

$$P_{k,j}(n) = \frac{DRC_{k,j}(n)}{R_k(n)} \gamma_{k,j}, \quad (3.1)$$

where $DRC_{k,j}(n)$ is the achievable data rate the the $k^{th}$ UE on the $j^{th}$ RB at time $n$ and $R_k(n)$ is the low-pass filtered averaged data rate of the $k^{th}$ UE at time $n$. $R_k(n)$ is defined as

$$R_k(n+1) = (1-\alpha)R_k(n) + \alpha DRC_k'(n) \quad (3.2)$$

where $\alpha$ is the forgetting factor and $DRC'_k(n)$ is the average data rate of the $k^{th}$ UE at time $n$. The $\gamma_{k,j}$ in equation 3.1 is used to modify the priority value depending on on whether the $k^{th}$ UE is at the centre or edge of the cell and whether the $j^{th}$ RB is a high or low power RB. The value of $\gamma_{k,j}$ can be adjusted to ensure that despite having lower average data rates UEs on the cell edge are more likely to get scheduled on high power RBs.

The aSerFR scheme utilises the same proportional fair scheduling algorithm discussed above but modifies its behaviour based on a number of parameters. This allows the aSerFR scheduler to be optimised by an GA for use in particular network environments. The optimisation is performed by changing a number of parameters.
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each of which are described below.

As with SerFR UEs are classified as either edge or centre users. This classification of UEs is based on a signal quality threshold which is one of the parameters which can be optimised by the GA. Since edge users typically experience greater interference from neighbouring cells it is a safe assumption that those users with the poorest signal quality are edge users, see [50, 40, 54]. This signal quality threshold ranged from -15dB to +15dB and as such was encoded using real value encoding. To mutate this value uniform mutation was used to generate a uniform random value between the upper and lower bounds of the desired range.

The eNB will transmit at full power to edge users and at a reduced power to central users. The level of reduced power which is used for the central users is another parameter of the scheduler which can be optimised by the GA. The edge users are transmitted to using 100% of the available power while central users will be transmitted with only some proportion of that depending on the parameter value set by the GA. This reduced power factor was represented in the chromosome using a real value between 1.0, representing full power, and 0.0 representing no power and as such was encoded using real value encoding. Uniform mutation was again used to generate new uniform random values for this gene during mutation.

In a similar fashion to SerFR a certain number of the available RBs are transmitted using full power and the remainder are transmitted at a reduced power level. The number of RBs which are transmitted at full power is also a configurable parameter in this scheduler. It is expected that the number of RBs required by the edge users will vary depending on the traffic conditions. The proportion of full power RBs is represented as a real value ranging between 1.0, representing the state that all RBs are transmitted a full power, and 0.0, representing the state that none of the RBs are transmitted at full power. As with the previous real value encoded parameters uniform mutation was used to generate a uniform random value for mutation.

The scheduling mechanism adopted by aSerFR is the same Proportional Fair (PF) scheduler used in the SerFR scheme, with one modification. On occasion the scheduler will schedule its users randomly rather than using the PF scheme.
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<table>
<thead>
<tr>
<th>Short-name</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>RandomTrigger</td>
<td>The chance of the scheduler operating randomly</td>
<td>0.0 - 1.0</td>
</tr>
<tr>
<td>ProportionFullPowerRBs</td>
<td>The proportion of RBs to transmit at full power</td>
<td>0.0 - 1.0</td>
</tr>
<tr>
<td>ReducedPowerFactor</td>
<td>The proportion of full power to use when transmitting to central users</td>
<td>0.0 - 1.0</td>
</tr>
<tr>
<td>EdgeThreshold</td>
<td>The threshold at which UEs are considered edge users</td>
<td>-15dB - 15dB</td>
</tr>
<tr>
<td>RBAllocationScheme</td>
<td>The scheme used for determining which RBs will be transmitted at full power</td>
<td>Orthogonal or Random</td>
</tr>
</tbody>
</table>

Table 3.1: The GA parameters for the aSerFR scheduler.

The probability of this random scheduling occurring is governed by a parameter which will be optimised by the GA. The probability of this random behaviour being triggered was modelled as a real value ranging from 1.0, representing continuous random scheduling, and 0.0, representing no random scheduling at all. As with the previous real values uniform mutation was used to generate new random values for this parameter.

The other difference between the SerFR scheme and the aSerFR scheme is the orthogonality of the full power RBs. The SerFR scheme assigns these in a strictly orthogonal manner such that neighbouring cells transmit at full power on different RBs. The aSerFR supports the orthogonality of the full power RBs but also allows the option of randomly distributing these such that there is a possibility that neighbouring cells will transmit at full power on some of the same RBs. The orthogonality of the RB allocation scheme is represented in the chromosome as a single bit where 1 represents the full power RBs being allocated in a strictly orthogonal manner and 0 represents them being allocated by random distribution. When this gene was mutated the bit was simply flipped.

These five parameters govern the behaviour of the aSerFR scheduler. They are listed in Table 3.1 for easy reference, along with their possible values, and are referenced using the shortened form shown for the remainder of this document.
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3.2 LTE Network Simulator

In order to model the behaviour of each of the ICIC schemes and allow for the development of new ones an LTE network simulator was built. The source code for the simulator is available at http://downthewire.co.uk/projects/jLTE-Simulator/. The design and operation of the simulator are described in the follow sections.

3.2.1 Overview of Simulator Execution

The simulator is designed to simulate specific aspects of the Radio Access Network (RAN) of an LTE network. In particular it is mainly concerned with the calculation of interference, data rates and the scheduling of RBs to UEs. In addition the simulator is only concerned with the downlink direction and therefore consideration of the uplink direction is outside the scope of this research. This is due to two considerations. The first is the additional computational cost of calculating the interference in the uplink direction. The computation cost of calculating the interference in either direction is directly related to the number of entities which may interfere with each other. In the downlink direction there are only 19 eNBs whose signals may cause interference, while in the uplink direction there can be as many as 1150 UEs causing interference. This represents a significant increase in the computational cost of calculating the uplink interference. The second factor in focusing on the downlink is its greater relative importance to network users. Downlink speeds are typically more important in the applications which network users value. For example streaming video and online gaming can require significant downlink speeds and there is growing demand for these services, whereas there is very little demand for uplink intensive services.

The network to be simulated consists of 19 eNBs each with 3 sectors as recommended by 3rd Generation Partnership Project (3GPP) [5]. A number of UEs are then randomly distributed across the network area. The specific number of UEs generated can be varied in order to simulate networks under different levels of user density.

At a high level the simulator simply runs the following algorithm:
• initialise the network
  – setup the network elements: eNBs, sectors, UEs
  – determine which sector is to serve which UE

• for each iteration:
  – calculate the downlink power between each sector and each UE
  – schedule the RBs to UEs using the given scheduling algorithm
  – calculate the signal power and interference experienced by each UE
  – calculate the datarate of each UE

**Initialisation**  A number of initialisation steps must take place before the simulation can begin. The most important aspect of this is the creation of a channel between each UE and each sector. This channel models the quality of the radio channel between a UE and a sector by calculating a number of things such as the pathloss experienced by the signal between the sector and the UE, the shadowing experienced, and the location of the UE with respect to the sector. In order to determine which sector should serve a given UE the channel between the UE and each sector is calculated and the channel with the best downlink gain is chosen.

The pathloss, which also takes shadowing effects into account, is modelled using the propagation model detailed in Section 4.5.2 of [6].

### 3.2.2 Datarate Model

The datarate model used by the simulator to calculate the datarate of individual UEs is defined in [6]. Using this model the datarate of a given UE can be calculated from its Signal to Interference plus Noise Ratio (SINR) using the following equation:

\[
datarate(bps/Hz) = \begin{cases} 
0 & \text{if } SINR < SINR_{min} \\
\alpha.S(INR) & \text{if } SINR_{min} < SINR < SINR_{max} \\
datarate_{max} & \text{if } SINR > SINR_{max}
\end{cases}
\]
Where: \( S(SINR) \) is the Shannon bound: \( S(SINR) = \log_2(1 + SINR) \) bps/Hz.
The \( \alpha \) parameter, which represents implementation losses, takes the value 0.6, while the \( SINR_{\text{min}} \) is -10dB and \( SINR_{\text{max}} \) is 25db. The maximum datarate which can be achieved under this model is 4.4bps/Hz.

Using this model we can determine the maximum datarate that can be achieved in our simulator. The total available bandwidth in our simulation is 18,000,000 Hz (100 RBs \( \times \) 180,000 Hz per RB). Since the maximum datarate is 4.4bps/Hz under this model, the maximum total datarate is 75.5 Mbps (4.4 bps/Hz \( \times \) 18,000,000 Hz).

### 3.2.3 Channel Estimation Model

In order to model the wireless channel between the UEs and eNBs to a reasonable degree of accuracy it is necessary to implement a channel model. There are two main types of channel model which can be used:

- empirical channel models
- statistical channel models

Empirical channel models are based on empirical measurements taken in a variety of wireless propagation environments. They are considerably more detailed than statistical models as they calculate precisely a large number of paths which a transmission may take along with details such as the angle of departure, angle of arrival and phase change of each individual path from the eNB to the UE.

While empirical models do provide a more realistic approach to simulating wireless channels the level of detail of the calculations required to utilise them in our simulator proved to be slow for practical purposes.

Statistical channel models are generally simpler and are therefore more useful for simulations. The simulator makes use of a statistical model know as the Rayleigh Fading model which has been found to approximate closely the channel capacity in urban areas [37, 9, 89, 87, 43, 56].

Due to the computation load in calculating the gain values resulting from the channel gain model these are produced in batch before any simulations are run. This
reduces the time required to run the simulations since the fading values do not need to be calculated each time a simulation is run.

The speed of the UEs mainly effects the fading values generated by the channel model. The faster a UE is moving the faster their signal quality will vary. For example see Figure 3.1.

![Image of signal strength variation with UE speed](image-url)

Figure 3.1: The effect of UE speed on the variation of signal strength.

### 3.2.4 Traffic Model

The UEs modelled by the simulator are categorised into four traffic groups: Light, Medium, Heavy and Full. The category a UE is placed in determines both the probability that there is traffic to be transmitted to it each iteration but also the number of RBs which are to be scheduled for that UE. The specific values for these parameters can be found in Table 3.2.

<table>
<thead>
<tr>
<th>Traffic Category</th>
<th>Probability of Data</th>
<th>Max RBs to transmit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>20%</td>
<td>5</td>
</tr>
<tr>
<td>Medium</td>
<td>50%</td>
<td>15</td>
</tr>
<tr>
<td>Heavy</td>
<td>80%</td>
<td>100</td>
</tr>
<tr>
<td>Full</td>
<td>100%</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 3.2: The probabilities associated with the traffic classes.

The number of UEs grouped into each class is then determined by the overall traffic profile used by the simulator. There are four profiles: Light, Mixed, Heavy
and Full. The proportion of UEs in each traffic class is shown in Table 3.3.

This traffic model is not based on any empirical data about traffic loads but was instead designed as an approximation of the various levels of load that could be placed on the resources of the network. From the perspective of the ICIC problem, the particular type of traffic, whether voice data or packet data, and its latency requirement are not of interest. Rather the number of RBs required to serve the traffic is the most important consideration. This traffic model captures the fact that, from the network’s perspective, less demanding UEs will require less RBs to be served while more demanding UEs will require more RBs to be served. This is reflected in the Full traffic mode which is analogous to the the full buffer traffic model found in the literature [26, 22, 6, 103].

<table>
<thead>
<tr>
<th>Traffic Category</th>
<th>Proportion of Light UEs</th>
<th>Proportion of Medium UEs</th>
<th>Proportion of Heavy UEs</th>
<th>Proportion of Full UEs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
<td>70%</td>
<td>20%</td>
<td>10%</td>
<td>0%</td>
</tr>
<tr>
<td>Mixed</td>
<td>20%</td>
<td>60%</td>
<td>20%</td>
<td>0%</td>
</tr>
<tr>
<td>Heavy</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>Full</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 3.3: The proportion of UEs created in each traffic class.

The aim of this traffic model is to allow for a fuller understanding of the performance of the scheduling algorithms by seeing how their performance changes with network load. As such this traffic model is not designed to be a realistic model of user behaviour. Rather it is intended to be a simple heuristic approach to modelling the level of load placed on the network and therefore the level of contention for the radio resources. For example the heaviest possible load is when all the UEs on the network constantly need to be scheduled which is represented by the Full traffic level. In this case there is maximum contention for the network’s radio resources and the scheduling algorithms will be operating under the most constrained environment. The other levels reflect network environments in which the contention for resources is decreasing.
3.2.5 Performance Metrics

During its operation the simulator gathers detailed statistics about the performance of the network. These metrics are used to evaluate and compare the relative performance of each of the ICIC algorithms that run on the network.

The most important metrics for this research are the average UE throughput and the 5th percentile UE throughput. These are the measurements typically used in the literature to evaluate ICIC schemes [39, 103, 48, 40]. It is important to note that both of these metrics are calculated using the average throughput of the UEs during the course of the simulation. The 5th percentile UE throughput is obtained by sorting the UEs by their average throughput. The average is then taken of the average throughput of the worst performing 5% of UEs. In the literature the 5th percentile UE throughput is used as a proxy for measuring the performance of the cell edge UEs. It is assumed that those UEs which experienced the worst throughput are those that are most affected by interference which are most likely to be those UEs at the cell edge [50, 40, 54].

It is important to note that these two metrics are competing constraints. This is due to the fact that there are a finite number of RBs which can be scheduled during each iteration and since the amount of data transmitted across each RB varies with the network conditions of the UEs to which it is scheduled.

As the 5th percentile UE throughput increases it is at the expense of the average UE throughput. In order to increase the 5th percentile throughput more RBs must be assigned to the cell edge UEs. These RBs will transmit less information to those UEs than they would to cell centre UEs due to the Modulation and Coding Scheme (MCS). Thus to increase the throughput of the edge UEs necessarily involves decreasing the throughput of the central UEs.

3.2.6 Validation

Unfortunately there are no standardised benchmarks against which to compare our simulator. Therefore in order to verify that our simulator behaves as expected a number of simple test cases were created and the output of the simulator compared
In order to verify the implementation of our simulator a number of tests were run. For example it was noted earlier that the maximum datarate that could be achieved with the simulator was 75.5 Mbps. To verify that the simulator was indeed capable of achieving this datarate a simple network setup was created which consisted of a single eNB and a single UE. This provided near optimal network conditions and allowed the UE to achieve the maximum datarate. This confirmed that the model implemented by the simulator was behaving as expected.

The other main verification step taken was the comparison of the performance of the baseline schedulers. While a direct comparison using the absolute performance was impossible (since there are no standardised simulator implementation, or even standardised simulation parameters) a relative comparison was done. Regardless of the implementation of the simulator the relationship between the performance of several of the baseline schedulers is well understood and should be observable. For instance the maximum rate scheduler should always achieve the best average UE throughput but will always perform very poorly in terms of 5th percentile UE throughput. The SFR and SerFR schedulers should generally outperform the other schedulers in terms of 5th percentile UE throughput since they are designed to optimise this metric [103, 46, 48].

### 3.3 Baseline LTE Schedulers

These existing schedulers are described in the literature and are described briefly here. They are used to compare against the results from the aSerFR scheduler.

#### 3.3.1 Random Scheduler

The Random scheduler is a very simple scheduler which is designed to show the effect of scheduling when channel conditions are not taken into account by the scheduler. The schedulers used as part of the ICIC schemes discussed previously all make use of UE feedback regarding the channel conditions to inform their scheduling decisions. The random scheduler does not take into account such information when scheduling
RBs to UEs. It is used in the experiments in this and the following chapters as a benchmark against which to compare those schedulers which are sensitive to the channel conditions experienced by the UEs.

### 3.3.2 Round Robin Scheduler

Round robin scheduling [39] assigns the available RBs in a fair though simplistic way. It is fair in that the same number of RBs are made available to all the UEs. However due to the fact that it does not take into account the variations in channel quality it can also be considered an unfair way of scheduling since it will not provide the same service quality to all the UEs. This is because of the fact that those UEs which experience better signal quality will be able to use their RB more efficiently thus enjoying a better service quality than that those UEs which experience degraded signal quality.

Since round robin scheduling does not take advantage of the channel quality conditions it will lead to lower system performance. It does however guarantee that no UEs are starved of resources since all UEs will get an equal share.

### 3.3.3 Maximum Rate Scheduler

Maximum rate scheduling (also known as Max-C/I scheduling) [39] is a type of scheduling which takes into account the channel conditions being experienced by each of the UEs. Since the channel quality experienced by UEs within a cell typically varies independently due to effects like multi-path fading (fading caused by the reception of multiple copies of the same signal at the UE) there is generally at least one UE whose channel quality is near its peak. By scheduling the UE with the best channel quality the eNB maximises its throughput because the UEs with the best channel quality can make the most efficient use of the radio resources.

Maximum rate scheduling however cannot be considered fair in many circumstances. Whether maximum rate scheduling can be considered fair depends primarily on the causes of the channel quality variation. If all UEs have a similar channel quality which varies only due to effects like fast fading or multi-path fading then
they will experience a very similar average throughput. However if the variations
in channel quality are due to factors such as distance, shadow fading or fading due
to speed then it is very unlikely that maximum rate scheduling will behave fairly.
If there are UEs whose average channel quality is always less than others then they
will never be scheduled and will essentially be starved of radio resources resulting
in zero throughput.

3.3.4 Proportionate Fair Scheduler

PF [39, 65] scheduling attempts to find a balance between the approaches taken by
maximum rate scheduling and round robin scheduling. Maximum rate scheduling
makes the most efficient use of the radio resources available at the expense of the
performance of UEs with poor channel conditions while round robin is scrupulously
fair in its allocation of radio resources but does not deliver equal throughput to all
UEs. PF scheduling makes use of the channel quality information available while
also being fair in its distribution of radio resources. It does this by scheduling the
UEs with the relatively best channel quality conditions. It does this by monitoring
the channel conditions of each UE over a particular time window. When making a
scheduling decision the relative channel quality for each UE is calculated by com-
paring the average channel quality of that UE to its current channel quality. This
approach means that even those UEs who experience significantly worse channel
conditions in general will receive radio resources when their channel quality peaks
relative to its own average.

3.3.5 Soft Frequency Reuse Scheduler

As discussed in Section 2.4.3.1 SFR is an ICIC scheme that attempts to reduce in-
terference in neighbouring cells by dividing up the available spectrum into a number
of sub-bands which are served with different power levels. The full power sub-bands
are reserved for use by the cell-edge UEs while the remaining reduced power sub-
bands are used to serve the cell-centre UEs. These sub-bands are allocated to cells
on an orthogonal basis such that no neighbouring cell will have the same sub-bands
assigned to its cell-edge UEs.

While no specific scheduler is discussed as part of this ICIC scheme a modified PF scheduling algorithm has been proposed [103] which takes into account the status of the UE being scheduling, whether it is a cell-edge or cell-centre UE, and which sub-band it should be scheduled on.

### 3.3.6 Softer Frequency Reuse Scheduler

As discussed in Section 2.4.3.2 SerFR is an ICIC scheme which is built on the SFR scheme. Like SFR, it divides the available frequency in sub-bands some transmitted with full power and some with a reduced power factor; unlike SFR it is more flexible in the allocation of these sub-bands to UEs.

The scheduler used by the SerFR scheme is also a modified PF algorithm which takes into account the status of the UE as either cell-edge or cell-centre and also the power level of the sub-band.

### 3.4 Experiments

These experiments were designed to compare the performance of the optimised aSerFR scheduler, developed as part of this research, with that of the baseline schedulers described in Section 3.3.

In order to compare each of the algorithms thoroughly the experiment was run on a number of different network environments. In practice this meant a different number of UEs (see Table 3.4), different movement speeds of the UEs (see Table 3.5) and also different traffic patterns of the UEs (see Table 3.6). An experiment was run for each different combination of these parameters, resulting in 27 different network environments.

The number of UEs in each network environment was chosen to provide a reasonable number of UEs per cell. The simulated network was composed of 19 cells (see Table 3.7) and so 285 UEs represent lightly loaded cells with an average of only 15 UEs per cell, whereas the network environment with 1150 UEs represents a network where the cells are very heavily loaded. The traffic levels represent both the proba-
bility and amount of data arriving at an eNB for a given UE as described in Section 3.2.4. The UE speeds were chosen based on the standard simulation parameters set out by 3GPP [5].

<table>
<thead>
<tr>
<th>Number of UEs</th>
<th>Average number of UEs per cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>285</td>
<td>15</td>
</tr>
<tr>
<td>680</td>
<td>35</td>
</tr>
<tr>
<td>1150</td>
<td>60</td>
</tr>
</tbody>
</table>

Table 3.4: The possible number of UEs in each network environment and the resulting average number of UEs per cell

<table>
<thead>
<tr>
<th>Traffic Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light</td>
</tr>
<tr>
<td>Mixed</td>
</tr>
<tr>
<td>Heavy</td>
</tr>
<tr>
<td>Full</td>
</tr>
</tbody>
</table>

Table 3.5: The possible traffic levels of the UEs in each network environment

<table>
<thead>
<tr>
<th>Speed (km/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>120</td>
</tr>
</tbody>
</table>

Table 3.6: The possible speeds of the UEs in each network environment

In order to evaluate the performance of the baseline algorithms each of them was run ten times for each network environment with different random seeds. The results for each of these runs were then averaged and plotted in the graphs seen in Section 3.5.

To evaluate the performance of the aSerFR scheduler a Multi-Objective Genetic Algorithm (MO-GA) was run in order to optimise its parameters for each network environment. The MO-GA was designed to optimise two metrics: 5th percentile throughput, and average throughput. The MO-GA produces a number of results which together form a Pareto front based on these two metrics. The solutions produced can all be considered equal in terms of fitness although they will have different characteristics in terms of their 5th percentile and average throughput values. This makes explicit the trade-offs that must be made between 5th percentile throughput and average throughput since they are competing constraints.
The simulator described above was used to evaluate the chromosomes produced by the MO-GA. Due to the time required to run the MO-GA (approximately 5 days) it was only run once for each network environment. However, in order to ensure that the simulator produced a representative result for any given chromosome, each chromosome was evaluated 10 times using a different random seed each time. These 10 values were then averaged to give the fitness value for that chromosome which was used by the MO-GA.

### 3.4.1 Simulation Parameters

The simulation parameters shown in Table 3.7 are mainly taken from [39, 5].

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of eNBs</td>
<td>19</td>
</tr>
<tr>
<td>Number of UEs</td>
<td>252, 680, 1150</td>
</tr>
<tr>
<td>UE speed</td>
<td>3kmh, 30kmh, 120kmh</td>
</tr>
<tr>
<td>Data generation</td>
<td>Light, Mixed, Heavy Traffic profiles</td>
</tr>
<tr>
<td>Distance attenuation</td>
<td>$L = 128.1 + 37.6 \times \log(\text{distance})$ [6]</td>
</tr>
<tr>
<td>Shadow fading</td>
<td>Log normal, 8dB standard deviation</td>
</tr>
<tr>
<td>Multi-path fading</td>
<td>Rayleigh fading</td>
</tr>
<tr>
<td>Cell layout</td>
<td>Hexagonal grid, 3-sector sites, 57 sectors in total</td>
</tr>
<tr>
<td>Cell Radius</td>
<td>500m inter-site distance</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>500 ms</td>
</tr>
</tbody>
</table>

Table 3.7: The parameters used for the simulator in experiment 1.

The layout of the 19 cell network can be seen in Figure 3.2.

Note that the simulation run time shown in Table 3.7 was arrived at after a pilot study had been conducted to determine the required number of iterations which were needed to achieve a stable and accurate result. Each of the baseline algorithms was run under a particular network environment (1150 UEs, full traffic, 120km/h) for 2500 iterations (2500 ms of network time).

As can be seen from Figures 3.3 and 3.4 while the average throughput did not stabilise after 500 iterations in all cases, the 5th percentile throughput did reach a stable state after 500 iterations. Since the 5th percentile throughput is the more important measure for determining the effectiveness of an ICIC solution and since it would have been prohibitive to run the simulation for longer, 500 iterations was chosen as a reasonable simulation time.
Figure 3.2: The 19 cell network used in experiment 1.

Figure 3.3: The convergence of 5th percentile UE throughput for each algorithm.

3.4.2 MO-GA Parameters

The parameters for the MO-GA can be seen in Table 3.8.

The parameters for the MO-GA can be seen in Table 3.8.

The population size and the number of generations were limited as a result of the number of fitness evaluations required to complete an experiment along with
the time taken for each fitness evaluation. With a population of 10 chromosomes and 100 generations a total of 3100 fitness evaluations were required to complete each experiment: 100 evaluations to initialise the population, along with 30 every iteration, 10 for mutation and 20 for the child chromosomes produced by uniform crossover i.e. \(100 + (100 \times (10 + 20)) = 3100\).

Since the time to execute a single fitness evaluation averaged 3 minutes this results in each MO-GA taking approximately 7 days. Since there were 27 network environments this meant that 27 MO-GAs had to be run. It was decided that this was the upper limit on the amount of time that could be reasonably spent running experiments and so the population and generations were fixed at these values.

The mutation strength indicates how many genes in each chromosome are to be
mutated during each iteration of the MO-GA. For further details about the operation of point mutation and uniform crossover refer to Section 2.5.

3.5 Results

Due to the fact that a number of algorithms are being compared a mixed ANOVA was run on the results in order to determine the statistical significance of the differences between the algorithms. The between-subjects factor was algorithm and the within-subjects factors were traffic level, speed and number of UEs. This resulted in a $6 \times 4 \times 3 \times 3$ ANOVA. The average UE throughput and the 5th percentile UE throughput were analysed separately for clarity.

3.5.1 Overall Analysis

The overall ANOVA for average UE throughput demonstrated a significant main effect for algorithm, $F(5, 5191) = 1447.98$, $p \leq 0.001$. The F value captures the ratio of variance explained by the factor algorithm to unexplained variance, meaning that a lot of the variance can be attributed to the algorithm. This means that across all conditions the algorithm has a significant effect on the average throughput.

This analysis only shows that different algorithms have different effects on the average throughput. To see which algorithms differed from each other and how significant the differences between each algorithm were a Bonferroni post-hoc analysis was carried out. This analysis performs multiple comparisons between each of the algorithms and adjusts the significance value of any of the differences to account for the fact that there were multiple comparisons. For each comparison the Bonferroni analysis provides a mean difference and the significance of that difference.

As suggested by Figure 3.5 the maximum rate algorithm achieved a significantly higher average UE throughput when compared to all the other algorithms with an average mean difference between the maximum rate algorithm and each of the remaining algorithms of 498kbps ($all p \leq 0.001$). The next best performing algorithms were SerFR, random scheduler, the PF algorithm and the SFR algorithm which were
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Figure 3.5: Boxplot showing the average UE throughput of each algorithm across all the network environments and traffic levels.

statistically indistinguishable. The aSerFR algorithm performed worst in terms of average UE throughput with an average mean difference between it and the other algorithms, excluding the maximum rate algorithm, of 77kbps (all $p \leq 0.001$).

This overall ANOVA for average UE throughput also demonstrated a number of interaction effects. The interaction effects mean that different algorithms perform differently under different network environments. The strongest interaction was between algorithm and traffic level ($F(15,5191) = 275.21$, $p \leq 0.001$). This called for follow-up simple effects analyses within each level of traffic. These subsequent analyses (ANOVAs investigating the effect of algorithm on average throughput within each traffic level) are detailed in separate sections below.

The same ANOVA was carried out to investigate the effects of algorithm and environment on 5th percentile UE throughput. This demonstrated a significant main effect for algorithm ($F(5,5191) = 1801.82$, $p \leq 0.001$). The Bonferroni post-hoc analysis was then carried out to determine the relative performance of each of the algorithms. The ranking of the algorithms in terms of 5th percentile UE throughput can be seen in Figure 3.6. The performance of each of the algorithms was significantly different from each other, meaning that each algorithm was significantly

68
better than the next best one. As can be seen the aSerFR outperformed each of the other algorithms, with an average mean difference of 59kbps (all $p \leq 0.001$).

Once again the strongest interaction effect was between algorithm and traffic level calling for separate analyses within each traffic level as detailed below ($F(15,5191) = 243.19$, $p \leq 0.001$).

### 3.5.2 Light Traffic

The results of each algorithm when run under the light traffic network environments are plotted in Figure 3.7. It can be seen from this figure that the average UE throughput of most of the algorithms are very similar, in fact the average UE throughput of the SFR, SerFR, PF and random algorithms are not statistically distinguishable.

A one-way ANOVA looking at the effect of algorithm on average UE throughput within light traffic network environments revealed a significant effect of algorithm ($F(5,1534) = 6.02$, $p \leq 0.001$). As suggested by Figure 3.7 the Bonferroni post-hoc comparisons showed that the only significant difference was between the maximum rate algorithm and the aSerFR algorithm with the maximum rate algorithm per-
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Figure 3.7: Boxplot showing the average throughput of each algorithm across all the network environments under light traffic.

forming significantly better than aSerFR (mean difference = 138kbps, p = 0.01). No other differences in average UE throughput were significant.

Figure 3.8 shows the average performance of each algorithm in terms of the 5th percentile UE throughput. It can be seen that the 5th percentile throughput of the aSerFR algorithm outperformed the other algorithms. Indeed the average 5th percentile throughput was over 100% better than the other algorithms. It can also be seen that the results obtained by the SFR algorithm, while not achieving the performance of the aSerFR algorithm, do outperform those achieved by the other algorithms.

A one-way ANOVA looking at the effect of algorithm on 5th percentile UE throughput within light traffic network environments revealed a significant effect of algorithm ($F(5,1534) = 225.07, p \leq 0.001$). As suggested by Figure 3.8 the Bonferroni post-hoc comparisons showed that the aSerFR outperformed each of the other algorithms, with average mean difference of 67kbps (all $p \leq 0.001$). The maximum rate algorithm performed significantly worse than all the other algorithms, with an average mean difference of 36kbps (all $p \leq 0.001$). The remaining algorithms were statistically indistinguishable.
Figure 3.8: Boxplot showing the 5th percentile throughput of each algorithm across all the network environments under light traffic.

The results achieved by each algorithm on the light traffic network environments can be seen in Figure 3.9. This figure shows the nine different network environments run under light traffic. These are combinations of three UE density levels (285 UEs, 680 UEs, 1150 UEs) and three UE speeds (3km/h, 30km/h, 120km/h). These results show that although the aSerFR algorithm performed best on average in terms of 5th percentile UE throughput there are variations in performance depending on the specific network environment. To further investigate the significance of differences between algorithms under specific network environments unpaired t-tests were carried out where appropriate.

It can be seen that in every network environment the aSerFR algorithm outperforms the other algorithms by at least 40kbps (Plot 8) in terms of 5th percentile throughput and in some cases up to 125kbps (Plot 0). In all cases the 5th percentile throughput is improved by at least 100% and in some cases over 300% (Plot 0).

However this increase in 5th percentile throughput comes at a cost to the average UE throughput. The aSerFR chromosomes that result in the best performance in 5th percentile throughput also show a very significant reduction in average throughput, up to 70kbps in some cases.
Figure 3.9: The 5th Percentile UE throughput vs average UE throughput in light traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

In some cases the aSerFR algorithm performs better in both 5th percentile throughput and average throughput. This is most clearly seen when there are 285 UEs on the network. For example when there are 285 UEs on the network with speed of 3 km/h (Plot 0) the aSerFR improves on the SFR algorithm (the next best performing algorithm) by 30kbps in 5th percentile throughput with no significant change in average throughput. An independent t-test showed the difference between the aSerFR and SFR algorithms in 5th percentile throughput to be statistically very significant when there are 285 UEs on the network with a speed of 3km/h ($t(18) = 60.3669, p = 0.0001$).

It can also be seen from these results that in almost every case the results pro-
duced by the aSerFR scheme form a Pareto front which dominates the results produced by all the other schemes. This means that for each result produced by the baseline algorithms there was a result produced by the aSerFR which improved on both the 5th percentile throughput and the average throughput. The exception to this is the maximum rate scheduler which achieves the best average throughput when the network is under the heaviest UE load.

3.5.3 Mixed Traffic

As with the light traffic results, averages of the results from each algorithm under mixed traffic were taken. The average of the average UE throughput can be seen in Figure 3.10. The average performance of each algorithm under mixed traffic networks displays a similar pattern to the average performance under light traffic loads. In particular, the maximum rate algorithm again achieves an improved average UE throughput, with the aSerFR algorithm performing below the other algorithms. The remaining algorithms performed at a very similar level.

![Boxplot showing the average throughput of each algorithm across all the network environments under mixed traffic.](image)

As with the light traffic results, algorithm was found to have a significant effect on average UE throughput ($F(5,1406) = 3.07$, $p = 0.001$) by the one-way ANOVA. As
suggested in Figure 3.10 the only significant difference found by the Bonferroni post-hoc analysis was between the maximum rate algorithm and the aSerFR algorithm. The maximum rate algorithm performing significantly better than aSerFR (mean difference = 148kbps, $p = 0.002$). No other differences in average UE throughput were significant.

The results in terms of 5th percentile UE throughput can be seen in Figure 3.11. As with the average UE throughput results these are also very similar to those achieved under light traffic loads. The aSerFR algorithm achieves the best performance by a large margin (over 100% or 40kbps), with the SFR algorithm achieving the next best result. The remaining algorithms, with the exception of the maximum rate achieve a very similar level of performance, while the maximum rate algorithm performs much worse than the others.

![Boxplot showing the 5th percentile throughput of each algorithm across all the network environments under mixed traffic.](image)

Algorithm was also found to have a significant effect on the 5th percentile UE throughput ($F(5,1406) = 297.31, p \leq 0.001$). with the post-hoc analysis showing that the aSerFR outperformed each of the other algorithms, with average mean difference of 109kbps (all $p \leq 0.001$). The maximum rate algorithm performed significantly worse than all the other algorithms, with an average mean difference of
47kbps (all $p \leq 0.001$). The remaining algorithms were statistically indistinguishable.

The individual results for each network environment can be seen in Figure 3.12 which shows the results for each algorithm when run under mixed traffic. The results show that, as with light traffic, in each network environment the aSerFR algorithm performed better than the baseline algorithms in terms of 5th percentile throughput with an increase of between 5kbps (Plot 8) up to 169kbps (Plot 0). The improvements are particularly pronounced when either 285 UEs or 680 UEs are on the network. When 1150 UEs are on the network the improvements in 5th percentile throughput are much smaller (approximately 6kbps).

Figure 3.12: The 5th Percentile UE throughput vs average UE throughput in mixed traffic environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.
The improvements in 5th percentile throughput are again associated with a reduction in average throughput. The larger the gains in 5th percentile throughput the greater the reduction in average throughput. When the gain in 5th percentile is highest (169kbps in Plot 0) the loss in average throughput is over 800kbps.

It can also be seen that in most cases the results obtained from the aSerFR scheme produced a Pareto front which dominated the solutions produced by the other schemes. The exceptions to this are the maximum rate scheduler which achieves the best average throughput and the SFR scheme contributes to the Pareto front in particular as the network comes under heavier UE load.

### 3.5.4 Heavy Traffic

The graph of the average throughput for each algorithm under Heavy traffic can be seen in Figure 3.13. It can be seen that the maximum rate algorithm achieves the highest performance in terms of the average UE throughput by over 500kbps.

Algorithm was again found to be a significant main effect ($F(5,1190) = 34.86$, $p \leq 0.001$). As suggested by Figure 3.13 the Bonferroni post-hoc comparisons showed that the maximum rate algorithm performed significantly better than each of the
other algorithms (average mean difference = 702kbps, all $p \leq 0.001$). All the remaining algorithms are statistically indistinguishable in terms of their average UE throughput.

Figure 3.14 shows the results of each algorithm in terms of the 5th percentile UE throughput. In this case both the SFR and SerFR algorithms performed best. They improved on the results achieved by the other algorithms by at least 25kbps. The aSerFR and random algorithms both achieved a similar level of performance in terms of their 5th percentile UE throughput. The performance of the PF algorithm was about 30kbps less than that of the aSerFR and random algorithms. Finally the maximum rate algorithm achieved an average of 0kbps in terms of 5th percentile throughput.

Figure 3.14: Boxplot showing the 5th percentile throughput of each algorithm across all the network environments under heavy traffic.

The one-way ANOVA again confirmed that algorithm had a significant effect on the results ($F(5,1196) = 71.96$, $p \leq 0.001$). As suggested by Figure 3.14 the Bonferroni post-hoc comparisons showed that the SFR and SerFR algorithms performed significantly better than all the other algorithms, but themselves were statistically indistinguishable. The aSerFR algorithm performed at a similar level to the PF and random algorithms, significantly better than the maximum rate algorithm (mean dif-
ference of 219kbps, \( p \leq 0.001 \) but significantly worse than SFR and SerFR (mean difference of 50kbps, both \( p \leq 0.002 \)).

As under the previous traffic conditions the results for each algorithm are shown for each network environment in Figure 3.15. As can be seen the results are less clear cut than previously.

![Graph](image-url)

Figure 3.15: The 5th Percentile UE throughput vs average UE throughput in heavy traffic environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

When there are 285 UEs on the network the aSerFR algorithm improves the 5th percentile UE throughput by 25kbps but at a reduction in average UE throughput of 20kbps.

When there are 680 UEs on the network the improvements in 5th percentile throughput achieved by the aSerFR were much smaller, about 5kbps, but still sig-
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significant. For example when the speed is 120km/h (Plot 7) the aSerFR algorithm performs significantly better than the SFR algorithm ($t(18) = 3.1817$, $p = 0.0052$). The decrease in average UE throughput of the aSerFR by 30kbps compared to the SFR in this case is also statistically significant ($t(18) = 2.9616$, $p = 0.0084$).

With 1150 UEs on the network the aSerFR no longer shows any improvement in terms of either 5th percentile or average throughput. For example in Plot 8 the SFR algorithm performs better than the aSerFR algorithm by a significant 27kbps ($t(18) = 7.4401$, $p = 0.0001$).

In each case the Pareto front receives contributions from most of the algorithms suggesting that no one approach is able to provide overall optimal performance. In every case the PF algorithm is dominated by another solution on the Pareto front showing that in every case there is at least one solution which achieves both better 5th percentile throughput and better average throughput than the PF algorithm.

3.5.5 Full Traffic

The average UE throughput results obtained under Heavy traffic can be seen in Figure 3.16. It can be seen that the maximum rate algorithm outperforms the other algorithms by a very large margin, over 100% or 1Mbps. The other algorithms achieve a very similar level of performance.

Algorithm was again found to be the main effect ($F(5,1253) = 69.35$, $p \leq 0.001$). As suggested by Figure 3.16 the Bonferroni post-hoc comparisons showed that the maximum rate algorithm performed significantly better than each of the other algorithms (average mean difference = 1.083Mbps, all $p \leq 0.001$). All the remaining algorithms are statistically indistinguishable in terms of their average UE throughput.

The 5th percentile throughput results, seen in Figure 3.17 show that the best performing algorithms, aSerFR, SFR and SerFR achieve a very similar level of performance with the random and PF algorithms achieving worse results by 20kbps and 50kbps respectively.

As before algorithm was found to be the main effect ($F(5,1253) = 72.82$, $p \leq$
Figure 3.16: Boxplot showing the average throughput of each algorithm across all the network environments under full traffic.

Figure 3.17: Boxplot showing the 5th percentile throughput of each algorithm across all the network environments under full traffic.

0.001). As suggested by Figure 3.17 the aSerFR provided the best performance. The Bonferroni post-hoc comparisons showed that the aSerFR was only significantly better than the maximum rate algorithm (mean difference of 272kbps, $p \leq 0.001$) and the PF (mean difference of 63kbps, $p \leq 0.001$). As before the maximum rate
performs significantly worse than all the other algorithms with an average mean difference of 250kbps (all $p \leq 0.001$).

As before Figure 3.18 shows the results achieved by each algorithm under each network environment.

Figure 3.18: The 5th Percentile UE throughput vs average UE throughput in full traffic environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

When 285 UEs are present on the network the aSerFR performs significantly better in terms of 5th percentile throughput than the baseline algorithms. When the speed is either 3km/h (Plot 0) the performance of the aSerFR is significantly better than that of the SerFR algorithm in terms of 5th percentile throughput ($t(18) = 2.4178$, $p \leq 0.0264$) with no statistically significant reduction in average UE throughput ($t(18) = 1.0725$, $p = 0.2977$). However when the speed is 30km/h
(Plot 3) the performance of the aSerFR is significantly greater, by 173kbps, than the performance achieved by SerFR ($t(18) = 13.0365, p = 0.0001$), however this comes with a significant reduction of 400kbps in average UE throughput between SerFR and aSerFR ($t(18) = 10.5249, p = 0.0001$).

When 680 UEs are present on the network the aSerFR performs significantly better in terms of 5th percentile throughput by providing an improvement of 50kbps over the baseline algorithms. For example in (Plot 7) the aSerFR algorithm performed significantly better than the SFR algorithm ($t(18) = 6.0910, p = 0.0001$). This comes with a statistically significant reduction in average throughput from 665kbps with SerFR to 620kbps with aSerFR ($t(18) = 3.3006, p = 0.004$).

With 1150 UEs on the network both the SFR and SerFR algorithms perform best. For example in Plot 8 the SFR algorithm improves on the performance achieved by the aSerFR algorithm by a significant 23kbps ($t(18) = 5.8800, p = 0.0001$).

The Pareto front produced in this case shows that when the traffic is full the SerFR algorithm dominates the results produced by a number of the other algorithms including, in some cases, the aSerFR algorithm. As with the mixed traffic scheme the results produced by the PF algorithm are always dominated by those produced by another algorithm under the full traffic load.

### 3.5.6 Summary

The results described in the preceding sections demonstrate that the aSerFR algorithm was in general able to improve significantly on the performance of the 5th percentile UE throughput in most cases. Further analysis showed that the improvements made under light and mixed traffic levels were both significant and substantial. Under heavy traffic the aSerFR algorithm matched the performance of the best existing baseline algorithms in terms of the 5th percentile UE throughput, but under heavy traffic the aSerFR was not able to achieve the same performance as the baseline algorithms.

In terms of the average UE throughput the aSerFR performed significantly worse overall. In general the lighter the traffic level the worse the relative performance of
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the aSerFR was. Under full traffic environments the aSerFR was indistinguishable from the other baseline algorithms, except for the maximum rate algorithm which consistently performed best in terms of average UE throughput.

3.6 Discussion

This chapter introduced and described a new approach to ICIC in LTE networks. This approach, known as aSerFR, was based on the existing scheme SerFR and allowed a GA to optimise its parameters in order to tailor its behaviour to various network environments. This was discussed as an example of localised organisation where the eNBs do not have any knowledge of their neighbours’ behaviour and there is no active coordination. An experiment was described which compared this approach to existing ICIC schemes and some baseline schedulers in order to see if it offered any improvement in the performance of the network.

The results described in the previous section demonstrate that particular improvements were noted when the network was under one of the lower traffic loads, either light or mixed. In these cases it was observed that aSerFR achieved significantly better 5th percentile throughput. In many cases aSerFR dominated all the other algorithms, achieving both better 5th percentile throughput along with better average throughput. Under these lighter traffic loads there is less contention on the network’s resources and under these conditions aSerFR utilises the available resources more effectively than the baseline algorithms.

The improvements achieved by aSerFR under lighter traffic loads can also be seen to a lesser extent when the network is under heavier traffic loads. When there are less UEs on the network the aSerFR does achieve some improvement in 5th percentile throughput, however the improvements are more modest than under lighter traffic loads. However when there are more UEs active on the network the SFR and SerFR schemes dominate by a significant margin in every case.

The results imply that localised organisation demonstrated in the aSerFR scheme can indeed offer improvements in the performance of the network. The improvements are greatest when the radio resources of the network are relatively uncontested
showing that this type of organisation can achieve good results when the constraints are looser. When the constraints on the network resources are more severe however it can be seen that this type of organisation does not improve the 5th percentile throughput but rather the existing SFR and SerFR schemes are best suited to this environment.

In summary it can be seen that this type of local organisation can lead to significant improvements in 5th percentile UE throughput, particularly under light and mixed traffic loads. Under heavier traffic loads this approach was shown to match the performance of the existing ICIC approaches.
Chapter 4

Networked Organisation for eNodeB Co-ordination

In Chapter 3 a new Inter-Cell Interference Coordination (ICIC) scheme was introduced which incorporated the idea of localised organisation to reduce the interference in Long Term Evolution (LTE) networks. This was achieved by using a Genetic Algorithm (GA) to optimise it for use on a variety of network environments. It was observed that this type of local organisation offered some improvements in network performance when compared to existing ICIC schemes such as Soft Frequency Reuse (SFR) and Softer Frequency Reuse (SerFR), in particular under light and mixed traffic loads. In the local organisation demonstrated in the previous chapter the network nodes, Evolved NodeBs (eNBs), did not have any knowledge of their neighbours’ behaviour, but rather optimised their own behaviour.

One of the key features of LTE networks in the context of this research is the X2 link which can be used by eNBs to communicate directly with their neighbours. This chapter explores the possibilities of utilising this X2 link to enable a more networked type of organisation. It is expected that allowing the eNBs to communicate with their immediate neighbours to share scheduling information will lead to better network performance as the eNBs will be able to take into account the performance of their neighbours when making scheduling decisions.

This chapter describes the X2 protocol which operates in LTE networks and a new ICIC scheme which is built on the Adaptive Softer Frequency Reuse (aSerFR)
scheme presented in the previous chapter and utilises this X2 link to network the
eNBs so that they can schedule their transmissions in a way that attempts to reduce
the interference experienced by the network.

4.1 Overview of the X2 Protocol

The X2 protocol is a point-to-point protocol which enables eNBs to directly com-

municate with each other. This direct communication allows the eNBs to exhibit

a greater level of autonomy than was available under Universal Mobile Telecom-

munications System (UMTS) by sharing information which could allow for self-

organisation and self-optimisation. The main use cases envisaged by the 3rd Gener-

ation Partnership Project (3GPP) are for mobility support, load management, ICIC

and error reporting [7, 23].

Mobility management is concerned with the movement of User Equipments (UEs)

from one cell to another. By communicating with each other it is expected that the
eNBs can manage handovers in a more seamless manner.

The load management features allow the eNBs to share information about the

interference levels experienced on their Resource Blocks (RBs).

The details of the X2 protocol are defined in a number of 3GPP standards
documents [11, 12, 13, 18, 14]. It is important to note that the standards that define
these protocols are still under active development and that while 3GPP is responsible
for establishing the protocol standards, in this case what messages will be passed
along the X2 protocol, they do not enforce the behaviour an eNB should take in
each instance. These implementation details are left to the vendor to determine.
There is also a possibility of developing additions to the X2 functionality which may
or may not be incorporated into future standards. For example an eNB vendor may
develop a proprietary message which will run over the X2 link and which will be
usable only by their eNBs.
4.2 Adaptive Softer Frequency Reuse with X2

The ICIC scheme presented in this section, known as Adaptive Softer Frequency Reuse + X2 (aSerFR+X2) utilises the X2 link to share information about the downlink interference. aSerFR+X2 defines a new type of message which can be used to share information regarding downlink interference between eNBs. As with the aSerFR scheme a number of parameters have been specified so that this scheme can be optimised in a similar way. It functions in the following way.

When an eNB becomes heavily loaded it can send a message to its neighbours containing a list of those RBs which are experiencing the greatest level of interference. The number of RBs included in such a message is dictated by the $numRBs$ parameter. Upon receiving such a message an eNB will avoid scheduling any transmissions on those RBs. Such a message can be sent by an eNB when its load level rises above a certain level which is determined by the $loadLevel$ parameter. The message will either be sent to a randomly chosen neighbour or all neighbours depending on the value of the $neighbours$ parameter. Each X2 message sent by an eNB will have a certain lifetime during which it will be in effect. This is governed by the $msgLifetime$ parameter. To prevent a heavily loaded eNB from continuously sending out messages to its neighbours the $msgWaitTime$ parameter defines the length of time an eNB must wait before sending another X2 message.

4.3 Experiments

In order to evaluate the performance of the aSerFR+X2 scheme presented in this chapter and to compare it against existing approaches a number of experiments were run. As in Chapter 3 the ICIC schemes were compared across 27 different network environments in order to build up a more complete picture of their performance characteristics. The network environments varied by the number of UEs present on the network, the speed of the UEs on the network and the level of traffic requested by the UEs.

As in experiment 1 described in Section 3.4 an Multi-Objective Genetic Algo-
rithm (MO-GA) was run for each algorithm in order to optimise the parameters of the aSerFR+X2 scheme and achieve the best performance. The MO-GA produced a number of results for each network environment which, taken with the results of the other algorithms, produce a Pareto front where all the solutions can be considered equally fit, but with varying values of 5th percentile and average throughput.

The MO-GA was run for 100 generations and the simulator described in Section 3.2 was used to evaluate the fitness of each of the chromosomes in the population. In order to ensure that the fitness value calculated for any given chromosome was representative of that chromosome’s fitness the simulator was run ten times with different random seeds and the results averaged to obtain the fitness. The remaining parameters of the MO-GA are shown in Table 4.1. The parameters used in the simulator are identical to those used in Chapter 3. See Table 4.2 for reference.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Population Size</td>
<td>10</td>
</tr>
<tr>
<td>Generations</td>
<td>100</td>
</tr>
<tr>
<td>Mutation Strength</td>
<td>1</td>
</tr>
<tr>
<td>Mutation Operator</td>
<td>Point Mutation</td>
</tr>
<tr>
<td>Crossover Operator</td>
<td>Uniform Crossover</td>
</tr>
</tbody>
</table>

Table 4.1: The parameters used for the MO-GA in experiment 2.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of eNBs</td>
<td>19</td>
</tr>
<tr>
<td>Number of UEs</td>
<td>252, 680, 1150</td>
</tr>
<tr>
<td>UE speed</td>
<td>3kmh, 30kmh, 120kmh</td>
</tr>
<tr>
<td>Data generation</td>
<td>Light, Mixed, Heavy Traffic profiles</td>
</tr>
<tr>
<td>Distance attenuation</td>
<td>$L = 128.1 + 37.6 \times \log(distance)$ [6]</td>
</tr>
<tr>
<td>Shadow fading</td>
<td>Log normal, 8dB standard deviation</td>
</tr>
<tr>
<td>Multi-path fading</td>
<td>Rayleigh fading</td>
</tr>
<tr>
<td>Cell layout</td>
<td>Hexagonal grid, 3-sector sites, 57 sectors in total</td>
</tr>
<tr>
<td>Cell Radius</td>
<td>500m inter-site distance</td>
</tr>
<tr>
<td>Simulation Time</td>
<td>500 ms</td>
</tr>
</tbody>
</table>

Table 4.2: The parameters used for the simulator in experiment 2.

4.4 Results

As with the results of the previous experiment this section will report on the performance of the aSerFR+X2 algorithm in comparison to those algorithms already
presented.

As in the previous chapter due to the fact that a number of algorithms are being compared an mixed ANOVA was run on the results in order to determine the statistical significance of the differences between the algorithms. The between-subjects factor was algorithm and the within-subjects factors were traffic level, speed and number of UEs. This resulted in a $6 \times 4 \times 3 \times 3$ ANOVA. The average UE throughput and the 5th percentile UE throughput were analysed separately for clarity.

4.4.1 Overall Analysis

The overall ANOVA for average UE throughput demonstrated a significant main effect for algorithm, $(F(6,6620) = 1292.11, p \leq 0.001)$. This shows that much of the variance in the results can be attributed to the algorithm which means that the algorithm has a significant effect on the average UE throughput.

As before a Bonferroni post-hoc analysis was carried out to determine which of the algorithms differed from each other and how significant the differences between each algorithm were. This analysis performs multiple comparisons between each of the algorithms and adjusts the significance value of any of the differences to account for the fact that multiple comparisons have taken place. For each comparison the Bonferroni analysis provides a mean difference and the significance of that difference.

As suggested by Figure 4.1 the maximum rate algorithm achieved a significantly higher average UE throughput when compared to all the other algorithms with an average mean difference between the maximum rate algorithm and each of the remaining algorithms of 518kbps (all $p \leq 0.001$). The next best performing algorithms were SerFR, random scheduler, the Proportional Fair (PF) algorithm and the SFR algorithm which were statistically indistinguishable. The aSerFR algorithm performed worse again that the above algorithms in terms of average UE throughput with an average mean difference between it and the other algorithms, excluding the maximum rate algorithm, of 124kbps (all $p \leq 0.001$). Finally the aSerFR+X2 algorithm performed significantly worse than the aSerFR algorithm. The mean difference
was 62kbps ($p \leq 0.001$).

This overall ANOVA for average UE throughput also demonstrated a number of interaction effects. The interaction effects mean that different algorithms perform differently under different network environments. The strongest interaction was between algorithm and traffic level ($F(18,6620) = 207.98, p \leq 0.001$). As before this called for follow-up simple effects analyses within each level of traffic. These subsequent analyses (ANOVAs investigating the effect of algorithm on average throughput within each traffic level) are detailed in separate sections below.

The results of the algorithms in terms of 5th percentile UE throughput can be seen in Figure 4.2. The same ANOVA was carried out to investigate the effects of algorithm and environment on 5th percentile UE throughput. This demonstrated a significant main effect for algorithm ($F(6,6620) = 5030.61, p \leq 0.001$). The Bonferroni analysis showed that most of the algorithms produced significantly different results. In particular the aSerFR+X2 algorithm performed significantly better than all the other algorithms, with an average mean difference of 66kbps (all $p \leq 0.001$).

Once again separate analyses were conducted within each traffic level in view of the significant interaction between traffic level and algorithm ($F(18,6620) = 131.83,$
Figure 4.2: Boxplot showing the 5th percentile UE throughput of each algorithm across all all traffic levels.

\[ p \leq 0.001 \].

### 4.4.2 Light Traffic

The results of each algorithm when run under the light traffic network environments can be seen in Figure 4.3. It can be seen from this figure that, as expected, the relative performance of each of the algorithms is very similar to that described in Chapter 3. The $a$SerFR+$X_2$ algorithm introduced in this chapter performs worse than all the other algorithms tested.

Algorithm was again found to be a significant effect on the results ($F(6,1958) = 20.20, p \leq 0.001$). As suggested by Figure 3.7 the Bonferroni post-hoc comparisons showed that the $a$SerFR+$X_2$ algorithm performed significantly worse than all the other algorithms with an average mean difference of 237kbps (all $p \leq 0.001$). The $a$SerFR algorithm performed significantly better than the $a$SerFR+$X_2$ with a mean difference of 146kbps ($p \leq 0.001$) and significantly worse than the maximum rate algorithm with a mean difference of 138kbps ($p = 0.006$). No other differences were significant.

It should be noted here that the level of variance in the results has changed
from the previous chapter due to the addition of another algorithm (aSerFR+X2) into the multiple comparisons. In the previous chapter the aSerFR was found to be significantly worse than the baseline algorithms in this case, but with the addition of the aSerFR+X2 algorithm to the comparisons, which performs worst of all, the difference between the aSerFR and the baseline algorithms was found to be insignificant.

Figure 4.4 shows the average performance of each algorithm in terms of the 5th percentile UE throughput. It can be seen that the 5th percentile throughput of the aSerFR+X2 algorithm outperformed the other algorithms. It can also be seen that the results obtained by the SFR algorithm, while not achieving the performance of the aSerFR+X2 or aSerFR algorithm, do outperform those achieved by the other algorithms.

As with the average throughput results algorithm was again found to be a significant effect (F(6,1958) = 239.06, p \leq 0.001). As suggested by Figure 4.4 the Bonferroni post-hoc comparisons showed that the aSerFR+X2 outperformed each of the other algorithms, with average mean difference of 69kbps (all p \leq 0.001).

As in the previous chapter the results achieved by each algorithm on the light
traffic network environments can be seen in Figure 4.5. This figure shows the nine different network environments run under light traffic. These are combinations of three UE density levels (285 UEs, 680 UEs, 1150 UEs) and three UE speeds (3km/h, 30km/h, 120km/h). It can be seen that when the network is under a light traffic load and there are relatively few UEs the aSerFR+X2 scheme generally improves on the performance achieved by the aSerFR and other algorithms. For example in Plot 6 the aSerFR+X2 algorithm outperforms the aSerFR algorithm by a statistically significant 23kbps (t(18) = 6.3196, p = 0.0001).

With 680 users the 5th percentile throughput values achieved by the aSerFR+X2 do not surpass those achieved by the aSerFR. However in several cases it can achieve a similar 5th percentile throughput with a greater average UE throughput. For instance when there are 680 UEs on the network with speed 120km/h (Plot 7) the aSerFR can achieve a 5th percentile throughput of 104kbps with an average throughput of 430kbps. In comparison the aSerFR+X2 can achieve the same 5th percentile throughput while improving the average throughput by 70kbps.

When the user load is increased to 1150 UEs the aSerFR+X2 achieves the best absolute 5th percentile throughput only when the UE speed is 120km/h (Plot 8).
Figure 4.5: The 5th Percentile UE throughput vs average UE throughput in light traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

In this case the 5th percentile throughput is 20kbps better than aSerFR \(t(18) = 7.6648, p = 0.0001\). When the speed is less than 120km/h, the aSerFR+X2 is not statistically distinguishable from the aSerFR algorithm. For example in Plot 2 the aSerFR algorithm achieves a 5th percentile throughput of 100kbps while the aSerFR+X2 algorithm achieves 98kbps. The difference between these values was found to be not significant \(t(18) = 1.1630, p = 0.26\).

### 4.4.3 Mixed Traffic

The results of the average UE throughput can be seen in Figure 4.6. The average throughput of each algorithm under mixed traffic networks displays a similar pattern...
to the average throughput under light traffic loads. In particular the maximum rate algorithm again achieves an improved average UE throughput, with the aSerFR algorithm performing below the other algorithms and the aSerFR+X2 algorithm achieving the worst performance of all. The remaining algorithms performed at a very similar level.

![Boxplot showing the average UE throughput of each algorithm across all mixed traffic network environments.](image)

Figure 4.6: Boxplot showing the average UE throughput of each algorithm across all mixed traffic network environments.

A one-way ANOVA looking at the effect of algorithm on average UE throughput within mixed traffic network environments revealed a significant effect of algorithm.

As with previous results algorithm was found to be a significant effect ($F(6,1842) = 31.18$, $p = 0.001$). As suggested by Figure 4.6 the Bonferroni post-hoc comparisons showed that that the aSerFR+X2 algorithm performed significantly worse than all the other algorithms with an average mean difference of 276kbps (all $p \leq 0.001$). The aSerFR algorithm performed significantly better than the aSerFR+X2 with a mean difference of 236kbps ($p \leq 0.001$) and significantly worse than the maximum rate algorithm with a mean difference of 148kbps ($p = 0.002$). No other differences were significant.

The results in terms of 5th percentile UE throughput can be seen in Figure 4.7. The best performing algorithm in this case was the aSerFR followed by the
aSerFR+X2 algorithm. The remaining algorithms performed significantly worse in each case. The performance achieved by the aSerFR and aSerFR+X2 algorithms are at least twice as good as any of the baseline algorithms.

As with the average throughput results algorithm was again found to be a significant effect ($F(6,1835) = 239.82, p \leq 0.001$). As suggested by Figure 4.7 the Bonferroni post-hoc comparisons showed that the aSerFR outperformed each of the other algorithms, with average mean difference of 96kbps (all $p \leq 0.001$). The difference in performance between the aSerFR and the aSerFR+X2 was a significant decrease of 27kbps ($p \leq 0.001$). While the aSerFR+X2 algorithm was outperformed by the aSerFR algorithm it in turn outperformed the remaining algorithms by an average mean difference of 82kbps ($p \leq 0.001$).

The results for each algorithm under each network environment with mixed traffic can be seen in Figure 4.8 which shows that the aSerFR+X2 algorithm is often dominated by the aSerFR algorithm such that it aSerFR generally performs best in terms of both 5th percentile throughput and average throughput and that aSerFR+X2 offers no performance improvement. The exception to this case is when there are 1150 UEs on the network. In these cases the aSerFR+X2 algorithm achieves significantly
Figure 4.8: The 5th Percentile UE throughput vs average UE throughput in mixed traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom. Improved 5th percentile throughput.

When the speed of the 680 users is 3km/h the aSerFR+X2 algorithm generally achieves a very similar level of performance to the aSerFR algorithm. When the speed is greater than 3km/h the aSerFR+X2 does improve the 5th percentile throughput by 10kbps with an associated reduction in average UE throughput of 40kbps.

When 1150 users are present on the network the aSerFR+X2 algorithm achieves better 5th percentile throughput, improving on aSerFR by at least 40kbps. For example in Plot 8 the aSerFR+X2 algorithm achieves a 5th percentile throughput of 85kbps which is significantly better than the 41kbps achieved by the aSerFR algorithm.
(t(18) = 28.4917, p = 0.0001).

It can also be seen that the results produced by the aSerFR+X2 algorithm generally feature heavily in the Pareto front in particular as the number of UEs increases. The only baseline algorithm to contribute to defining the Pareto front was the SFR algorithm.

4.4.4 Heavy Traffic

The result for the average UE throughput under Heavy traffic can be seen in Figure 4.9. It can be seen that the maximum rate algorithm achieves the highest performance in terms of the average UE throughput by approximately 600kbps. It can also be seen that the aSerFR+X2 algorithm achieves better performance than the aSerFR by over 100kbps.

![Figure 4.9: Boxplot showing the average UE throughput of each algorithm across all heavy traffic network environments.](image)

As with the other traffic levels algorithm proved to be a significant effect (F(6,1461) = 29.81, p ≤ 0.001). As suggested by Figure 4.9 the Bonferroni post-hoc comparisons showed that the maximum rate algorithm performed significantly better than each of the other algorithms (average mean difference = 692kbps, all p ≤ 0.001). The aSerFR+X2 algorithm while performing significantly worse than the maximum
rate algorithm, with a mean difference of 636kbps ($p \leq 0.001$), did provide a significant improvement when compared to the aSerFR algorithm with a mean difference of 126kbps ($p = 0.01$). No other differences were significant.

Figure 4.10 shows the 5th percentile UE throughput results. In the previous chapter it was found that the aSerFR algorithm did not perform as well as the baseline algorithms under heavy traffic. However with the addition of the X2 protocol the aSerFR+X2 algorithm performs best in terms of 5th percentile throughput.

![Figure 4.10: Boxplot showing the average 5th percentile UE throughput of each algorithm across all heavy traffic network environments.](image)

A one-way ANOVA looking at the effect of algorithm on 5th percentile UE throughput within heavy traffic network environments revealed a significant effect of Algorithm was again found to be a significant effect ($F(6,1461) = 58.68$, $p \leq 0.001$). As suggested by Figure 4.10 the Bonferroni post-hoc comparisons showed that the aSerFR algorithm performed worse than the SFR and SerFR algorithms with an average mean difference of 50kbps ($p = 0.02$). The aSerFR+X2 algorithm in comparison is statistically indistinguishable from the SFR and SerFR algorithms and performs significantly better than the remaining algorithms with an average mean difference of 125kbps ($p \leq 0.05$).
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Under heavy traffic conditions, as can be seen in the individual results in Figure 4.11, the results are somewhat varied. When there are only 285 UEs on the network the aSerFR+X2 algorithm clearly performs the best in terms of 5th percentile throughput, providing an improvement of 200kbps over the aSerFR algorithm with an associated reduction in average UE throughput of 100kbps.

Figure 4.11: The 5th Percentile UE throughput vs average UE throughput in heavy traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

In comparison when there are 680 or 1150 UEs on the network the aSerFR+X2 algorithm is largely dominated by the aSerFR algorithm and offer no performance improvements. This shows that the improvements offered by the aSerFR+X2 algorithm, at least under heavy traffic loads, are due in most part to its performance under a smaller number of UEs.
In network environments under heavy traffic load the aSerFR+X2 algorithm contributed significantly to the Pareto front along with the aSerFR, SFR and SerFR algorithms.

### 4.4.5 Full Traffic

The results under Full traffic can be seen in Figure 4.12. As can be seen from the average UE throughput results the maximum rate algorithm outperforms the other algorithms by a very large margin, over 100% or 1Mbps. As under heavy traffic conditions the aSerFR+X2 algorithm provides some improvement in performance over the aSerFR algorithm.

![Boxplot showing the average UE throughput of each algorithm across all full traffic network environments.](image)

A significant effect of algorithm was discovered ($F(6,1590) = 61.96, p \leq 0.001$). As suggested by Figure 4.12 the Bonferroni post-hoc comparisons showed that the maximum rate algorithm performed significantly better than each of the other algorithms (average mean difference = 1.06Mbps, all $p \leq 0.001$). As suggested by the figure the aSerFR+X2 improved upon the performance of the SFR algorithm with a mean difference of 122kbps ($p = 0.005$). All the remaining algorithms are statistically indistinguishable in terms of their average UE throughput.
The 5th percentile throughput results, seen in Figure 4.13 show that the aSerFR+X2 algorithm provides large performance gains over the other algorithms. The results in the previous chapter showed that the aSerFR offered no improvement on the existing algorithms. This shows that the addition of the X2 protocol enhances its performance.

![Boxplot showing the average 5th percentile UE throughput of each algorithm across all full traffic network environments.](image)

Figure 4.13: Boxplot showing the average 5th percentile UE throughput of each algorithm across all full traffic network environments.

Again a significant effect of algorithm was found ($F(6,1590) = 65.92, \ p \leq 0.001$). As suggested by Figure 4.13 the aSerFR+X2 provided the best performance. The Bonferroni post-hoc comparisons showed that the aSerFR+X2 was significantly better than all the other algorithms with an average mean difference of 147kbps (all $p \leq 0.001$).

The individual results from the experiment when run with the full traffic profile can be seen in Figure 4.14. It can be seen that then there are only 285 UEs on the network the aSerFR+X2 algorithm generally performs significantly better than the aSerFR, except in the case where the speed is 30km/h. When the speed is 3km/h (Plot 0) the aSerFR+X2 scheme improves the 5th percentile throughput of the aSerFR algorithm by a 250kbps ($t(18) = 14.6331, \ p = 0.0001$), with a reduction in average UE throughput of 300kbps. When the speed is 120km/h (Plot 6) the
aSerFR+X2 scheme again improves the 5th percentile throughput by 200kbps ($t(18) = 13.1272, p = 0.0001$) with a reduction in average throughput of 60kbps.

Figure 4.14: The 5th Percentile UE throughput vs average UE throughput in full traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

When there are 680 or 1150 UEs on the network the aSerFR+X2 scheme does not improve the performance of the aSerFR algorithm.

It can also be seen from these results that the aSerFR+X2 algorithm contributes to the Pareto front in each case. Often, however, the results obtained from the aSerFR+X2 algorithm are dominated by others, in particular those produced by the aSerFR algorithm. As discussed under heavy traffic the aSerFR+X2 offers the greatest performance improvements when there are smaller numbers of UEs on the network.
4.4.6 Summary

As reflected by the overall analysis of the results, the aSerFR+X2 algorithm was able to improve significantly on the performance of both the aSerFR and baseline algorithms in terms of 5th percentile UE throughput. In every traffic level, with the exception of heavy traffic, the aSerFR+X2 algorithm outperformed the baseline algorithms by a significant margin. When the traffic was heavy the aSerFR+X2 algorithm was able to match the best performing of the baseline algorithms. The improvements were particularly pronounced under the light and full traffic levels with the aSerFR+X2 algorithm performing on average 147kbps better than aSerFR under full traffic conditions.

4.5 Discussion

This chapter introduced a new ICIC scheme that built on the aSerFR scheme presented in the previous chapter and incorporated the X2 link. This scheme was presented as an example of networked organisation, that is using the X2 link to allow direct communication and information sharing between eNBs. A number of experiments were described which compared the performance of the aSerFR+X2 scheme with the aSerFR and other schemes in order to see if this form of networked organisation offered any performance improvements.

The results described in the previous section demonstrate that in general the networked approach can provide significant improvements in 5th percentile throughput.

Improved results were achieved under light, mixed and full traffic loads indicating that this approach is perhaps less dependent on the resource constraints of the network that the aSerFR was found to be. In the one case where the aSerFR+X2 scheme was not able to exceed the results produced by the existing ICIC schemes it was able to match their 5th percentile UE throughput.

It was also observed that when the aSerFR+X2 scheme did not improve the 5th percentile throughput it was generally dominated by the results of the aSerFR and offered no improvement in terms of either 5th percentile throughput or average
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throughput. However it was noted that in those cases when the aSerFR+X2 scheme did increase the 5th percentile throughput achieved by the network the gains were generally very significant, in some cases doubling the best performance achieved by the other algorithms.

The results imply that this form of networked organisation can be used to significantly improve the 5th percentile UE throughput of the network. It is also implied that networked organisation of this type is not as limited by the contention on the radio resources of the network as the local organisation approach was found to be.
Chapter 5

De-centralised Organisation

Previous chapters have described a number of Inter-Cell Interference Coordination (ICIC) schemes, both existing and new, which are designed to reduce the level of interference in Long Term Evolution (LTE) networks. The new ICIC schemes developed as part of this research have been developed around the idea of localised organisation (Adaptive Softer Frequency Reuse (aSerFR)) and networked organisation (Adaptive Softer Frequency Reuse + X2 (aSerFR+X2)). Local organisation functions at the level of the individual network nodes, Evolved NodeBs (eNBs), without any communication between nodes or knowledge of neighbouring nodes. Networked organisation made use of the X2 link available in LTE to enable communication and knowledge sharing between eNBs. It was demonstrated through a series of experiments that these approaches could provide significantly improved network performance over existing ICIC schemes in the literature.

This chapter introduces the concept of de-centralised ICIC schemes. A de-centralised ICIC scheme is one where the process of computing the optimisation takes place on the Radio Access Network (RAN) itself, that is the eNBs themselves are used to perform the optimisation calculation.

In the previous ICIC schemes, all of which could be described as centralised schemes, the optimisation process takes place on some central network node, not itself involved in the operation of the RAN. This centralised node is responsible for calculating the optimal network configuration to be used by the eNBs. These configuration parameters were then applied uniformly to all the eNBs on the network.
A de-centralised approach, facilitated by the X2 link, allows the optimisation itself to be performed by the eNBs themselves in real-time.

5.0.1 Central and Distributed Organisation

The optimisation schemes discussed in previous chapters can all be described as centralised Self-Organising/Optimizing Network (SON) systems. A centralised SON is an approach to optimisation where the optimisation process itself takes place in an offline fashion [2]. That is the computation required to determine the optimal network configuration takes place on a node that is not directly involved with the running of the network. This network node then pushes the calculated configuration to those nodes that are involved in the running of the network, i.e. the eNBs, so that they may make use of the calculated optimisation.

There are several potential problems with this approach. Firstly the parameters used by each eNB are the same across the network; this means that even though eNBs will be experiencing different levels of load and User Equipment (UE) behaviour they will all have the same scheduling parameters as determined by the optimisation. Such a scheme is unlikely to be optimal since it is much more likely that individually tailoring the parameters of each eNB to its own network environment will lead to improved performance as the parameters will better reflect the reality of the network.

Secondly such a centralised scheme is not very responsive to changes in the network environment. For example networks typically see different usage levels and patterns at different times during the day and one set of parameters is unlikely to be optimal for each condition. In order to adapt to the changing environment the optimisation would need to be re-run when the network environment changes. This means there will be an inevitable disparity between the parameters used by the eNBs and the network environment they are operating in.

An alternative to the centralised approach is to use a de-centralised or distributed scheme. Rather than running the optimisation on a central network node, it is run over the network elements themselves. This means that the eNBs can optimise
themselves and adapt to the network changes that they experience in a much more responsive way. It also means that the parameters obtained by the optimisation are tailored specifically to the eNB which is running the optimisation. It does however mean that the algorithm must be computationally cheap to run since the eNBs have little in the way of spare computational capacity.

### 5.0.2 A De-centralised ICIC Algorithm

The de-centralised ICIC scheme presented in this section, known as De-centralised Softer Frequency Reuse (dSerFR), is based on those described in previous chapters, specifically aSerFR. aSerFR provided a parameterised scheduler which could be optimised for different network environments with the use of a Genetic Algorithm (GA). However, rather than running this GA as a centralised process dSerFR runs the GA on the eNBs themselves.

In the previously described ICIC schemes the GA is run on a central process. This process stores a population of chromosomes which represent different configurations of the scheduler. This is mutated over time and evaluated using the network simulator described in Section 3.2. In dSerFR there is no central process to run the GA but instead each eNB maintains a single chromosome which represents its own current scheduler configuration. At start-up this configuration is initialised with random values. The eNB itself then mutates this configuration over time while measuring the effect it has on its own, and possibly its neighbours, performance. This allows each eNB to independently evolve their own set of scheduling parameters which are tailored to the specific network environment in which they are located.

In order for this approach to be effective it is important that all of the eNBs on the network do not attempt to mutate their chromosomes and measure their performance change at the same time. If this were to be allowed to happen it would be difficult to determine whether the performance change of an eNB was due to its own parameters changing or those of its neighbours. Ideally while an eNB is mutating its chromosome and measuring the change in its performance all other variables would be kept constant. In reality this is not possible since the
network environment will always be changing around the eNBs as UEs leave and join cells, initiate calls and initiate data sessions. However it is still important that the algorithm not conflate this further by mutating multiple neighbouring eNBs at the same time.

In order to avoid this the eNBs are conceptually divided into clusters called neighbourhoods. Within each neighbourhood only one eNB is able to evolve its configuration at any one time. Each eNB periodically communicates with those eNB in its neighbourhood using the X2 link to determine whether any of them is currently mutating. If any of the other eNBs in the neighbourhood are mutating then none of the other eNBs will begin a mutation, but will wait for a period of time before querying their neighbours’ status again. However if none of the eNBs are mutating then the eNB which began the query will begin to evolve.

There are two different mutation strategies used by dSerFR: greedy and consensus based. The mutation operator used is in both cases is the basic single point mutation as described in Section 2.5.1.

**Greedy Selection** Prior to mutation the eNB stores the value of the current 5th percentile throughput of the UEs that it is serving as a fitness benchmark. One of the genes in the chromosome, a single configuration value, is chosen randomly and its value is mutated. The eNB then continues serving its UEs for some time window using this mutated configuration. After this window has passed the eNB again takes a measure of the 5th percentile throughput of its UEs and compares that value with the value measured at the beginning of the mutation. If this fitness value has improved over this period then mutation is kept, if not it is discarded and the configuration is reverted.

**Consensus Selection** The consensus selection strategy differs from the greedy strategy mainly in that not only does the mutating eNB record its changing fitness during the mutation but all the eNBs in the neighbourhood record the changes to their fitness. When an eNB begins to mutate it alerts those eNBs in its neighbourhood using the X2 link so that all the eNBs take a measure of their current 5th
percentile throughput. The mutating eNB then mutates its configuration and begins to use this mutated configuration to serve its UEs. Once the mutation window has passed all the eNBs in the neighbourhood measure their 5th percentile throughput a second time and communicate to the mutating eNB whether their fitness has increased or decreased. The mutating eNB will then take these responses into account to determine whether it should accept the new configuration value. A parameter of the dSerFR algorithm specifies what proportion of the neighbourhood must have seen an increase in their fitness value before the mutating eNB can accept the new configuration. If the proportion of eNBs in the neighbourhood that observed an increase in their fitness value is less than the dSerFR parameter, meaning that a number of the eNBs saw a decrease in their performance, then the mutating eNB will discard the mutation as it has not been beneficial to the neighbourhood.

This scheme is computationally simple. Each eNB needs only keep track of its own fitness over a time window along with some basic information about its chromosome. Currently however this algorithm will only optimise a single objective function, in this case 5th percentile throughput. It would be possible to optimise in a multi-objective way but care would have to be taken to develop a function to determine the fitness across competing objectives.

5.1 Experiments

In order to determine the performance of this de-centralised approach a number of experiments were undertaken and the results compared to the approaches described in the previous chapters.

In contrast to previous simulation runs the simulator was run for 200,000 iterations which represents approximately 5 seconds of real network time. This is important since the performance of the optimisation changes over time. However it is important to ensure that this does not provide this approach with a benefit not given to the previous algorithms. A pilot study was carried out to determine whether this extended run-time would confer any advantage to the dSerFR algorithms. The graphs shown in Figures 5.1 and 5.2 show that each of the existing
algorithms generally stabilises after approximately 100 iterations while the dSerFR algorithm continues to change, in terms of both 5th percentile UE throughput and average UE throughput.

![Chart showing the convergence of the average UE throughput values in the simulator over time.](image)

Figure 5.1: The convergence of the average UE throughput values in the simulator over time.

The parameters used for the dSerFR scheme can be seen in Table 5.1.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutation Window</td>
<td>100</td>
</tr>
<tr>
<td>Consensus Proportion</td>
<td>0.75</td>
</tr>
<tr>
<td>Mutation Strength</td>
<td>1</td>
</tr>
<tr>
<td>Mutation Operator</td>
<td>Point Mutation</td>
</tr>
</tbody>
</table>

Table 5.1: The parameters used for the dSerFR.

## 5.2 Results

The results of this experiment can be seen in Figures 5.7 to 5.16. Note that for the sake of clarity only the best performing algorithms from the previous chapters have been shown.
Figure 5.2: The convergence of the 5th percentile UE throughput values in the simulator over time.

5.2.1 Overall Analysis

As in previous chapters an ANOVA for average UE throughput was run which demonstrated a significant main effect for algorithm, \( (F(8,7258) = 1036.65, p \leq 0.001) \). Bonferroni analysis were then undertaken to compare the results of each algorithm taking into account the fact that multiple comparisons have taken place.

As suggested by Figure 5.3 the maximum rate algorithm achieved a significantly higher average UE throughput when compared to all the other algorithms with an average mean difference between the maximum rate algorithm and each of the remaining algorithms of 492kbps (all \( p \leq 0.001 \)). The next best performing algorithms were dSerFR algorithms, both greedy and consensus based, followed closely by the baseline algorithms. The aSerFR and aSerFR+X2 again performed significantly worse than all the other algorithms in terms of average UE throughput. Of particular interest in the context of this chapter the dSerFR algorithms, both the greedy and consensus based, performed significantly better than both the aSerFR and aSerFR+X2 (all \( p \leq 0.001 \)).
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As in previous analyses a number of interaction effects were discovered. In particular the strongest interaction was between algorithm and traffic level ($F(24,7258) = 181.96, p \leq 0.001$) which called for follow-up simple effects analyses within each level of traffic. These subsequent analyses (ANOVAs investigating the effect of algorithm on average throughput within each traffic level) are detailed in separate sections below.

The same process was carried out to investigate the effects of algorithm and environment on 5th percentile UE throughput. This demonstrated a significant main effect for algorithm ($F(8,7259) = 934.31, p \leq 0.001$). The results for each algorithm in terms of 5th percentile UE throughput can be seen in Figure 5.4.

As in the previous chapter the aSerFR and aSerFR+X2 algorithms achieved the best 5th percentile throughput. The dSerFR algorithms, while not matching the performance of the aSerFR and aSerFR+X2, were able to match the performance of the Soft Frequency Reuse (SFR) and Softer Frequency Reuse (SerFR) algorithms with an average mean difference of $2$kbps ($all \ p = 1$).

Once again separate analyses were conducted within each traffic level in view of the significant interaction between traffic level and algorithm ($F(24,7258) = 113.16,$

![Figure 5.3: Boxplot showing the average UE throughput of each algorithm across all traffic levels.](image)
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5.2.2 Light Traffic

The results in terms of average UE throughput can be seen in Figure 5.5. It can be seen from this figure that, as expected, the relative performance of each of the algorithms is very similar to that described in Chapter 4. The average throughput achieved by the dSerFR algorithms was able to match that achieved by the baseline algorithms and thus improve on that achieved by the aSerFR and aSerFR+X2.

A one-way ANOVA looking at the effect of algorithm on average UE throughput within light traffic network environments was again carried out. This revealed a significant effect of algorithm (F(8,2132) = 17.27, p ≤ 0.001). As suggested by Figure 5.5 the Bonferroni post-hoc comparisons showed that the dSerFR algorithms, both the greedy and consensus based, were significantly better than the aSerFR+X2, with a mean difference of 264kbps (p ≤ 0.001) and 258kbps (p ≤ 0.001) respectively, and was able to match the performance of all of the baseline algorithms, including the maximum rate algorithm, with an average mean difference of 7kbps (all p = 1.0) and 0.5kbps (all p = 1.0) respectively.
Figure 5.5: Boxplot showing the average UE throughput of each algorithm across all light traffic network environments.

Figure 5.6 shows the results of each algorithm in terms of the 5th percentile UE throughput. It can be seen that the 5th percentile throughput of the two dSerFR algorithms, while not achieving the same performance as either the aSerFR or the aSerFR+X2, do improve on the 5th percentile throughput achieved by the baseline algorithms.

The ANOVA found a significant effect of algorithm ($F(8,2132) = 205.35$, $p \leq 0.001$). As suggested by Figure 5.6 the post-hoc comparisons showed that the dSerFR algorithms, both greedy and consensus based, were significantly worse than both the aSerFR and the aSerFR+X2 with an average mean difference of 48kbps (both $p \leq 0.001$) and 48kbps (both $p \leq 0.001$) respectively. While there was no significant difference with the SFR algorithm and either of the dSerFR algorithms, the dSerFR algorithms did perform significantly better than all the other baseline algorithms with an average mean difference of 28kbps (all $p \leq 0.001$).

As in the previous chapters the results achieved by each algorithm on the light traffic network environments can be seen in Figure 5.7. This figure shows the nine different network environments run under light traffic. These are combinations of three UE density levels (285 UEs, 680 UEs, 1150 UEs) and three UE speeds (3km/h,
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Figure 5.6: Boxplot showing the average 5th percentile UE throughput of each algorithm across all light traffic network environments.

30km/h, 120km/h).

It can be seen from Figure 5.7 that the dSerFR algorithm has mixed results under light traffic. When there are 285 or 680 UEs on the network the dSerFR algorithm achieves better 5th percentile throughput results than the baseline results. In these cases the average throughput is at least as good as the baseline algorithms.

In those cases where there are 1150 UEs on the network the dSerFR algorithm matches the performance of the SFR algorithm in terms of 5th percentile throughput, but appears to achieve an improved average throughput, however this was shown to just fall short of statistical significance. For example in Plot 8, the dSerFR algorithms achieved comparable 5th percentile UE throughput to the SFR algorithm, 33kbps in both cases. However the average UE throughput achieved by the dSerFR algorithms was 407kbps compared to the 388kbps achieved by the SFR algorithm which was found to be a statistically significant improvement ($t(18) = 2.1026, p = 0.0498$).

It can also be seen that in each network environment the dSerFR did not achieve better results than the aSerFR+X2, either in terms of 5th percentile throughput or average throughput. However it can be seen that in most cases the results from
Figure 5.7: The 5th Percentile UE throughput vs average UE throughput in light traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

the dSerFR do appear as part of the Pareto front and thus are not dominated by any of the other results which shows that the results do offer an improved trade-off between the average UE throughput and the 5th percentile UE throughput.

5.2.3 Mixed Traffic

The results for average UE throughput can be seen in Figure 5.8. The average performance of each algorithm under mixed traffic networks displays a similar pattern to the average performance under light traffic loads. In particular the dSerFR again provide improved performance over the aSerFR and aSerFR+X2 algorithms and achieve a similar level performance to the baseline algorithms.
The ANOVA again found a significant effect of algorithm \((F(8, 2009) = 23.50, p = 0.001)\). As suggested by Figure 5.8 the Bonferroni post-hoc showed that the dSerFR algorithms, both the greedy and consensus based, were significantly better than the aSerFR+X2, with a mean difference of 300kbps \((p \leq 0.001)\) and 303kbps \((p \leq 0.001)\) respectively, and was able to match the performance of all of the baseline algorithms, including the maximum rate algorithm, with an average mean difference of 15kbps \((all \ p = 1.0)\) and 45kbps \((all \ p = 1.0)\) respectively.

Figure 5.9 shows the average performance of each algorithm in terms of the 5th percentile UE throughput. It can be seen that in similar fashion the results found under light traffic the 5th percentile throughput of the two dSerFR algorithms, while not achieving the same performance as either the aSerFR or the aSerFR+X2, do achieve a similar level of 5th percentile throughput as the best baseline algorithm.

The ANOVA again revealed a significant effect of algorithm \((F(8, 2009) = 226.29, p \leq 0.001)\). As suggested by Figure 5.9 the Bonferroni post-hoc comparisons showed that the dSerFR algorithms, both greedy and consensus based, were significantly worse than both the aSerFR and the aSerFR+X2 with an average mean difference of 81kbps \((both \ p \leq 0.001)\) and 80kbps \((both \ p \leq 0.001)\) respectively. There was
Figure 5.9: Boxplot showing the average 5th percentile UE throughput of each algorithm across all mixed traffic network environments.

no significant difference between the dSerFR algorithms and any of the baseline algorithms, apart from the maximum rate algorithm which as expect performed significantly worse than all of the other algorithms in terms of the 5th percentile UE throughput, with an average mean difference of 56kbps (all $p \leq 0.003$).

As with the light traffic results the individual results obtained by each algorithm under mixed traffic network environments can be seen in Figure 5.10.

It can be seen that when there are 285 UEs on the network the dSerFR dominates most of the baseline algorithms, that is it performs at least as well in both the 5th percentile throughput and average throughput metrics. The only exception to this is the maximum rate algorithm which optimises the average throughput at the expense of 5th percentile throughput. It can also be seen that none of the aSerFR results, while providing better absolute results, dominate the dSerFR results.

When there are 680 UEs on the network the dSerFR algorithm is outperformed by the SFR algorithm in terms of 5th percentile throughput. However the dSerFR does achieve better average throughput. It can also be seen that the dSerFR maintains a position on the Pareto front, often dominating a number of other solutions, including the baseline algorithms.
Figure 5.10: The 5th Percentile UE throughput vs average UE throughput in mixed traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

In the case where there are 1150 UEs on the network the SFR algorithm again achieves better 5th percentile throughput than the dSerFR algorithms. In these cases however it can be seen that the dSerFR results are dominated by those achieved by the aSerFR+X2 algorithm. In these cases the aSerFR+X2 algorithm achieves better 5th percentile throughput and average throughput than the dSerFR algorithm.

5.2.4 Heavy Traffic

The average UE throughput results can be seen in Figure 5.11. The average performance of each algorithm under heavy traffic networks appears very similar with the
exception of the maximum rate algorithm which achieves a much better average UE throughput.

![Boxplot showing the average UE throughput of each algorithm across all heavy traffic network environments.](image)

The one-way ANOVA found a significant effect of algorithm ($F(8, 1637) = 22.46, p = 0.001$). As suggested by Figure 5.11 the Bonferroni post-hoc shows that the only significant difference in performance is due to the improved average UE throughput achieved by the maximum rate algorithm. The average mean difference between the maximum rate algorithm and all the other algorithms was 684kbps (all $p \leq 0.001$).

Figure 5.12 shows the results for each algorithm in terms of the 5th percentile UE throughput. It can be seen that there appears to be less variation in the results achieved by each algorithm than when under mixed traffic and light traffic loads. In particular it appears that the performance of the dSerFR algorithms achieved a similar level of performance to the aSerFR and aSerFR+X2 along with the baseline algorithms.

The one-way ANOVA again revealed a significant effect of algorithm ($F(8, 1637) = 42.82, p \leq 0.001$). As suggested by Figure 5.12 the Bonferroni post-hoc comparisons showed that there was no significant difference between the results achieved by the dSerFR algorithms and any of the other algorithms, excepting the maximum
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rate algorithm which again performed worse than any of the others. In contrast to the mixed traffic environments the performance of the dSerFR algorithms was statistically indistinguishable from the aSerFR and aSerFR+X2 algorithms.

As can be seen from the individual results under heavy traffic in Figure 5.13 when 285 UEs are present on a heavily loaded network the dSerFR algorithm provides statistically significant improvements over the baseline algorithms in terms of 5th percentile throughput. For example in Plot 0, the dSerFR algorithms achieve a 5th percentile UE throughput of 469kbps, compared to the best performing of the baseline algorithms which was the random algorithm with 424kbps. This difference was found to be statistically significant \( t(18) = 2.2053, \ p = 0.0407 \). While the baseline algorithms, in particular the SerFR algorithm, do appear to achieve better average UE throughput, this was not found to be statistically significant. For example in Plot 0 the SerFR algorithm achieved an average UE throughput of 1.672Mbps compared to the 1.596Mbps achieved by the dSerFR algorithms. However this was discovered to not be statistically significant \( t(18) = 1.2873, \ p = 0.2143 \).

When 680 UEs are on the network both SFR and SerFR algorithms achieve the best absolute 5th percentile UE throughput, the dSerFR algorithms are able to
Figure 5.13: The 5th Percentile UE throughput vs average UE throughput in heavy traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom. 

dominate some of the solutions discovered by the other algorithms, thus expanding the Pareto front.

In each network environment the dSerFR also appears on the Pareto front often dominating a number of solutions produced by the aSerFR, aSerFR+X2, SFR and SerFR algorithms.

5.2.5 Full Traffic

The average UE throughput results under Full traffic can be seen in Figure 5.14. The average performance of each algorithm under full traffic networks appears very similar with the exception of the maximum rate algorithm which achieves a much
better average UE throughput.

Figure 5.14: Boxplot showing the average UE throughput of each algorithm across all full traffic network environments.

The one-way ANOVA looking at the effect of algorithm on average UE throughput within full traffic network environments revealed a significant effect of algorithm ($F(8, 1768) = 47.32$, $p = 0.001$). As suggested by Figure 5.11 the Bonferroni post-hoc shows that the only significant difference in performance is due the improve average UE throughput achieved by the maximum rate algorithm. The average mean difference between the maximum rate algorithm and all the other algorithms was 1.06Mbps (all $p \leq 0.001$).

Figure 5.15 shows each algorithms performance in terms of the 5th percentile UE throughput. It can be seen that the aSerFR+X2 algorithm appears to perform better than the others algorithms amount which there seems to be very little variation in results achieved.

The ANOVA confirmed a significant effect of algorithm ($F(8, 1768) = 50.41$, $p \leq 0.001$). As suggested by Figure 5.15 the Bonferroni post-hoc comparisons showed that the dSerFR algorithms, both greedy and consensus based, performed significantly worse than the aSerFR+X2 with mean differences of 104kbps ($p \leq 0.001$) and 106kbps ($p \leq 0.001$) respectively. They also performed significantly better than
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Figure 5.15: Boxplot showing the average 5th percentile UE throughput of each algorithm across all full traffic network environments.

The results achieved by each algorithm when the network is under full load can be seen in Figure 5.16. It can be seen that when there are only 285 UEs on the network the dSerFR achieves better 5th percentile throughput that the baseline algorithms. While the baseline algorithms do appear to achieve better average throughput the improvement is not statistically significant.

When there are either 680 UEs or 1150 UEs on the network both SFR and SerFR algorithms achieve statistically improved 5th percentile throughput when compared to the dSerFR algorithm. However, the dSerFR algorithm does achieve statistically improved average throughput when compared with the baseline algorithms.

It can also be seen that the results obtained from the dSerFR algorithm contribute in each case to the Pareto front defined by those results which are not dominated by any other.
Figure 5.16: The 5th Percentile UE throughput vs average UE throughput in full traffic across nine network environments. Across the nine sub-plots the number of UEs increases from left to right while the UE speed increases from top to bottom.

5.2.6 Summary

The results reported above demonstrate that the dSerFR algorithms were, in every case, able to match the performance of the existing baseline algorithms in terms of 5th percentile UE throughput. In most cases the dSerFR algorithms were not able to match the performance of the aSerFR+X2 algorithm in terms of 5th percentile throughput but in general did achieve a similar level of average UE throughput.
5.3 Discussion

This chapter introduced a new ICIC scheme built on the aSerFR scheme presented in Chapter 3 and incorporated the X2 link to facilitate communication between the network nodes. This scheme was presented as an example of de-centralised organisation, that is allowing the eNBs themselves to run the optimisation in a distributed manner using the X2 link rather than requiring a centralised process. An experiment was described which compared the performance of this dSerFR scheme with the aSerFR and other schemes in order to see if this form of de-centralised organisation offered any performance improvements.

It can be seen in the results described in the preceding section that the dSerFR algorithm was not able to match the performance of the aSerFR or aSerFR+X2 algorithms in terms of 5th percentile UE throughput, though it was able to match the best performing of the baseline algorithms, the SFR and SerFR.

The fact that the performance of the dSerFR algorithms was not able to match that of the aSerFR or aSerFR+X2 algorithms may be because the only means of mutation in the dSerFR algorithm was the single point mutation operator which mutates a single gene in the chromosome. This means that the rate of mutation of the genes of the chromosomes, and consequently the exploration of the search space, will be slow. In contrast the Multi-Objective Genetic Algorithm (MO-GA) used to optimise the aSerFR and aSerFR+X2 algorithms also made use of a crossover operator which was able to introduce a greater level of genetic diversity into the chromosomes by combining two chromosomes to produce two distinct children. This process allows for a greater rate of genetic change and thus a quicker traversal of the search space. This lower rate of genetic change, due to the lack of crossover operation, could mean that the dSerFR algorithm took longer to explore the search space and therefore did not arrive at as good a solution as the aSerFR and aSerFR algorithms. This is also suggested by the fact that the performance of the dSerFR algorithm continued to improve over the duration of the simulation. This implies that the algorithm is still exploring the search space and has not arrived at a final optimal solution for each eNB.
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It can also be noted from the above results how similar the results were between the greedy and consensus based dSerFR. This similarity suggests that both of these approaches to determining the fitness of a set of chromosomes do equally as well. It is possible that when taking the greedy approach, which attempts to optimise the 5th percentile throughput of the eNB without regard to its neighbours’ performance, the results are generally good for the neighbouring eNBs also. This implies that an eNB optimising its own 5th percentile throughput may have a positive effect on its neighbours even without considering the mutation’s effect on them.

Despite not improving the absolute 5th percentile throughput the dSerFR was able in many cases to extend the Pareto front by dominating some of the solutions created by the aSerFR and aSerFR+X2 schemes. This shows that the dSerFR scheme presented here was able to improve, in some areas of the search space, on those results generated by the other algorithms.
Chapter 6

Conclusion

The research described in this thesis was designed to investigate a number of approaches to using Self-Organising/Optimizing Network (SON) to enable network operators to better manage their networks. The particular focus of this work has been on the Inter-Cell Interference Coordination (ICIC) problem and using SON to optimise the scheduling of transmissions in such a way as to reduce the level of interference experienced by the network and thus automatically improve the performance of the network.

6.1 Main Findings

6.1.1 Local Organisation

The initial stage of the investigation attempted to observe the performance of some existing approaches to ICIC optimisation while also investigating whether some basic local optimisation could be used to improve the performance of the network.

A simulator was developed in order to investigate the performance of the existing ICIC schemes. An new ICIC scheme, Adaptive Softer Frequency Reuse (aSerFR), was developed based on the existing Softer Frequency Reuse (SerFR) scheme described in the literature. A number of additional parameters were added to the SerFR scheme along with a more dynamic approach to the allocation of the frequency bands. These parameters were then optimised using a Multi-Objective Ge-
netic Algorithm (MO-GA) which focused on optimising the parameters for improved 5th percentile throughput and average throughput.

The first experiment, which tested the aSerFR algorithm across 36 network environments showed that in general the developed aSerFR scheme was able to improve the 5th percentile throughput achieved by the network by significant amounts. Indeed typically the aSerFR scheme produced the results with the best 5th percentile throughput, in particular when run on network environments which were not heavily loaded. Under the more heavily loaded network environments the aSerFR scheme generally matched the performance of the Soft Frequency Reuse (SFR) and SerFR schemes.

The Pareto front produced by the results from all the algorithms was greatly expanded by the addition of the aSerFR results. Due to the fact that the aSerFR scheme was optimised using a MO-GA the trade-offs between 5th percentile throughput and average throughput were made explicit. This would allow a network operator who wanted to use the aSerFR scheme to run the optimisation on their network and choose the set of parameters which best suited their requirements.

This shows that under some situations significant improvements in network performance can be obtained by using a local organisation strategy, such as an MO-GA, to tailor the configuration of the ICIC to the specific network environment.

6.1.2 Networked Organisation

The next stage of the investigation, presented in Chapter 4, was to determine whether a more network aware approach to organisation using the X2 interface to enable communication between the Evolved NodeBs (eNBs) could provide additional improvements to the performance of Long Term Evolution (LTE) networks.

A new ICIC scheme, Adaptive Softer Frequency Reuse + X2 (aSerFR+X2), was introduced which made use of the X2 link to facilitate direct communication between the eNBs on the network. In particular the eNBs were able to share performance information regarding the level of interference currently being experienced on particular Resource Blocks (RBs). When an eNB was under heavy load it could
communicate to its neighbours a list of those RBs which were experiencing the most interference. This could then be used by the neighbouring eNBs to inform their scheduling decisions with the aim of reducing the interference experienced.

The results showed that in general the aSerFR+X2 scheme was able to further improve upon the gains made by the aSerFR scheme. In a number of cases the results produced achieved the best 5th percentile throughput when compared to all the other algorithms and in general the average 5th percentile throughput achieved in each traffic level either matched or exceeded that achieved by the other algorithms. The improvements were generally most pronounced when the network was under lighter loads rather than the heavier loads. It was also observed that in every case the results produced by the aSerFR+X2 scheme contributed to the Pareto front which contained the most fit results. Even in those cases where the 5th percentile throughput of the aSerFR+X2 scheme was only able to match the performance of the existing schemes, showing no statistically significant improvement, there were often a number of solutions which did advance the Pareto front and dominate a number of the solutions produced by the existing algorithms.

The use of the X2 link in the aSerFR+X2 scheme and the results obtained demonstrate that significant improvements can be gained in terms of network performance by using a more network aware approach to self-organisation. In general the results obtained using this approach achieved better performance than those produced with only the local organisation embodied in aSerFR scheme.

### 6.1.3 De-centralised Organisation

The final stage of the investigation, described in this Chapter 5, considered the case of a more de-centralised approach to self-organisation. All of the previous approaches discussed could be considered centralised systems, where an optimisation process takes place on a central network node with the results pushed down to the actual nodes involved in running the Radio Access Network (RAN).

A simple distributed Genetic Algorithm (GA), De-centralised Softer Frequency Reuse (dSerFR), was developed which was designed to run on the eNBs themselves.
as opposed to some central network node. Each eNB was responsible for evolving its own set of configuration parameters in coordination with those eNBs in its immediate neighbourhood. This allowed each eNB to maintain a set of parameters which more accurately reflected the network environment in that specific location independently of its neighbours. The use of the X2 link was crucial in facilitating the organisation of this approach so that each eNB was aware of when it should begin evolving its configuration so as to avoid conflicts with its neighbours.

The results obtained from the final experiment described in Chapter 5 demonstrate that the dSerFR scheme was able to match the performance of the baseline algorithms but was not able to offer further improvements on the aSerFR and aSerFR+X2 algorithms in terms of 5th percentile. It was observed however that the majority of results produced by the dSerFR scheme did contribute to the Pareto front formed by the fittest of all the results taken together. This shows that the dSerFR scheme was able to successfully explore areas of the search space where the other algorithms had not. It was also observed that the performance of the dSerFR scheme continued to improve as the network ran. Since the optimisation progresses over time, in contrast to the more centralised schemes presented, this should mean that if run over longer periods of time the dSerFR algorithm could produce even better results.

This demonstrates that a more de-centralised approach to ICIC can provide additional options to network operators looking to balance the 5th percentile throughput of their network with the average throughput. The other main benefit of this type of de-centralised approach in general is that it is more autonomous that the more centralised approaches. In the centralised approach the network operator must run the optimisation process periodically on a network node and push the resulting parameters out to the eNBs on the network. In comparison, a de-centralised approach can run continuously on the eNBs themselves with essentially no external input required.
6.2 Future Work

There are a number of areas in this research which would benefit from further investigation. These additions can be classified in three main ways: improvements to the network simulator, further investigation and development into the ICIC schemes themselves and further investigation into alternative optimisation techniques.

6.2.1 Improvements to the Network Simulator

There are a number of features which could be added to the network simulator to build a more realistic picture of the ICIC schemes evaluated in this research.

6.2.1.1 Improved Traffic Model

The simulator’s traffic model is used to determine when and how much data arrives for a User Equipment (UE) during the course of the simulation. A UE with a light traffic level will only request a small amount of data from the eNB occasionally, whereas a UE operating with a full traffic level will continuously be requesting the maximum amount of data possible from the eNB. The current traffic model is probabilistic: each traffic level has a certain probability of requesting data and the amount of data requested is determined probabilistically. These specific probabilities are discussed in section 3.2.4. The traffic model used by the simulator in this research could model four traffic levels. This allowed the simulator to evaluate the ICIC schemes on a number of different network environments in order to build a more complete picture of their relative performance than that found in the literature.

However further improvements could be made to the traffic model used. For example the traffic model does not distinguish between different types of traffic. In reality there are a number of different types of traffic use that can be observed on a live network. 3rd Generation Partnership Project (3GPP) describes the following distinct traffic classes: conversational class, streaming class, interactive class, and background class [8]. Each of these traffic classes has different behaviour both in terms of the amount of data they require and also the sensitivity of that data to delay. For example the conversational traffic class, used to model the transmission of
voice calls, has very stringent latency requirements while not necessarily requiring a large amount of data to be transmitted. In comparison the background traffic class which is used to model the delivery of email or the downloading of files, is much more insensitive to the latency but may request a much larger volume of data over time.

A number of concrete models have been proposed in the literature which model the data and latency requirements of these types of traffic classes. Implementing these in the network simulator would provide a more realistic view of the performance of the various ICIC schemes. For example [68] a number of models are presented that could be used to model Voice Over Internet Protocol (VoIP), that is traditional voice calls, video streaming, on-line gaming and HTTP based internet browsing.

These were not implemented in the simulator as part of this research since most of the existing studies are not concerned with the performance of algorithms on different traffic levels. The equivalent of the full traffic level used in this research, often called full buffer traffic mode, is generally used to assess the performance of ICIC algorithms in the literature [26, 22, 6, 103]. However, it has been found that the choice of traffic model, whether full buffered or not, can have a significant impact on the type of improvements that can be expected from ICIC schemes [51] and so further investigations with more realistic traffic models should enable a better understanding of the performance improvements offered by ICIC schemes under different network environments.

6.2.1.2 Changes in Network Environment

Another possible improvement to the network simulator is the addition of more dynamic network environments. The network environments currently modelled by the network simulator can be thought of as static environments. The traffic level and the number of UEs on the network are fixed at the start of the simulation and do not change. This is only an approximation of a realistic network where UEs enter and leave the network at various times and where a single UE can change traffic level by making a new voice call or starting a new internet browsing session. In
particular there are certain areas of operator networks, such as those serving heavy commuting routes, which typically experience significant changes in the number of UEs and traffic demand during the course of a day. Implementing such a dynamic network environment would allow the simulator to more accurately represent an LTE network. This would also allow the ICIC schemes to be evaluated on how well they performed under changing traffic loads as this is an area of research where further study would be helpful.

6.2.2 Further Investigation into ICIC Schemes

The investigations into improved ICIC described in this thesis has yielded significantly improved results in many cases. However there remain further areas of investigation which may enable further performance increases.

It was seen from the results described in the preceding chapters that the area where least improvements were observed was under those network environments which were heavily loaded either in terms of the number of UEs on the network or the traffic level of those UEs. It has been suggested in the literature [35] that under these heavily loaded network environments Inter-Cell Interference Randomisation (ICIR) may provide improved performance over ICIC. While ICIC was the focus of this research and as such ICIR has not been discussed at length or investigated, if it promised to improve upon the results delivered by ICIC then some further investigation would indeed be warranted.

There is also scope for further investigation of the performance of the ICIC presented in this thesis. In particular the dSerFR scheme described in Chapter 5 could potentially be improved in a number of ways. Due to time constraints the effect of a number of parameters of the algorithm have not been explored. For example the choice of selection algorithm used to determine which eNB should mutate could be explored to determine whether this has any significant effect on the algorithm’s performance. In addition parameters like the mutation window could be further explored: what affect do different lengths of mutation window have on the results achieved by the dSerFR scheme?
6.2.3 Alternative Optimisation Techniques

As described in the previous chapters the MO-GA developed as part of this thesis provided the optimisation approach used to develop improved ICIC schemes. Two further promising related approaches could be investigated in this area to build on this research.

6.2.3.1 Cellular GAs

Cellular GAs are GAs in which the population takes the form of a grid with each vertex of the grid being occupied with a single candidate solution. During each iteration of the GA a new population is produced by applying the recombination and mutation operators to the existing population. The recombination and mutation operators do not apply to the whole population as in a standard GA. Rather when creating a new child solution for a given vertex, only those candidates in the immediate neighbourhood can be selected as parents. This leads to a sense of locality within the population known as isolation by distance as similar individuals tend to cluster into sub-populations in particular parts of the grid.

Multi-objective cellular GAs have also been developed [79] where the non-dominated candidate solutions are retained in a Pareto front. Experimental results suggest that when compared to standard MO-GAs the Pareto front obtained from a cellular MO-GA is significantly more diverse providing a more diverse range of Pareto optimal solutions.

Considering the spatial nature of the cellular MO-GA in light of the spatial nature of cellular networks such as LTE, using a cellular MO-GA may present an advantage. Allowing each eNB to represent a candidate solution at one point on the grid and allowing it to recombine with those eNBs in its neighbourhood could allow for a more diverse Pareto front to develop and potentially allow for areas of the network with different traffic patterns to develop solutions tailored to that area.
6.2.3.2 Embodied Evolution

Embodied evolution [96] is a distributed, asynchronous GAs which was initially developed to solve three main problems in the field of evolutionary robotics by allowing the optimisation algorithm to run on a population of physical robots. Firstly, previous approaches did not scale well to many robots due many interactions between them. Secondly a large number of candidate solutions needed to be evaluated but previous methods of evaluation were too slow to evaluate these serially on a real robot. Yet thirdly, the evaluations needed to be done on a real robot since the low fidelity of simulations led to transference problems where simulation results were not repeatable in reality.

The embodied evolution scheme functions in the following way. Each robot attempts to complete a specific task and measure its own performance on the task. Prior to carrying out the task the control software for each robot is initialised with a random candidate solution which governs its behaviour and thus determines its fitness. As the robots go about their tasks they probabilistically broadcast a randomly chosen and mutated gene from their own chromosome. The rate of a robot’s broadcast is proportional to its fitness with fitter robots broadcasting more often than their less fit counterparts. Robots receiving a broadcast accept it with a probability inversely proportional to their own fitness so that less fit robots are more likely to accept broadcasts from surrounding fitter robots.

These mechanisms allowed the embodied evolution approach to overcome the problems associated with previous approaches as follows. The population based approach allowed it to scale to the many robots required while also allowing for a large number of evaluations since these could be computed across a number of robots in parallel. The use of multiple real robots also avoided transference problems by running on real robots rather than on a simulation.

This work could be applied directly to the ICIC schemes developed in this thesis. An embodied scheme could be used to evolve the dSerFR ICIC scheme presented in chapter 5. In this case each of the eNBs would evaluate their own fitness and broadcast their randomly selected genes at a rate proportional to their own fitness.
approach could provide a low-bandwidth, low-complexity approach to developing a more distributed ICIC scheme.

6.3 Concluding Remarks

This thesis has described research into using self-organisation techniques as part of an ICIC approach to reduce interference and thus improve the performance of LTE networks. The original ICIC schemes presented in this work have been shown to significantly improve the performance of LTE networks under a large number of different network conditions. A number of further avenues for investigation have been described which could be used to further improve the performance of LTE networks going forward. It is hoped that the research presented in this thesis can not only inform industry regarding the current state of ICIC, but can serve as a foundation upon which further developments can be built.
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