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Abstract

The parametric pendulum is a fruitful dynamical system manifesting some of the most interesting phenomena of nonlinear dynamics, well-known to exhibit rather complex motion including period doubling, fold and pitchfork bifurcations, let alone the global bifurcations leading to chaotic or rotational motion. In this thesis, the potential of establishing rotational motion is studied considering the bobbing motion of ocean waves as the source of excitation of a floating pendulum. The challenge within this investigation lies on the fact that waves are random, as well as their observed low frequency, characteristics which pose a broader significance within the study of vibrating systems. Thus, a generic study is conducted with the parametric pendulum being excited by a narrow-band stochastic process and particularly, the random phase modulation is utilized. In order to explore the dynamics of the stochastic system, Markov-chain Monte-Carlo simulations are performed to acquire a view on the influence of randomness onto the parameter regions leading to rotational response. Furthermore, the Probability Density Function of the response is calculated, applying a numerical iterative scheme to solve the total probability law, exploiting the Chapman-Kolmogorov equation inherent to Markov processes. A special case of the studied structure undergoing impacts is considered to account for extreme weather conditions and finally, a novel design is investigated experimentally, aiming to set the ground for future development.
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1.1 Statistics for the EU-27 for 2011; (a) Gross inland energy production classified by fuel source [1]; (b) Contribution of RE sources to electricity production [3]. 3

1.2 The WEC concept discussed in this thesis. The vertical motion of ocean waves provide the forcing action onto a floating structure upon which a pendulum is suspended. Parametric excitation of the pendulum is sought to result in the latter’s rotational response to be thereafter utilized for electricity production by coupling with a generator. 4

2.1 The Atlas of UK Marine Renewable Recources has been developed by ABP Marine Environmental Research Ltd in collaboration with the Met Office and Proudman Oceanographic Laborator. It provides a detailed regional map of wave, tidal and wind resources around the UK. Here the average wave height around the UK is shown [20]. 12

2.2 (a) Locations for offshore wave power levels assessment; (b) the power levels corresponding to these locations [22]. 13
2.3 Averaged power levels for 5 locations around the UK presented against the seabed depth [21], attempting to demonstrate the wave power losses attributed to the interaction of surface waves with the seabed. Particularly important feature for the available power with respect to the distance from the shoreline.

2.4 Artistic overview of the OWC type of WEC. The incoming waves force the surface level of the water trapped in the capture chamber to rise. Consequently, the contained air is compressed and escapes through the attached Wells turbine, resulting in electricity production. This figure illustrates the LIMPET, an OWC WEC developed by Wavegen. (courtesy of Voith Hydro Wavegen).

2.5 (a) The IPS buoy is an OB WEC [29]. The floating buoy follows the wave motion and which is transmitted to the submerged power take-off system. This is usually comprised of hydraulic cylinders which drive an electric generator; (b) The Archimedes Wave Swing. An OB WEC with similar power take-off system. The operational difference is the absence of a buoy, the action of which is replaced by the pressure differential created with the periodic alteration of crests with troughs [31]; (c) An overtopping device operational principle [32]. A wave tank raised from the average sea level receives incoming waves which fall back into the sea through electricity producing turbines.

2.6 (a) P2 Pelamis working in Orkney [35]. The articulated OB device exploits the relative motion of its parts induced by waves. This motion is received by hydraulic cylinders which act on pressurized oil; (b) An inside look at the Pelamis device [36];
2.7 (a) A general overview of the Oyster WEC and its power take-off system [40]. The surge motion of waves force the flap to oscillate, a motion which is transferred to hydraulic cylinders. An onshore Pelton turbine converts the energy stored in the medium (sea water) to electricity; (b) The Oyster at the construction site before deployment [41];

2.8 Data of the laboratory tests performed on the Oyster in a wave tank [42]; (a) Average tapped power during the tests against the flap width; (b) Efficiency (capture factor) of the prototype for different flap width trials;

2.9 Views of the Wave Dragon overtopping device; (a) Side view. Waves build up so that to be directed into the lifted reservoir. The collected water returns in the ocean through Kaplan turbines generating electricity; (b) Top view. The characteristic reflectors could be seen, used to collect waves without causing them to break. [45];

2.10 (a) The Wello Penguin device is a point absorber OB or rotating mass device with the newest classification [47]. An inner eccentric mass exploits the roll and yaw motion of the floating device to rotate and drive a generator; (b) The Anaconda attenuator [48]. Bulge waves are excited within a destensible tube filled with water, at the one end of which, a generator is attached relieving the bugle pressure in favour of electricity.

2.11 Chart containing the LCOE in USD/MWh for the first (Q1) and second (Q2) quarters in 2013. It was published within a report of the World Energy Council on the cost of electricity production [49]. The costs demonstrate the state of the industry for each of the conventional and non-conventional energy sources.
2.12 Examples of systems undergoing parametric vibrations; (a) axial loading of a cantilever beam; (b) vertical excitation of a pendulum’s pivot point; (c) time-dependent capacity in simple electric circuit.

2.13 The Strutt diagram [53]. Illustrative separation of the stable solutions of the Mathieu equation - Eq. (2.1), from the unstable ones (shaded area) with respect to the parameters of the system.

2.14 Stability curves computed by Ariaratnam and Tam [71] through stochastic averaging around the principal parametric resonance \( \nu/2\omega_0 = 1 \) and the method of moments [57, 69], for exponentially correlated random excitation; (a) the stability diagram for the first moment; (b) the stability diagram for the second moment where \( k \) controls the damping coefficient, \( \sigma^2 \) the noise intensity and \( \epsilon \) is a small parameter.

2.15 (a) Instability boundaries for the principal parametric resonance of the linear system calculated based on a stochastic averaging approach jointly with solving the FPK equation for the phase process with \( \lambda \) being the excitation amplitude, \( \nu \) – the excitation frequency and \( \Omega \) – the system’s natural frequency. According to the notation used by the authors, the damping coefficient was defined as \( c = 2\alpha m \), which reflects that \( \alpha/\Omega = c/2m\Omega = c/c_c = \zeta \). Thus, the boundaries presented here were computed for a constant damping ratio \( \zeta = 0.01 \). Increase of the noise intensity \( D_0 \) leads to the boundaries being pushed upwards close to the resonance and become wider [87]; (b) Lyapunov exponents calculated numerically for the same linear system undergoing the same type of excitation. The numerical analysis includes the total of the parametric resonances [74].
2.16 Schematic representation of the bifurcation curves in the parameter space with $\omega$ being the ratio of the exciting frequency over the natural one and $p$ the non-dimensional excitation amplitude. $P_D^S$ is a period doubling bifurcation giving rise to oscillations around the equilibrium. $S_BP_F$ is a symmetry-breaking, pitchfork bifurcation and $FP_D$ represents the first bifurcation in a sequence of period doubling cascade that then leads to loss of stability. $SN$ is a saddle-node (fold) bifurcations and the Escape zone denotes the parameter region where no major stable non-rotating solution exists. The symmetric and asymmetric oscillations are also denoted [97].

2.17 Numerically constructed PSP differentiating the different types of responses of the parametrically excited pendulum within the parameter space of the non-dimensional excitation frequency $\omega$ and amplitude $p$. $F$ denotes a stable equilibrium, $O1$ period-1 oscillations, $O2$ period-2 oscillations, $R1$ and $R2$ period-1 and period-2 rotations respectively, $C$ denotes chaos, $Or1$ period-1 oscillations-rotations and $Or2$ period-2. The saddle-node bifurcation is also marked by SNB and the period-doubling by PDB [7].

2.18 Boundaries of the saddle-node bifurcation occurring in (a) the elliptical excitation of the pendulum’s pivot and (b) the tilted excitation within the parameter space with $\omega$ being the ratio of the exciting frequency over the natural one and $p$ the non-dimensional excitation amplitude. Solid gray lines denote numerical calculation of the bifurcation boundaries and colored lines the approximate analytical evaluation through asymptotic method. The parameter $e$ controls the ratio of the excitation’s horizontal amplitude over the vertical. Analytical estimations of the boundaries hold good agreement with the numerical results in the high frequency range [106].
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5.1 Sketch of two autoparametric pendulums coupled by their common linear elastic base $M$ with $f$ acting as base excitation.

5.2 Rotational ratio for a single pendulum from Eq. (5.4) for: (a) $\nu = 2$, $e = 2$, $D = 0.3$, $\gamma = 0.3$; (b) $\nu = 3$, $e = 3$, $D = 0.3$, $\gamma = 0.3$.
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## Nomenclature

### Chapter 2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H$</td>
<td>wave height</td>
</tr>
<tr>
<td>$T$</td>
<td>wave period</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>ocean water waves’ wavelength</td>
</tr>
<tr>
<td>$\theta$</td>
<td>inclination angle</td>
</tr>
<tr>
<td>$\delta, \epsilon$</td>
<td>parameters of Mathieu equation</td>
</tr>
<tr>
<td>$\omega$</td>
<td>excitation frequency</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>natural frequency of a simple pendulum</td>
</tr>
</tbody>
</table>

### Chapter 3

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{J}$</td>
<td>$\sigma$-algebra</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>sample space</td>
</tr>
<tr>
<td>$\omega$</td>
<td>sample point</td>
</tr>
<tr>
<td>$P$</td>
<td>measure of probability</td>
</tr>
<tr>
<td>$A_i$</td>
<td>an event of the sample space $\Omega$</td>
</tr>
<tr>
<td>$X$</td>
<td>random variable</td>
</tr>
<tr>
<td>$F$</td>
<td>probability function on events</td>
</tr>
<tr>
<td>$p_X$</td>
<td>probability density function of a random variable $X$</td>
</tr>
<tr>
<td>$p_{x_1\cdots x_m}$</td>
<td>joint probability density function of the random variables $x_1\cdots x_m$</td>
</tr>
<tr>
<td>$\sigma_X$</td>
<td>standard deviation of a random variable $X$</td>
</tr>
<tr>
<td>$\Phi_{XX}$</td>
<td>power spectral density of the random variable $X$</td>
</tr>
</tbody>
</table>
\( R_{XX} \) – autocorrelation function of a stationary process \( X(t) \)
\( \zeta(t) \) – Gaussian white noise
\( W \) – the Wiener process
\( \alpha(X, t) \) – the drift term of an Ito stochastic differential equation
\( b(X, t) \) – the diffusion term of an Ito stochastic differential equation
\( H \) – wave height
\( T \) – wave period
\( \lambda \) – ocean water waves’ wavelength
\( k \) – wave number of the Stoke’s wave
\( H_s \) – significant wave height
\( S(f) \) – power spectrum of ocean waves
\( q \) – phase of water particle displacement
\( D \) – intensity of a stochastic process
\( \omega_m \) – mean excitation angular frequency
\( \lambda_D \) – nonlinearity parameter of the Duffing equation
\( \alpha \) – damping coefficient of the Duffing equation
\( A \) – amplitude of vibrations
\( \phi \) – phase of vibratory response
\( B_{i,j} \) – \( i \)-th basis function of \( j \)-th order B-splines
\( \epsilon \) – a small parameter
\( D_{ij} \) – joint moment of \( x_i \) with \( x_j \)
\( \Lambda \) – largest Lyapunov exponent
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\( M \) – lumped mass of a simple pendulum
\( L \) – length of a simple pendulum
\( f(t) \) – displacement of a pendulum’s pivot
\( \theta \) – inclination angle
$\mathcal{L}$ – the Lagrangian function
$\Omega$ – natural frequency of a simple pendulum
$c$ – viscous damping coefficient
$\gamma$ – non-dimensional damping coefficient
$\omega_m$ – mean excitation frequency
$\nu$ – ratio of excitation frequency over the natural frequency
$\lambda$ – non-dimensional excitation amplitude
$\zeta(t)$ – Gaussian white noise
$D$ – variance of a stochastic process
$p$ – probability density function
$p_{E^*}$ – probability density function of a simple pendulum’s normalized energy
$R$ – dry friction parameter
$A_h$ – horizontal excitation amplitude
$A_v$ – vertical excitation amplitude
$\lambda_h$ – non-dimensional horizontal excitation amplitude
$\lambda_v$ – non-dimensional vertical excitation amplitude
$\rho$ – ratio of the horizontal over the vertical excitation amplitude
$\psi$ – the inverse tangent of $\rho$
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$\theta_i$ – $i$-th pendulum’s inclination angle
$c_i$ – $i$-th pendulum’s damping coefficient
$\Omega_i$ – $i$-th pendulum’s natural frequency
$l_i$ – $i$-th pendulum’s length
$x$ – displacement of the platform
$\alpha$ – platform’s damping coefficient
$\eta$ – platform’s natural frequency
$f(t)$ – base excitation of the platform
$m_i$ – $i$-th pendulum’s mass

$M$ – mass of the platform

$\psi_i$ – ratio of the $i$-th pendulum’s mass over the mass of the platform

$m_i^r$ – ratio of the $i$-th pendulum’s mass over the total mass of the system

$A$ – excitation amplitude

$\omega_m$ – mean excitation frequency

$\sigma^2$ – variance of the stochastic excitation’s phase

$\zeta(t)$ – Gaussian white noise

$\tilde{\sigma}^2$ – variance of the stochastic excitation’s phase

$\gamma_i$ – non-dimensional damping coefficient of the $i$-th pendulum

$\kappa$ – ratio between the natural frequency of the pendulums

$\nu$ – ratio of the excitation frequency over the natural frequency of the tuned pendulum

$\lambda$ – non-dimensional excitation amplitude

$\sigma^2$ – normalized variance of the stochastic excitation’s phase

$\beta$ – normalized damping coefficient of the platform

$e$ – normalized natural frequency of the platform

$y$ – normalized displacement of the platform

$\rho$ – cross-correlation coefficient
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$x$ – displacement of the platform

$\alpha$ – platform’s damping coefficient

$\Omega_M$ – platform’s natural frequency

$\Omega_P$ – pendulum’s natural frequency

$L$ – length of a simple pendulum
λ – non-dimensional excitation amplitude
ωₘ – mean excitation frequency
m – mass of a simple pendulum
M – mass of the platform
γ – ratio of the pendulum’s mass over the mass of the platform
β – damping coefficient of the pendulum
z – normalized displacement of the platform
h – distance of the platform’s equilibrium to the barrier
h* – proportion of the distance to the barrier of the non-dimensional excitation amplitude
r – restitution coefficient of the impacts
y – transformed displacement of the platform
Aᵢ – amplitude of the response of the ith DOF
φᵢ – phase of the response of the ith DOF
χ – difference between the phase of the excitation and the double phase of the platform’s response
ψ – phase difference between the response of the DOFs
u, v – transformed averaged response of the 2-DOF system
Δ – detuning between the excitation and the double natural frequency of the platform
δ – detuning between the DOFs of the system
λₑ,ᵣ – excitation amplitude defining the boundaries of the stable response
στ – superscript denoting stochastic response
λᵢₘᵢₜ – amplitude of the initiation point of the stability boundaries
λᵓₒₜ – amplitude of the lowest point with unstable response
mᵤ, mᵥ – mean values of the transformed averaged response
Aᵢᵠ – mean amplitude of the platform’s response
\( D_{ij} \) – second moment of the \( i, j \) random processes
\( \sigma^2 \) – noise intensity
\( \sigma_{\text{crit}}^2 \) – critical noise intensity
\( \Lambda \) – largest Lyapunov exponent
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\( \Omega \) – natural frequency of a simple pendulum
\( \Omega_{\text{eq}} \) – natural frequency of a compound pendulum
\( l_{\text{eq}} \) – length of a simple pendulum equivalent to a natural frequency \( \Omega_{\text{eq}} \)
\( M_i \) – mass carried by the \( i \)-th arm of the \( N \)-pendulum
\( L_i \) – distance from the pivot to the centre of gravity of \( M_i \)
\( m \) – mass of each arm
\( \theta \) – inclination angle of a pendulum
\( \psi \) – ratio of the moment of inertia of one arm over the moment of inertia of the shortest arm
\( \gamma_i \) – ratio of the distance \( L_i \) over a non-equal distance \( L_j \)
\( n \) – ratio of the mass \( M_i \) over the non-equal mass \( M_j \)
\( N \) – number of arms of the \( N \)-pendulum
\( I_c \) – constant moment of inertia of a compound pendulum
\( I_v \) – configurable moment of inertia of a compound pendulum
\( f(t) \) – excitation of the pendulum’s pivot
\( \omega \) – angular frequency of the excitation
\( \nu \) – ratio of the excitation frequency over the pendulum’s natural frequency
\( \lambda \) – non-dimensional excitation amplitude
\( x \) – displacement of the pivot
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l$</td>
<td>length of the connecting rod</td>
</tr>
<tr>
<td>$r$</td>
<td>length of the crank</td>
</tr>
<tr>
<td>$j$</td>
<td>ratio of the crank’s length over the connecting rod’s</td>
</tr>
<tr>
<td>$c$</td>
<td>damping coefficient of the pendulum</td>
</tr>
<tr>
<td>$\beta$</td>
<td>normalized damping coefficient of the pendulum</td>
</tr>
</tbody>
</table>
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Chapter 1

Introduction

The present thesis is concerned with the development of a Wave Energy Converter (WEC), generically defined as a device that transforms the energy carried by ocean surface waves to an exploitable form of energy. This is a subject which could be viewed from numerous and diverse, often contradicting, standpoints including economical, environmental and social aspects closely related to centrally applied policies from governments and international institutions as well as decentralized socio-economical procedures in the markets level. A peculiar challenge concerning this class of projects, and particularly innovative Renewable Energy (RE) technologies, lies within incorporating through composition and optimization, certain a priori requirements stemming from the previous considerations with the engineering science, that one would think to be the backbone of suchlike efforts.

Hereinafter, the issues arising from an engineering point of view, and especially from a dynamics one, such as the nature of the resource are considered. The device is understood as a mechanical system under a quite special environmental excitation and the dynamic response of this system is evaluated with respect to the working principle of the discussed WEC. The influence of the particular conditions imposed by the ocean onto this working principle is investigated, with the study placed on the level of proof-of-concept. Hence, the main target is to extend the study to a more realistic frame, explore the natural limitations and seek solutions to overcome them. Questions that have not been previously addressed in the literature reasonably
become of high importance towards the realization of this device and thus, a major part of the present work is devoted to them.

1.1 Motivation

In the past few decades, energy has been emerging as a key pivotal element of the global economy with accelerating demands. Currently, the world energy consumption for 2010 is estimated around 12765 Mtoe\(^1\) according to the European Union (EU) latest figures [1], or close to 524 quad\(^2\) on the other side of the Atlantic [2]. Yet, the full extent of the energy dependency is revealed by considering that just 15 years ago the same figure is estimated to have been at 9235 Mtoe [1], i.e. an increase of more than 38% has occurred. All the major international institutions estimate that this trend will be sustained with the US Energy Information Administration foreseeing an average 1.5% [2] annual increase up until 2040.

Within this context, the impact on the environment has been a growing concern. The increasing energy consumption leads to excessive CO\(_2\) emissions since more than 70% of the energy production is related to fuel combustion in one way or another. Climate change, the greenhouse effect and their repercussions are as of now part of the everyday concerns and subject of central political actions. Let alone the economical impact of the current state in energy production, especially for large consumers with disproportional fuel resources such as the EU. The development of RE technologies and a much more confident reliance on them are in the front line of the counteractions. Latest estimates seen in Fig. 1.1(a), place the share of RE around 10% for the EU, which however has adopted an encouraging goal to produce 20% of the energy it needs through RE resources by 2020\(^3\).

Inside the EU, RE is used mostly to produce electricity with hydroelectric power dominating the field (see Fig. 1.1(b)). The rest of the sources contribute significantly with especially wind and solar power conversion growing fast in the last few years.

---

\(^1\)megatonne of oil equivalent. 1 Mtoe = 4.1868 \times 10^{16} \text{ J (www.aps.org).}

\(^2\)quadrillion Btu. 1 quad = 10^{15} \text{ Btu (www.aps.org).}

\(^3\)Europe 2020 Strategy (ec.europa.eu/europe2020)
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Figure 1.1: Statistics for the EU-27 for 2011; (a) Gross inland energy production classified by fuel source [1]; (b) Contribution of RE sources to electricity production [3].

These statistics also reveal the lack of exploitation of ocean energy, for which the installed capacity is just over 10 MW [4], when at the same time the global resource is evaluated at more than 2 TW [5]. However, this capacity has been tripled since 2009 and the predictions for future development are very optimistic. This confidence in ocean energy and especially wave energy is based on the competitive properties of the resource, reaching up to the highest theoretical extraction potential [6] among REs.

Upon this mismatch with the actual potential, a WEC is put under the microscope. The underlying physics of this concept are based on the response of a pendulum to parametric excitation. The latter is a widely known phenomenon in the study of dynamical systems which has found numerous applications through the years. A common example of a parametrically excited system is indeed a pendulum having its pivot point vibrating. Within the context of ocean energy conversion, waves have been seen as a possible source for those vibrations (see Fig. 1.2), thus forcing a pendulum suspended on a floating structure to parametric excitation [7].

Yet, exploitation of the waves’ bobbing motion is not a newly introduced concept. Several designs take advantage of the kinetic energy of waves transforming it to electricity by means of another oscillating body and a connection to a generator. The innovation within the discussed WEC is attached to the well-known potential of rotational motion of the pendulum due to exposure to periodic parametric excitation.
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Figure 1.2: The WEC concept discussed in this thesis. The vertical motion of ocean waves provide the forcing action onto a floating structure upon which a pendulum is suspended. Parametric excitation of the pendulum is sought to result in the latter’s rotational response to be thereafter utilized for electricity production by coupling with a generator.

[8, 9]. From an energy production standpoint, a significantly larger amount of energy could be taken off waves by a rotating pendulum rather than an oscillating body, thus promising much better conditions for wave energy extraction.

Even though, at first sight a quite encouraging picture is drawn, this concept comes with some issues and drawbacks that have not yet been dealt with. A major issue is related to the nature of the resource. Ocean waves are characterized by a particularly low frequency. In order for parametric resonance to occur under the excitation of waves, one would need to deploy a nearly 100m long pendulum. Such a bulky device could only mean trouble, if feasible at all.

Furthermore, apart from the numerous studies concerned with characterizing ocean waves in the context of Ocean and Marine Engineering, even an untrained eye would recognize that waves are not perfectly periodic, but rather a random process. Also, the motion of water particles is not one-dimensional but planar and particularly elliptical with a trajectory influenced by the depth of the seabed. These issues bring up some important questions that have not been addressed satisfactorily so far and are generally related to the kinematics of waves as a forcing feature of the WEC system. To what extent are the observations made on the deterministic system reliable for the stochastic one as well? How could the noise intensity influence the response
of the pendulum in view of the effects on linear stochastic parametric systems? Could rotations of the pendulum arise and be sustained in a noisy environment and what would be the necessary parameters then? Extreme conditions that could be described in terms of stochastic processes, may be met quite often in the oceans and could render the device nonfunctional or even destroy it.

1.2 Outline

The present thesis aims to address two main objectives. The primary one is concerned with studying the response of a pendulum to stochastic parametric excitation with regard to the potential of establishing rotational motion. Within the scope of this objective, the following are aimed:

A1. Construct Parameter Space Plots (PSPs) to characterize the stochastic response of the parametric pendulum with purely vertical stochastic excitation directly applied at its pivot.

A2. Investigate the influence of the noise intensity magnitude onto the extent and intensity of the parameter regions leading to rotational response.

A3. Derive the Probability Density Function (PDF) of the response for selected characteristic cases to calculate the probability of rotational motion in order to verify the PSPs.

A4. Investigate the evolution of rotational parameter regions when the excitation is planar and particularly, titled from the purely vertical direction.

A5. Construct PSPs of the stochastic response for an autoparametric system with a single pendulum receiving the stochastic excitation as a base excitation.

A6. Evaluate the influence of the properties of the base platform in conjunction with increasing noise intensity magnitude.

A7. Consider the possibility of multiple pendulums mounted on a common plat-
form and study the interaction between them with regard to establishment of rotational motion.

A8. Introduce impacting motion of the platform and derive analytical approximate expressions of the instability boundaries of the pendulum’s bottom equilibrium position.

A9. Conduct a numerical study to evaluate the analytical expressions and extend these results to further, more complicated cases.

The secondary objective falls within the development of a WEC attempting to propose a novel solution to the technological limitation of this device at its current state. The second objective comprises of the following sub-objectives:

B1. Present the design aimed to tackle the technological limitations imposed by the natural resource of ocean waves.

B2. Conduct a broad theoretical study to identify the capabilities of this design with respect to its natural frequency and some available modifications.

B3. Develop an experimental rig aiming to model the ocean wave excitation and describe the setup and operation.

B4. Present the experimental results aiming to demonstrate the flexibility and configurable properties of the novel design.

Chapter 1 attempts to concisely present the topic of this thesis, stating the motivation of the herein study. The main challenges and objectives are identified and an outline of the following chapters is listed.

Chapter 2 presents a literature review in two parts. First, the technological advances in Wave Energy Conversion are reviewed and, second, parametric excitation of dynamical systems is discussed with the focus on pendulum systems.
Chapter 3 contains the sum of the methods used to model the stochastic excitation, as well as the main tools used to analyze the stochastic response.

Chapter 4 deals with the stochastic parametric excitation of a pendulum applied directly at its pivot. The aim is to investigate the potential of rotational motion of this SDOF system and the influence of the noise intensity magnitude on the parameter regions leading to rotary response. Extensive simulations are presented and pinpointed cases are examined in a probabilistic context with the focus on the influence of the noise intensity. It is found that under a realistic noise intensity range, rotational motion is still achievable; yet, the design parameters that could lead to such a response change rapidly under increasing randomness, as does the robustness of these parameter regions, drifting away from the picture drawn by a deterministic model.

Chapter 5 follows up to the previous chapter, considering a more complicated system. Particularly, multi-Degree-of-Freedom (DOF) systems are discussed, with multiple pendulums mounted on a common platform. The stochastic excitation is forming a type of base excitation, classifying these systems in the autoparametric ones. The introduction of the platform in the model will be shown to have a beneficiary effect onto both the robustness of the rotational response and the favourable design parameters which are shifted to a more feasible range. However, the interaction between the pendulum and the platform is found to counteract this advantage, setting a requirement for a pendulum mass considerably lower than the platform’s.

Chapter 6 increases the complexity of the concerned dynamics through introducing the possibility of impacts of the mounting platform onto a rigid barrier. The aim is to study the development of the instability boundaries of the pendulum, with regard to the escape of the pendulum from the bottom equilibrium point. The analytical and numerical analysis reveals a striking switch of the instability domains from being symmetrical around the resonance frequency to being contained only on the half-plane of positive detuning. The critical noise intensity that forces these domains to cross to the negative detuning half-plane is evaluated along with the threshold excitation amplitude that could lead to instability in a random environment.
Chapter 7 is concerned with the secondary objective of this thesis dealing with the technological limitations present in the current development of a WEC application. An experimental study is presented to demonstrate the functionality of the proposed novel design. The construction of this novel design and the development of an experimental rig are described. The results of the experimental tests verify the capability of this design to experience primary parametric resonance under low excitation frequencies, overcoming the so far technological constraints. Moreover, a second set of experiments reveal the flexibility that this design offers, leading to identical response of the system under different configuration options.

Chapter 8 extracts and lists the main conclusions of the present study delineating the importance of the herein results with direct correspondence to the questions placed in Chapter 1.
Chapter 2

Literature review

2.1 Wave energy conversion

The first patent for a device designed to capture wave energy dates back to 1799. Monsieur Girard and his son proposed harnessing mechanically wave energy to drive pumps and sawmills through a shore-attached lever following the oscillatory motion of a buoy. However, history is known, fossil fuels were the ones to motor industrialization and despite the fact that Girards’ heaving buoy never got to be built and tested, it engaged to a series, over 340, of WEC patents until the 1970s [10].

In 1973, wave energy extraction has not been on the forefront. But then, the major oil crisis gave rise to the interest on wave energy. In 1976, Professor Stephen Salter’s work of the University of Edinburgh became the landmark of WECs. His proposed device first published in his famous Nature article [11], known from then on as Salter’s Duck, was an offshore device bobbing up and down on the waves. The oscillatory motion of the cam it consisted of, would drive hydraulic cylinders which in turn would result in electricity through hydraulic generators. The theoretical efficiency was calculated up to 100% for linear waves [12], with the optimum value dropping to around 85% if random waves are considered [13]. Even though Salter’s Duck is considered a pioneering device in recent wave energy history and performed in lab with over 80% efficiency for a wide band of wave frequency [12, 14], it was never deployed in the ocean due to the disadvantage of long wavelengths in sea and
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a general redirection at that time of public efforts towards nuclear energy [15]. One should not forget to mention the pioneering work of Yoshio Masuda in Japan in the 1960s which resulted in the Kamei device [16].

From then on, Europe rose up to the forefront of research on wave energy conversion. Earlier government-funded programmes started in the United Kingdom until 1983 when power devices with large energy production (i.e. nuclear energy) were promoted. At the same time, Norway, Portugal and Sweden turned to wave energy mostly due to their physical advantage of relatively high wave resources compared to other countries in Central or Southern Europe. In 1991, the European Commission included wave energy in its renewable energy programmes, thus re-igniting the interest in wave energy conversion technologies with the leading countries staying at the frontier of research. This coincided with the first deployment of a 75kW shoreline converter (the LIMPET) in the Islay Island which was to be the first commercial converter integrated in the National Grid. An important development is the Kyoto Protocol (1997), which stated the need to reduce CO$_2$ emissions thus promoting RE generation, among which wave energy too. Last, the Europe 2020 strategy set the goal for RE production at 20% of the energy consumed in EU.

In industry though, WECs represent an insignificant portion of the renewable technologies. It is evident, that the first commercialization took place with LIMPET which was upgraded in 2000, just over a decade ago. In academia however, confidence over wave energy is constantly rising after 1973. This could be implied by a number of conferences supported by the EU and government R&D programmes. The first conferences were the *International Symposium on Wave and Tidal Energy* held in Canterbury (1976) and the *Wave Energy Conference* in Heathrow (1978). A step up was made with the *Symposia on Wave Energy Utilization* in Gothenburgh (1979) and Trondheim (1982) and the IUTAM Symposium on Hydrodynamics of Ocean Wave-Energy Utilization (Lisbon, 1985). After 1991, the European Commission supported more effectively wave power holding the *European Wave and Tidal Energy Conferences* from 1993 in Edinburgh until the 10th symposium in Aalborg (2013). Moreover, wave energy has been of the interest of more generic conferences such as the *World Renewable Energy Congresses*. At the moment, several organi-
zations support the research on wave energy conversion. Indicatively, the European Commission over the last years supported 18 programmes concerning ocean energy [17]. Other important organizations include the European Ocean Energy Association, the European Marine Energy Centre (EMEC), the Wave Energy Centre in Portugal, the Ocean Wave Energy Project in Norway, the Ocean Energy Council in USA, the Japan Agency for Marine-Earth Science and Technology (JAMSTEC) and others whose purpose is to promote wave energy conversion and also provide researchers with testing sites etc.

2.1.1 The resource

It has been estimated that the total world’s wave energy capacity is over 2TW [18] from which the efficient electricity production could be around 2000 TWh per year [19]. A more recent study verified the worldwide wave energy capacity to be around 2.11 TW [5]. In other words, more than 10% of the available resources could be converted to electricity. This is quite uncertain for now since the wave harnessing technologies have merely been employed and depends on grid losses, harnessing efficiency, other conflicting sea activities etc. The above estimations become more interesting when compared to the current electricity needs. The global electricity capacity was around 5085 GW [3] in 2010 while the annual consumption for the same year was around 20000 TWh [2].

Especially for the UK which is considered to be fortunately placed next to the Atlantic Ocean, it is estimated that on an average day around 1 TWh of wave energy is welcome in the British Isles [15], comparable to the average daily electricity consumption in the UK. Other studies estimate the wave power entering the UK from 30 GW to 80 GW [21–23] depending on the distance from the shoreline, from which 7-10 GW could be obtained as electricity [24] compensating 8.1-11.6% of the UK electricity capacity (~86.4 GW, 2010) [1]. Undoubtedly, these figures describe a great potential for wave energy extraction currently unexploited, encouraging the UK Department of Energy and Climate Change to estimate that the installed capacity of marine energy will rise to 300 MW by 2020 [25].
Surface waves are an ocean energy form created by the interaction of the sea surface with winds blowing over it. Generically, sea waves stem from solar energy which creates temperature differences along the globe causing winds to blow [26]. Ocean waves could be separated to wind seas, referring to waves grown by a local wind, and to swells, which are waves that travel away from their creation area such as storms. Swells are capable of carrying energy with minimal losses except for when approaching the shoreline when they lose a considerable amount of energy through shoaling, breaking, friction with the seabed, etc. [19, 21]. The advantage of wave energy compared to solar and wind energy is the much higher power density observed in waves. Typically, waves present a power density of 8.42 kW/m² on average, while wind and solar 0.58 kW/m², 0.17 kW/m² [27] respectively, with these data slightly varying among other studies [15, 19, 24, 28]. Note that sometimes, the wave energy density is measured over a unit of the wave’s crest length, eg kW/m.

The amount of energy transported by ocean waves depends on many factors where dominant role play the wind’s velocity blowing over the sea surface, the distance over which the wind blows (fetch), the amount of time for which this happens, the depth of the seabed [19]. The resulting waves are characterized by their height $H$.
which is the distance between the upper and lower point that the wave displaces water particles, their period $T$ and their wavelength $\lambda$ which are the time and distance between successive crests respectively. Swells could travel long distances in deep water maintaining their energy and characteristics (sea state). However, when approaching the shoreline and traveling over shallow waters their height becomes bigger which in turn results in breaking and actually losing a significant amount of energy. Shallow waters are defined by some researchers based on the depth of the seabed being smaller than half of the wavelength, and others smaller than one third of it. Moreover, near-shore and shoreline waves tend to change their direction according to the shore’s and seabed’s profiles causing another source of energy loss (reflection, refraction, bending).

In 1992, the Queen’s University of Belfast in association with Kirk McClure Morton and Heriot-Watt University conducted a study to evaluate the shoreline and near-shore wave energy resources in the UK on behalf of the Department of Energy [22]. In this report, the authors applied the Meteorological Office’s model to calculate the offshore wave characteristics [23], using data from 15 locations around the Western coastline of the British Isles taken from 1983 to 1986. Then, they used the model

<table>
<thead>
<tr>
<th>No</th>
<th>Location</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Annual Average Power (kW/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Fairers</td>
<td>62.08 N</td>
<td>8.43 W</td>
<td>86.9</td>
</tr>
<tr>
<td>2</td>
<td>Bergen</td>
<td>60.88 N</td>
<td>4.33 E</td>
<td>38.9</td>
</tr>
<tr>
<td>3</td>
<td>Shetlands (DE2)</td>
<td>60.50 N</td>
<td>2.69 W</td>
<td>66.9</td>
</tr>
<tr>
<td>4</td>
<td>NW (DE2 1984)</td>
<td>58.90 N</td>
<td>7.06 W</td>
<td>72.8</td>
</tr>
<tr>
<td>5</td>
<td>South Uist</td>
<td>57.39 N</td>
<td>8.06 W</td>
<td>72.6</td>
</tr>
<tr>
<td>6</td>
<td>Lanz</td>
<td>56.96 N</td>
<td>19.96 W</td>
<td>119.9</td>
</tr>
<tr>
<td>7</td>
<td>Malla Head</td>
<td>55.78 N</td>
<td>7.72 W</td>
<td>53.3</td>
</tr>
<tr>
<td>8</td>
<td>Ilay</td>
<td>55.66 N</td>
<td>6.48 W</td>
<td>29.3</td>
</tr>
<tr>
<td>9</td>
<td>Scalloway</td>
<td>54.96 N</td>
<td>10.49 W</td>
<td>89.3</td>
</tr>
<tr>
<td>10</td>
<td>Porlock</td>
<td>52.71 N</td>
<td>12.66 W</td>
<td>95.3</td>
</tr>
<tr>
<td>11</td>
<td>Fastnet</td>
<td>50.54 N</td>
<td>9.98 W</td>
<td>73.1</td>
</tr>
<tr>
<td>12</td>
<td>Valentia</td>
<td>49.86 N</td>
<td>10.97 W</td>
<td>83.4</td>
</tr>
<tr>
<td>13</td>
<td>Scillys</td>
<td>49.86 N</td>
<td>7.09 W</td>
<td>52.4</td>
</tr>
<tr>
<td>14</td>
<td>SW (DE2 1984)</td>
<td>49.10 N</td>
<td>8.43 W</td>
<td>65.5</td>
</tr>
<tr>
<td>15</td>
<td>Constant</td>
<td>48.49 N</td>
<td>5.98 W</td>
<td>44.9</td>
</tr>
</tbody>
</table>
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Figure 2.3: Averaged power levels for 5 locations around the UK presented against the seabed depth [21], attempting to demonstrate the wave power losses attributed to the interaction of surface waves with the seabed. Particularly important feature for the available power with respect to the distance from the shoreline.

proposed by Southgate in 1987 to estimate the near-shore and shoreline resources. The data used for the offshore resource assessment were taken from the locations shown in Fig. 2.2(a), while the corresponding power levels in Fig. 2.2(b). The results of this study, which practically started from offshore moving closer to the shoreline showed the resource power levels of Western British waters with respect to the seabed’s depth as shown in Fig. 2.3

2.1.2 WEC classification

Over the decades, more than 1000 WECs [10] have been patented worldwide. Though extremely diverse, the classification usually made is regarding their location, orientation, operating principle and power take-off system [10, 19, 21, 24, 28–30]. Note that some of the above classes constrain others meaning that not all of the classifying options are available for all the types of converters.

Location

The characteristic that classifies the device concerning location is the distance from the shoreline. First, there are the shoreline devices. These concepts have the advantage of being placed at the shoreline and thus the transfer of electricity is almost trivial and with losses comparable to ground-based generation plants. Moreover,
maintenance is much an easier task since the devices are approachable through soil. However, their great disadvantage is the available power levels for extraction. As stated before, the power levels at the shoreline drop around 35% of the offshore levels. Additionally, there are some environmental concerns regarding nearby ecosystems and since the shoreline is much more limited compared to offshore deployment options the extractable power reduces even more.

Next, near-shore devices are considered those that are functioning in relatively shallow waters. Most researchers consider shallow waters to be those with depth less than 1/3 of the wavelength. They can be attached to the seabed but still the available power levels are low.

Last, there are the offshore devices which are most often considered. Their great advantage is the high power levels. Indicatively, western offshore waters in the UK carry power of 80kW/m while near-shore 30kW/m. Also, their environmental impacts and generally their impact on ecosystems or human activities is negligible. The main challenges here concern maintenance and power transfer. Moreover, there is the requirement to withstand extremely heavy, even rare, weather conditions such as 10 times fiercer waves than those designed to extract energy from.

**Orientation**

Here, the classification is made based on the relative direction of the devices’ main axis with respect to the main wave propagation direction. An Attenuator lies on the surface with its main axis, i.e. its largest dimension, being parallel to the waves’ direction. These devices practically ride the waves and the energy extraction is employed with relative movements of its partially constrained parts due to wave oscillation. Secondly, a Terminator is placed with its primary axis perpendicular to the main wave direction. Both types of devices are very large in length to achieve larger power generation. Last, there are Point-absorbers, of which all dimensions are very small compared to the waves’ wavelength. Their main advantage is that they can function irrespectively of the wave direction.
Operating Principle

In this part of the classification, WECs are listed in the available categories according to the physical principle employed for the energy extraction. Even though there is significant diversity in the principles, one could narrow down the different concepts to three generic categories.

The Oscillating Water Column (OWC) is a device usually deployed at the shoreline or near-shore. Most of the devices listed under this section are mounted on the seabed or on shore-by-cliff. A barrier perpendicular to the wave direction blocks the surface waters, while allowing the water at the bottom of the sea to move past the barrier. In that way, a chamber is formed where water and air co-exist. The ways for this chamber to communicate with the outer environment is first, the barrier opening from which water comes in and out depending on whether a crest or trough hits the barrier thus forcing the water column inside the chamber to oscillate vertically. Second, an opening on the top through which air flows in and out forced by the water column. In this opening, an air turbine drives an electrical generator. Most frequently this turbine is a Wells type which functions in both air flow directions. Fig. 2.4, shows a general overview of LIMPET, an OWC WEC developed by Wavegen. (courtesy of Voith Hydro Wavegen).
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Figure 2.5: (a) The IPS buoy is an OB WEC [29]. The floating buoy follows the wave motion and which is transmitted to the submerged power take-off system. This is usually comprised of hydraulic cylinders which drive an electric generator; (b) The Archimedes Wave Swing. An OB WEC with similar power take-off system. The operational difference is the absence of a buoy, the action of which is replaced by the pressure differential created with the periodic alteration of crests with troughs. [31]; (c) An overtopping device operational principle [32]. A wave tank raised from the average sea level receives incoming waves which fall back into the sea through electricity producing turbines.

deployed at the Islay Island and connected to the UK National Grid.

Another application is to take advantage of the surface waves oscillating movement to force a body to oscillate through either a heaving buoy (Fig. 2.5(a)) or through hydraulic pressure differential formed under wave crests and troughs (Fig. 2.5(b)). These devices are usually designed for offshore deployment where the average power levels are much higher. Here, there are many different ways to achieve energy extraction. The Oscillating Body (OB) system might be a single body or multiple, over the surface or submerged, mounted on the seabed or moored and the direction of oscillation could be vertical or parallel to the wave propagation. Also, it could be a pitching device which is at the moment considered to be the most promising concept through the Pelamis application. The corresponding electricity generation also differs from one application to another, but this will be discussed in the power take-off system classification.

Last, Overtopping devices (Fig. 2.5(c)) are terminators which create a water tank over the average free-surface level. The water of the crests is driven inside the tank or reservoir and kept there by a surrounding ramp. Then, due to the potential energy of the tank water, this tends to fall down under the influence of gravity and
the device is designed to return the water to the sea through hydraulic turbines thus generating electricity.

Recently, the classification of the operating principle is expanding considering new subclasses such as the pressure differential, the surge converter, the bulge wave, rotating mass and others [30].

Power Take-off System

The power take-off systems are designated to generate electricity by the wave energy which has already been transformed into some form of useful mechanical energy. The kind of systems used depends mostly on the operating principle. Air turbines are used mostly at OWC where the compressed and decompressed air flows through the turbine. The turbine in turn, drives an electrical generator to produce electricity. The most widely used air turbine is the Wells turbine which is self-rectifying, meaning that it functions for both air flow directions. In other WECs, such as overtopping or OB devices, hydraulic turbines are used correspondingly to the air turbine to generate electricity. Moreover, some OB systems, use hydraulic cylinders which are driven by them and act on high-pressure oil. Hydraulic motors then drive their attached generators to produce electricity. Some OB systems use linear electrical generators directly driven by the acting bodies.

2.1.3 Technological advances

As mentioned before, there is a vast number of WECs proposed over the years especially in the last decades. Many of them have been prototyped and tested in laboratory and some in real sea conditions. Here, a brief presentation of the most promising attempts will be conducted to help recognize the current state of the technological achievement.

The LIMPET, Fig. 2.4, is a WEC developed by the Queen’s University of Belfast and Wavegen. A first 75kW prototype was deployed in the Islay Island at 1991 and was tested for 8 years. After that, an upgrade was decided and a total 500kW
capacity device was constructed and connected to the national grid and was used as a demonstrative example. The LIMPET is a classic oscillating wave column device which uses a Wells turbine to drive the electrical generators. It comprises of a pair of generators of 250kW capacity. The total width of the device required to achieve the 500kW was 21m. The data gathered and published [33] were below predictions. The annual average estimation was 150kW but the actual generation was less than one third of this, charged to the site deficiencies. This application showed an output of around 2.5kW/m [33]. Moreover, shoreline sites suitable for wave energy extraction are limited compared to offshore applications. Voith Hydro Wavegen had announced in November, 2011 that the first commercial action kicked off for a 300kW LIMPET device with the Basque Energy Board in the North of Spain, at the port of Mutriku, expected to be delivering 600 MWh/yr [34].

The second WEC in time to have risen hopes is Pelamis (Fig. 2.6), also being the most promising design at the moment. Pelamis belongs to the Attenuator class and its operating principle is pitching - OB. Developed by Pelamis Wave Power and Richard Yemm from 1998 [37], it was the first offshore commercial WEC. This articulated device consists of five semi-submerged cylindrical components linked by hinged joints. The wave excitation forces these components to move relative to one another and this motion is resisted by hydraulic rams. These rams in turn, act on high pressure oil driving hydraulic motors. Electric generators are driven by these motors to produce electricity. Each device is 130m in length and 3.5m in diameter [38] and is designed to function at over 40m deep waters. The first full-scale 750kW prototype was deployed at the EMEC testing site at Orkney in August,

![Figure 2.6: (a) P2 Pelamis working in Orkney [35]. The articulated OB device exploits the relative motion of its parts induced by waves. This motion is received by hydraulic cylinders which act on pressurized oil; (b) An inside look at the Pelamis device [36];](image)
2004. However, the achieved and reported output from these sets of experiments was on average 150kW on a 30 mins basis from a 2007 measurement [36]. After that, the first wave harnessing farm was installed offshore Portugal with 3 Pelamis WECs rated in total at 2.25MW in September, 2008 but only worked for a couple of months. These were known as P1 Pelamis devices since the introduction of an updated design, P2. Two of these new machines have been deployed at Orkney, EMEC for testing in 2010 and 2011 and later updates on the P2 performance show that around 70% [39] of the available energy was exploited and average power output of 100 kW but final reports are awaited. Note that the P2 Pelamis is 180m long.

Another design is the Oyster developed by Trevor Whittaker and his team in Queen’s University of Belfast from 2002 [40, 41]. In 2005 the design was ready to be prototyped and Aquamarine Power was formed to develop this device. Oyster is a near-shore, mounted at the seabed, submerged OB comprising of a wide buoyant flap hinged at its bottom oscillating under the wave surge action. This motion is translated through hydraulic cylinders acting on high pressure water. This hydraulic system drives a Pelton wheel turbine located onshore to generate electricity (Fig. 2.7). It is quite uncertain if the device can be regarded as a terminator since the flap’s main surface lies perpendicular to wave direction but it is much less wide than other terminator devices. In 2009 Oyster 1, as the project was named, was deployed at EMEC’s testing site in Orkney rated at 315kW. The flap was 18m

![Figure 2.7: (a) A general overview of the Oyster WEC and its power take-off system [40]. The surge motion of waves force the flap to oscillate, a motion which is transferred to hydraulic cylinders. An onshore Pelton turbine converts the energy stored in the medium (sea water) to electricity; (b) The Oyster at the construction site before deployment [41];](image)
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Figure 2.8: Data of the laboratory tests performed on the Oyster in a wave tank [42]; (a) Average tapped power during the tests against the flap width; (b) Efficiency (capture factor) of the prototype for different flap width trials;

wide and 11m high and was deployed at 12m deep waters. Even though this was a small scale proof-of-concept project, earlier wave tank tests [42] showed performance against flap width as in Fig. 2.8(a) and efficiency as in Fig. 2.8(b). A next generation Oyster 800 [43] was installed in Orkney and another two will be installed to achieve total capacity of 2.4MW. The new design flap has 26m width and 12m height and operated generating 1 MWh in 5 hours [44].

Moving to the overtopping class, the Wave Dragon was originally developed from the late 1980s. In 2003 a prototype was deployed in Nissum Bredning, Denmark until January 2005 [32]. The Wave Dragon is an offshore WEC which uses two reflectors to concentrate waves before overtopping the ramp and driven to the reservoir. The potential energy of the gathered waters is harnessed through low-head turbines,

Figure 2.9: Views of the Wave Dragon overtopping device; (a) Side view. Waves build up so that to be directed into the lifted reservoir. The collected water returns in the ocean through Kaplan turbines generating electricity; (b) Top view. The characteristic reflectors could be seen, used to collect waves without causing them to break. [45]
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Figure 2.10: (a) The Wello Penguin device is a point absorber OB or rotating mass device with the newest classification [47]. An inner eccentric mass exploits the roll and yaw motion of the floating device to rotate and drive a generator; (b) The Anaconda attenuator [48]. Bulge waves are excited within a destensible tube filled with water, at the one end of which, a generator is attached relieving the bugle pressure in favour of electricity.

before the waters are returned to the sea. The device is moored in relatively deep waters (>25m). Figure 2.9 presents a sketch of the full-scale device of 4 MW and 260m width to be deployed at Ekofisk, North Sea, Denmark. However, until now the only available experimental data concern the 1:4.5 prototype deployed at Nissum Bredning rated at 20 kW with a 58m total width [46] and a 1:1.5 at Hanstholm rated at 1.5 MW and producing 640 MWh/yr out of a 6 kW/m sea.

There are a lot of WECs that have been developed at different stages such as Bolt 2, Penguin, SSG, SEAREV, Seatricity, Waveroller, Archimedes Wave Swing, Aquabuoy, Anaconda, etc. Some of them are actually utilizing a pendulum-like mechanism (SEAREV, Salter’s Duck, Penguin). Next, Table 2.1 concentrates some of the WECs developed so far classifying them by their operating principle and listed along with their power output density, with R denoting rated power output. It must be noted that these reported numbers reflect the performance of the corresponding devices under versatile conditions, ranging from laboratory tests up to full-scale sea deployments. Of course, if a comparison is attempted, it can my no means lead to final conclusions, which also reflects the current unsettled state of the field.

Yet, there is a striking observation with a deeper impact on the development of wave energy. The performance of OBs overtakes the power output of OWCs and large overtopping terminators. This is emphasized by Salter’s Duck and the Oyster when
Device | Type | Power Output (kW/m) 
--- | --- | --- 
LIMPET | OWC | 2.5 
Pelamis | OB Attenuator | 1.5 
Oyster | OB | 10.0 
Wave Dragon | Overtopping | 0.34 
SSG | Overtopping | 1.7 
AWS-III | Other | 41.6(R) 
Bolt 2 | OB Point absorber | 14.0 (R) 
Penguin | OB | 16.6(R) 
Wave Roller | OB | 2.2 
AquaBuoy | OB Point absorber | 5.4 
Anaconda | Attenuator | 6.6 (R) 
Pico | OWC | 2.6 
OSPREY | OWC | 2.0 
McCabe Wave Pump | Attenuator | 6.4 
Salter’s Duck | OB | 29.7 
Mighty Whale | OWC | 0.2 

Table 2.1: List of the more important WECs shortlisted against their operating principle and presented along with their power output density in kW/m.

compared with LIMPET and the Wave Dragon. A confusion should be avoided here with attenuators (Pelamis, Anaconda), whose power output is based on their length and not the wave front they take up, which is much smaller than their length.

This lead of OBs points the way towards a slightly different path than the current one. The competition with other applied RE technologies, e.g. nuclear power in the 1980s, has driven the development of WECs to aim at large power production units, such as the large structures consisting the OWCs. On the other hand, OBs are smaller, less complex devices with lower nominal power output, but overall, with a higher power output density, as Table 2.1 shows. This means that wave energy conversion would be more efficient in remote applications where the high power density of point absorbers and other OBs could cover the limited power needs of offshore platforms, meteorological stations, offshore field research, maintenance of offshore wind turbines etc. with the advantages of possible relocation of the devices and flexibility in the size of the deployed array to meet specific needs.

Nevertheless, there is a significant drawback with WECs which blocks the way forward, with the case of Salter’s Duck being indicative of the challenge. This device is by far the most efficient WEC to date with a power output of 29.6 kW/m. Even
though this number comes from laboratory tests and it is reasonable to expect it to drop in real sea operation, one could recognize the strong potential. However, the cost of construction per kW and the high dependence of its performance on the sea state were the main reasons for which nuclear power was preferred in the 1980s. Ever since, the main challenge in the field of wave energy is cost reduction.
Despite the abundance of WEC technologies, the share in the global energy production is insignificant mainly because of the uncompetitive cost. Currently, wave energy is considered to be the most expensive source of producing electricity. (Fig. 2.11). Example given, a study from 2005 on the OWC devices rated the energy cost of shoreline devices at 17.5p/kWh (LIMPET project in Orkney) while the cost reduces at 9.6p/kWh for a near-shore 22.5MW OWC device [50]. The Carbon Trust in a recent study estimated the cost of wave energy at 38-48 p/kWh [51] with the 2011 state of the industry. Currently, the World Energy Council placed this range at 28-49 cUSD/kWh, when at the same time as Fig. 2.11 shows, conventional sources and mainstream REs provide electricity with just over 5 cUSD/kWh [49]. Furthermore, wave energy is considered a capital intensive industry requiring significant initial investments of 6450-13500 € /kW [52].

Even though the current cost is beyond comparison with that of conventional energy production, one should take into account that most WECs are in the R&D stage with only a handful of devices at the commercialization stage. Nevertheless, there is grounds for belief that areas such as power take-off systems, installation, operation and maintenance, station keeping, grid connectivity as well as a new generation of concept designs are offered for cost reduction through earned experience and optimization [51].

2.2 Parametric pendulum

One of the most interesting phenomena in dynamical systems, known as parametric vibrations, is the vibrating response of a system to time-dependent variations of one or some of its parameters, such as the inertia, the damping and the stiffness [53–57]. The externally applied forces that cause these variations are referred to as parametric excitation. This is the notation that will be used hereafter to distinguish from external excitations, “which lead to inhomogeneous differential equations with constant or slowly varying coefficients” [53], such as the weight of a mass suspended by a spring. The most characteristic feature of these systems is that a resonance occurs at twice their natural frequency (principal parametric resonance), while one
is likely to come across other interesting phenomena, such as chaotic response [54].

This class of dynamical systems could be met in a wide range of engineering applications [53, 54, 56]. Several mechanical systems and large structures could experience parametric resonance. A cantilever beam undergoing axial forcing experiences parametric vibrations [53, 54, 58] shown in Fig. 2.12(a), the surface waves in a vertically excited cylinder filled with water [59], the roll motion of ships and offshore structures [56] and even more complicated mechanical structures such as the turbine engines of a plane that are elastically suspended by its wings [54], large structures and bridges [60, 61] and energy harvesting applications [55, 62] all could experience vibrations falling in the broad class of systems undergoing parametric vibrations. Furthermore, electrical systems e.g. a circuit with constant impedance and varying capacitance (Fig. 2.12(c)), micro-electromechanical systems used in actuators and sensors [63], can undergo parametric vibrations.

However, a pendulum having its pivot point displaced by a time-dependent force is the most representative of these examples (Fig. 2.12(b)). The parametric pendulum is used throughout the literature to demonstrate the dynamical properties of this class of vibrations, including the instability of the response, the structure of the resonance curves, the rich bifurcations that can be observed, the resulting chaotic response.
2.2.1 Linear stability

A fundamental system in the study of parametric vibrations is described by the Mathieu equation, a special case of the Hill equation with periodic forcing [53, 64, 65], which describes linear systems with time-varying stiffness. In the context of the parametrically excited pendulum, the Mathieu equation corresponds to the linearization of the equation of motion assuming a very small angular motion of the pendulum ($\sin(\theta) \approx \theta$) and essentially describes the dynamics of the equilibrium point. The general mathematical expression of this class of systems is:

$$\ddot{\theta} + (\delta + 2\epsilon \cos 2t) \theta = 0$$  \hspace{1cm} (2.1)

Mathieu [66] introduced this equation while studying the vibrations of an elliptical membrane. Floquet’s theory [53, 54] developed as early as 1883 to provide an analytical solution to the problem and proved that the normal solutions of Eq. (2.1) are the product of a periodic, thus bounded, function with an exponential one. The latter’s argument is the product of the characteristic exponent with time [53]. Depending on the sign of the characteristic exponent, these solutions are bounded (negative sign), periodic (equal to zero) and unbounded (positive sign) as $t \to \infty$.

![Figure 2.13: The Strutt diagram [53]. Illustrative separation of the stable solutions of the Mathieu equation, - Eq. (2.1), from the unstable ones (shaded area) with respect to the parameters of the system.](image-url)
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On this basis, the so-called Strutt diagram has been produced [53, 67], illustrating the dependence of the stability of the solution of Eq. (2.1) on the parameters $\delta$ and $\epsilon$. In Fig. 2.13, the regions of stable solutions are separated from the unstable ones in the shaded area.

There are several analytical techniques for deriving the stability-instability boundaries including Hill’s infinite determinants, perturbation methods, Lyapunov stability theory [53, 64, 65]. The structure of the stability-instability boundaries contains the so-called resonance tongues, which are the zones at which unstable solutions arise for low $\epsilon$. In terms of frequencies, these tongues initiate at particular frequency ratios and specifically, for $\omega/\Omega = 2/n$, $n = 1, 2, 3, \ldots$ with $\omega$ the exciting frequency and $\Omega$ the system’s natural one. Note that $n = 1$ leads to the double frequency ratio and the principal parametric resonance. Another known effect is connected to viscous damping, which has been found to displace the whole diagram towards higher values of $\epsilon$, or in other words, increasing energy dissipation requires higher input energy from the excitation to achieve the same response [53].

In view of the response of a pendulum to parametric excitation, Eq. (2.1) is an expression of the linearized equation of motion. It is well-known in the stability theory of nonlinear systems [65, 68], that the stability of the trivial solution could be extracted from the linearization of the equation of motion around the neighborhood of the equilibrium point. Unstable solution of Eq. (2.1), means that the pendulum escapes from the potential well of the equilibrium and starts swinging, even though this expression cannot describe this motion and one needs to resort to the pendulum’s full dynamics.

2.2.2 Stochastic excitation of the linear system

The influence of randomness on dynamical systems has been a major front in the past decades. A broad subject arises by the time that the parametric excitation of the linear system in Sec. 2.2.1 cannot be considered periodic and has to be treated as a stochastic process. There are many textbooks on stochastic excitation of dynamical systems and some are concerned with random parametric vibrations [57, 69, 70].
Ibrahim [57] concentrated and presented numerous works on random linear systems with time-varying coefficients. Linear systems with coefficients perturbed by wideband stochastic processes were discussed. Ariaratnam and Tam [71] extended the stochastic averaging of Stratonovich [72] who studied the system with random wideband stiffness, to include a periodic term added to the perturbation of the stiffness coefficient around the region of the principal parametric resonance. Extensive review on averaging techniques of stochastic systems can be found in [57, 73]. The stability of the linear system is reflected onto the stability of the first and second moments, shown in Fig. 2.14.

Figure 2.14: Stability curves computed by Ariaratnam and Tam [71] through stochastic averaging around the principal parametric resonance ($\nu/2\omega_0 = 1$) and the method of moments [57, 69], for exponentially correlated random excitation; (a) the stability diagram for the first moment; (b) the stability diagram for the second moment where $k$ controls the damping coefficient, $\sigma^2$ the noise intensity and $\epsilon$ is a small parameter.

Dimentberg [69] conducted a comprehensive study on random systems with parametric excitation. Among numerous others, linear systems with disordered periodic parametric excitation were considered. First, nonlinear damping was added to the system studied in [71] and the influence of the stationary broadband random fluctuation of the periodic variations of the stiffness were considered through stochastic averaging. The critical value of damping for instability and an expression for the variance of the response amplitude were derived and it was shown that noise can have a stabilizing effect due to the induced fluctuations of the phase of the response process and a destabilizing one through the influence on the amplitude equation.

Furthermore, the linear stiffness fluctuated by imperfect periodic variations has also
been considered in [69]. This model assumes random frequency of the sinusoidal variations in Eq. (2.1) by a broadband process. The resulting excitation is similar to the output of a linear filter, with the main feature being the narrow-band spectral density [74, 75]. This type of excitation is commonly referred to in the literature as narrow-band random excitation [74–83] and this term will be adopted here as well.

The stability of the response of the linear system to parametric narrow-band excitation has been the subject of a plethora of studies. Dimentberg [69] applied stochastic averaging to calculate the PDF of the phase process through the Fokker-Planck-Kolmogorov (FPK) equation. The expression for the critical damping that was derived allowed for quantification of the stabilization effect – Fig. 2.15(a) – in terms of the increase of the minimum excitation amplitude needed to cross the critical value and its relation to the noise intensity. The same system has been investigated by Wedig [74] with a different approach. The Lyapunov exponent of the amplitude process has been numerically calculated to arrive at similar conclusions regarding the stability of the response (see Fig. 2.15(b)). Moreover, Rong et al. [78] used the multiple scales method [84, 85] to derive the equations with respect to the amplitude and phase of the response. The FPK equation was solved for the phase process and the Lyapunov exponent was used as an instability indicator. The multiple scales method obtained results similar to Dimentberg [86] and Dimentberg et al. [87] who followed up on previous work and elaborated on the formulas for the critical damping. The mean-square stability and the corresponding boundary formulas have been derived through the method of moments [57, 69] as well. A comparative analysis was performed between mean-square stability and stability in probability against the excitation’s and system’s bandwidth by Dimentberg et al. [87]. Much lower excitation bandwidth was found to eliminate the differences between the two approaches while increasing this ratio would converge to a maximum ratio given constant system parameters. The mean-square stability of the Mathieu equation with parametric narrow-band excitation was also investigated in [79], where a truncated infinite hierarchy of linear differential equations for the mean response was developed. The eigenvalues of this system were used to determine the mean-square stability, overcoming the requirement for small excitation parameters inherent to
Chapter 2: Literature review

Figure 2.15: (a) Instability boundaries for the principal parametric resonance of the linear system calculated based on a stochastic averaging approach jointly with solving the FPK equation for the phase process with $\lambda$ being the excitation amplitude, $\nu$ – the excitation frequency and $\Omega$ – the system’s natural frequency. According to the notation used by the authors, the damping coefficient was defined as $c = 2\alpha m$, which reflects that $\alpha/\Omega = c/2m\Omega = c/c = \zeta$. Thus, the boundaries presented here were computed for a constant damping ratio $\zeta = 0.01$. Increase of the noise intensity $D_0$ leads to the boundaries being pushed upwards close to the resonance and become wider [87]; (b) Lyapunov exponents calculated numerically for the same linear system undergoing the same type of excitation. The numerical analysis includes the total of the parametric resonances [74].

previous studies based on stochastic averaging. The almost sure stability of the $p$th moment was discussed in [82, 88], where a perturbation technique was utilized to derive approximate analytical results and compare them against numerical ones.

In addition, parametric narrow-band excitation has been considered in conjunction with deterministic excitations. Sri Namachchivaya [89] applied a stochastic averaging method and solved the FPK equation for the phase PDF for a linear system with narrow-band parametric and external harmonic excitation. The almost sure stability of the MDOF system was evaluated by means of the Largest Lyapunov Exponent (LLE). Dimentberg et al. [77] derived the mean-square stability of the same system using the method of moments, with the difference that they considered a narrow-band density for the external excitation too. Also, a combination of a harmonic and narrow-band excitation, both parametric, was investigated in [76] using the multiple scales method and Lyapunov exponent analysis. Other studies [80, 81, 90] have considered a similar excitation for Duffing-type oscillators as well, even with combined external and parametric excitation [90].

A common conclusion throughout the aforementioned literature is the fundamental feature of the randomness of the excitation to simultaneously stabilize the response
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to lower amplitudes close to the resonance and destabilize it for higher amplitudes and more detuned excitations. Intuitively, looking at Fig. 2.15(a), the instability boundaries move upwards and get wider with increasing noise intensity. This is an important characteristic which will be considered hereinafter.

2.2.3 Nonlinear dynamics of the pendulum

Considering a nonlinear restoring force, and particularly a sinusoidal dependence of the stiffness on the displacement, one is led to the original equation of motion of a pendulum. The pendulum is a classical system widely used for demonstrating fundamental properties of nonlinear dynamical systems [53, 65, 68]. Within the context of parametric vibrations, pendulum systems enjoy a respectable attention primarily through a time-varying stiffness and secondarily through nonlinear damping.

The response of a pendulum to parametric excitation by a harmonic force is characterized by a rich dynamics. The counterintuitive outcome of the stabilization of the up standing position has been shown as early as in 1908 by Stephenson [91], as Clifford and Bishop [92] report. A rich variety of homoclinic, saddle-node, pitch-fork bifurcations and period-doubling cascades (Fig. 2.16) could also be observed modifying the motion of the pendulum among oscillatory, rotary and even chaotic response.

Koch and Leven [9] used the Melnikov method to identify homoclinic bifurcations in the response of a vertically perturbed pendulum. Applying a second order averaging on the Melnikov functions, the authors identified that increasing excitation amplitude gives rise to a series of period-doubling bifurcations leading to homoclinic orbits. The analytical results were confirmed against numerical investigation. The homoclinic bifurcation is a known indication for the route to chaos, a behaviour that has been reported for the parametric pendulum by Leven and Koch [93]. The period-doubling route to chaos has also been experimentally found [8], side by side with subharmonic periodic motions arising from a saddle-node bifurcation. The authors also reported that the difficulty of recording periodic orbits would increase with higher periods due to small size of their attractors which nevertheless were
found to coexist. Symbolic dynamics have been applied in [94, 95] to analyze the oscillatory response with a view on the escape from the potential well. For the latter in particular, Clifford and Bishop [96] employed a harmonic balance method in conjunction with the critical velocity criterion targeting the zone where no stable non-rotating orbits exist.

Bishop et al. [97] studied the symmetry-breaking pitchfork bifurcations experienced in the response of the parametric pendulum. The authors numerically constructed bifurcation diagrams in which they also reported the period-doubling bifurcations of the first three resonance zones. The pitchfork bifurcation boundary was found to break the symmetry of the period-2 oscillations before the period-doubling cascade unfolds the route to chaos. This bifurcation was connected to a counter-intuitive possibility of reduced response amplitude with increasing excitation amplitude. It was emphasized that this reduction might as well indicate the forthcoming cascade and the symmetry-breaking was in general understood as a sign of escape from the potential well of the downwards hanging equilibrium. In a subsequent work, Sofroniou and Bishop [98] studied a perturbed asymmetric model by means of a harmonic
balance method. The induced asymmetry eliminated the symmetry-breaking pitch-fork bifurcation with the period-doubling cascade leading to escape from the bottom well.

The global bifurcations that lead to the escape zone have also been studied in [99]. The boundaries of the coexisting rotating and oscillatory attractors have been found to be fractal-based, an indicator of the existence of chaos in the system. The role of the oscillation-rotation attractors in the occurrence of chaos but for an externally excited pendulum were also studied in [100]. Moreover, the chaotic response has been reported in [101] where chaos was found to occupy a significant portion of the parameter space as opposed to rotating and oscillating chaos which were found in narrow regions. Though interesting enough, chaos is mainly avoided in engineering applications with control strategies designed towards that, such as in De Paula et al. [102], where the extended time-delayed feedback was applied to control the development of the bifurcations and steer the response away from chaos. Lenci and Rega [103] on the other hand, examined the properties of the oscillatory and rotary attractors in the parametric pendulum testing their dynamical integrity. Two measures were employed towards that, the global integrity measure and the integrity factor. Their analysis measured the robustness and the “safe region” of each attractor and unveiled the mechanism with which rotary attractors lead to erosion of the oscillatory ones.

However, as interesting as the oscillatory response of the parametric pendulum and the associated bifurcations might be, many researchers have been concerned with the rotational response by applying analytical [9, 104–107] and numerical [7, 108–110] techniques.

In an extensive numerical study, Xu et al. [7] built the full structure of the resonance curves calculating the Lyapunov exponents for varying excitation frequency and amplitude. In that way, PSPs – Fig. 2.17 – were constructed for different initial conditions and damping values denoting the type of the response in each point of the grid. Asymptotically stable response (F), period-1 and period-2 oscillations (O1 and O2 respectively), period-1 (R1) and period-2 (R2) rotations, chaos (C) and
mixed periodic oscillatory-rotary response of period-1 and period-2 were reported. Pure rotations have only been found for the principal parametric resonance zone.

From a design point of view, the approach of PSPs offers the advantage of joint variation of the frequency and the amplitude of the excitation as opposed to bifurcation diagrams, functioning as a more complete tool in the search of rotational response. This important study has been done on the groundwork offered by previous numerical studies [108, 109] as well as the bifurcation analyses presented before. Clifford and Bishop [108] were too concerned with mapping the rotational response of the parametric pendulum. Their view was highly attached to the escape from the potential well problem and they concluded the ambiguity of the non-existence of a certain boundary separating rotations from oscillations, meaning that such a boundary would not exclude the occurrence of a rotational solution below it. Rotations were treated with respect to their period $n$ and the number of full revolutions $r$ within each period and were denoted as $(n, r)$. A saddle-node bifurcation was recorded giving rise to $(1,1)$ rotations followed by a period-doubling leading to $(2,2)$ rotations and initiating a cascade to chaos. This devolves to $(1,1)$ rotations through a reverse period-doubling cascade. This work [108] is the first to have purely considered the rotational solutions and their classification after the early work by Koch and
Figure 2.18: Boundaries of the saddle-node bifurcation occurring in (a) the elliptical excitation of the pendulum’s pivot and (b) the tilted excitation within the parameter space with $\omega$ being the ratio of the exciting frequency over the natural one and $p$ the non-dimensional excitation amplitude. Solid gray lines denote numerical calculation of the bifurcation boundaries and colored lines the approximate analytical evaluation through asymptotic method. The parameter $e$ controls the ratio of the excitation’s horizontal amplitude over the vertical. Analytical estimations of the boundaries hold good agreement with the numerical results in the high frequency range [106].

Leven [9]. Garira and Bishop [109] attempted to further standardize the rotational solutions distinguishing different types of rotational motion.

Along with the numerical studies, one would have to pay attention to the analytical work carried out to seek rotational solutions. Regarding the vertically excited parametric pendulum, Xu and Wiercigroch [105] employed the multiple scales method to analyze the pendulum when its response angle is small (the linear system in Sec. 2.2.1) and large as well. The approximate analytical solution of period-1 rotations were obtained and the analytical boundaries were benchmarked against numerical results. Further analytical treatment was performed by Lenci et al. [104], who employed a perturbation method which considered the trajectory of the solution thus incorporating the initial conditions. An explicit formula for the first-order terms of the system’s map was obtained while higher order ones involved numerical calculation of the associated integrals. The stability of the rotating solutions was extracted through the Jacobian of the map. The authors reported an excellent agreement with numerical results of the trajectories and effective prediction of the saddle-node bifurcations. This method has also been extended to the case of combined vertical and horizontal excitation [111].
Besides these studies, several modifications of the governing equation of a simple pendulum have also been considered, mainly related to the direction of the excitation. Schmitt and Bayly [112] considered the horizontal harmonic perturbation of the pivot point. The method of multiple scales was employed to predict the mean angle bifurcations, later to be tested against numerical and experimental results. A rather interesting finding was that the experimental imperfections which could be thought of as a bias external torque in the system, destroys the pitchfork bifurcation and replaces it with a saddle-node. This is analogous to the effects of an asymmetric model reported by Sofroniou and Bishop [98] for the vertically driven pendulum. A planar pendulum was considered by Mann and Koplow [113] having a tilted direction of its pivot’s motion. Again, the system was treated by the multiple scales method up to the second order and the mean angle bifurcations revealed a symmetry-breaking for the tilted excitation as well. Experimental verification followed the analytical predictions. Morrison and Wiercigroch [114] used the Melnikov function to identify the homoclinic bifurcation in an elliptically excited pendulum. The lower bounds for the escape to rotations was connected to the occurrence of the homoclinic bifurcation as in [9] for the vertically driven pendulum, and a small but quantifiable reduction of this boundary was found for increasing ellipticity of the excitation. The rotational solutions of the planar pendulum have been sought by analytical means. Pavlovskaia et al. [106] used an asymptotic perturbation method to track rotational solutions for both the elliptical and tilted pendulum. Numerically constructed basins of attractions and phase plots were used to verify the derived formulas. The comparison with previously [110] extracted parameter boundaries via numerical means showed that the analytical approximation, shown in Fig. 2.18, could predict correctly the boundaries for higher frequencies, while in the range of lower frequencies the analytics were not able to spot the upwards shift of the saddle-node bifurcation. Yet, the qualitative difference between the tilted and elliptical excitation was visible with the former incurring a less abrupt shift. Belyakov [107] used the multiple scales method to derive approximate rotational solutions for a pendulum excited by an ellipse, close to a circle for high frequencies.

Horton et al. [110] conducted an exhaustive numerical study concentrating on the
bifurcations experienced by the elliptically excited pendulum in a large area of the parameter space. Their analysis was separated into presenting the oscillatory response with the corresponding fold, pitchfork and period-doubling bifurcations. On another level, the bifurcation curves associated with the rotational response were presented in the 2D parameter space and compared against the purely vertical excitation case. An important observation is that the bifurcation bounds are differentiated for each direction of the rotations. It was found that lower amplitudes are required for rotating unidirectionally with the elliptical excitation. More significantly, the distinct principal and secondary resonance tongues merged into one confined by a period-doubling and a fold bifurcation.

Moreover, the nonlinear pendulum equation has been a subject of stochastic analysis as well. Yet, most studies considered an external Gaussian white noise excitation (see for example [69, 115–118, and references therein]), modelling randomly fluctuating torque applied at the pivot. In these cases the usual track of action is attempting to solve the FPK equation to extract the PDF of the response using different methods such as early path integrals [115], Monte-Carlo (MC) methods [116, 117], finite element based discontinuous Galerkin method [118].

As long as parametric stochastic excitation of this nonlinear system is considered, the FPK equation is much more difficult to solve, especially when the white noise excitation is filtered. A direct white noise parametric excitation of the nonlinear pendulum was considered in [119–122]. Landa and Zaikin [119] and Landa and Zaikin [120] considered the randomly fluctuating stiffness of the pendulum under nonlinear damping. The nonlinearity was expanded in the Taylor series and an asymptotic expansion of the solution was used to attain a solution to the FPK equation. The adopted approach was benchmarked against numerical realizations of the stochastic system addressing the problem of distinguishing deterministic chaos from stochastic oscillations. Following on that, a harmonic control force was proposed in [121] and the intensification or the suppression of noisy oscillations was investigated. It was found that noise induced phase transitions result in the appearance of a stable attractor around the upper equilibrium. A similar system was considered by Perkins and Balachandran [122], linearly damped with parametric excitation consisting of
a harmonic part and a white-noise Gaussian process. The bifurcation stabilizing the saddle fixed point was considered in the stochastic frame. Noise was found to stabilize the saddle for forcing parameters that in the deterministic frame lead to unstable behaviour of the upper equilibrium. Thus, one could understand this as a noise-induced bifurcation and based on that a controlling scheme depending only on the noise intensity was proposed allowing to switch between the two stable equilibria.

The manipulation of a Gaussian white noise, though, becomes more difficult when it is filtered to a narrow-band process. Liu and Zhu [123] were concerned with the homoclinic bifurcation triggering the onset to chaotic response of the pendulum to periodic excitation. They considered the so-called disordered periodic excitation or sinusoidal excitation with random phase modulation. The random Melnikov process was utilized to derive threshold for the homoclinic bifurcation adjoint with numerical calculation of the LLE as a comparison frame for the former. A similar model was considered in [124, 125] of external and parametric excitation with randomly fluctuating frequency by a Gaussian white noise. This work followed the question of the stabilizing effect of noise on chaotic attractors. MC simulations were conducted and the LLE was calculated for several forcing cases to demonstrate this effect.

Further on, a handful of studies were focused on the rotational response of the pendulum under stochastic parametric excitation. Litak et al. [126] conducted MC simulations for a limited number of forcing conditions and constructed bifurcation diagrams with respect to the standard deviation of the random process perturbing the frequency of the excitation. The rotational number, being the ratio of the mean response velocity over the mean excitation frequency, was used to indicate the type of the response and based on that, it was found that rotational motion eventually degenerates to chaos. A similar procedure of bifurcations of the rotational number was employed by Horton and Wiercigroch [127] with the difference in the model of the noise. Specifically, a second order linear filter was used with a Gaussian white noise as an input. The output of this filter is a narrow-band process with a spectrum equal to the previous model. Also, the realization of the stochastic process was performed according to the spectral representation found in [128]. This
study also reported a transition to chaos with increasing noise intensity for a limited however number of parameter pairs.

2.2.4 Autoparametric system

Autoparametric systems is a class of dynamical systems which have at least two DOFs, one of which is called the primary system and the other secondary. Tondl et al. [55] define these systems by stating “the vibrations of the primary system act as parametric excitation of the secondary system, which will no longer remain at rest”. A typical example of this class is a pendulum attached on a mass which is suspended on a spring (Fig. 2.19). The study of these systems mainly originates from the development of vibration absorbers [54, 55, 129–132] but have been used to model other dynamical structures such as the effect of heave and pitch motion on the roll of a vessel [55, 133, 134] and flow induced vibrations of self-excited systems [135, 136]. A broad review of the characteristics and applications of such systems can be found in [54, 55, 133, 137].

Haxton and Barr [129] introduced the study of a typical autoparametric system in the context of a vibration absorber aiming to reduce the amplitude of the vibrations of the primary mass through the parametric vibrations of an attached cantilever.

Figure 2.19: Sketch of a pendulum autoparametric system. Vibrations of an elastically suspended mass $M$ parametrically excite a pendulum hinged on it.
Theoretical and experimental response curves of the amplitude of the primary mass suggested the efficiency of the concept for low excitation amplitudes. For higher amplitudes, the harmonic balance method was employed [138, 139] to obtain stable harmonic solutions. It was found that increasing excitation amplitude leads to amplitude modulated solutions and further increase to chaotic response. Bajaj et al. [130] considered the averaged equations of the first order and the response amplitudes were sought for a system with a pendulum instead of the cantilever. Hopf bifurcations were detected resulting in limit cycles and then to chaos after a period-doubling cascade. The second order averaging was considered by Banerjee et al. [140]. Cartmell and Lawson [131] used the multiple scales method to model the response of an experimental setup of this vibration absorber design. A control method based on the detuning was applied to optimize the absorber’s performance. Song et al. [132] used the harmonic balance method and a third order approximation to analyze the response characteristics of a pendulum-mass autoparametric system. The amplitude range of the pendulum for which the approximation was found to be reliable was evaluated with respect to the corresponding suppression the primary amplitude. More complicated layouts have also been studied, considering nonlinearities in the primary system [141–144] or multiple pendulums [145]. One should not neglect to mention the studies considering random excitation of autoparametric systems. The classical cantilever vibration absorber has been considered by Ibrahim and Roberts [146, 147] excited by a broad-band stochastic process, and was analyzed by means of a Markov vector approach and an assumption of Gaussian closure of the dynamic moments equation. Roberts [148] extended the previous work applying a perturbation analysis to extract the mean-square stability boundaries, followed by experimental confirmation. Recently, Onu et al. [149] applied stochastic averaging of the autoparametric system with linear primary subsystem and a pendulum as the secondary one.

Within the frame of the autoparametric pendulum structure, one might consider an additional pendulum with an independent DOF hinged to the primary mass in Fig. 2.19, similar to the general model in [145]. This brings up another interesting phenomenon besides the suppression of the vibrations of the primary system, namely
the synchronizing effect. Huygens was the first to observe the phenomenon of synchronization in his famous two pendulum clocks and since then it has found several applications [150, 151]. Apart from the small amplitude oscillations, synchronous rotational motion of multiple pendulums has been considered in the literature. In particular, an extensive review of the studies concerned with \( n \) pendulums mounted on a beam can be found in [152]. Czolzynski et al. [153] considered \( n \) identical pendulums hinged from a horizontally excited beam, rotating in the same direction as a result of an external torque excitation. Complete and phase synchronization was identified through numerical solution of the case of \( n = 2 \) and \( n = 3 \). The conditions for synchronization and the average phase shift between the pendulums in the synchronized state were also approximated analytically by assuming harmonic motion of the pendulums. The same procedure of the synchronization momentums supported by numerical solutions has been followed in [154] where one of the \( n \) pendulums was rotating in the opposite direction. A richness of different types of synchronization states was reported despite the opposite direction of rotations. Lazarek et al. [155] considered two pendulums driven by different torques. Among the synchronized states that have been found numerically, the authors reported the case of a rotating pendulum attracting the second one, initially at rest, to a rotating regime with synchronized mean velocity. Extending their previous approach, Czołczynski et al. [156] considered a number of self-excited pendulums dissipated by van der Pol damping and hinged by a beam with a vertical DOF. Several types of synchronization were observed in the numerically calculated oscillatory response depending on the number of the considered pendulums including complete, anti-phase, quarter-phase, 60°, 120°, 90°+90°. The beam free to vibrate in the vertical direction has been considered when carrying elastic planar pendulums as well [157], where synchronized rotations were detected. Besides numerical and approximate analytical approaches, there has been experimental proof of the synchronized rotational motion of pendulums with autoparametric excitation. Strzalko et al. [158] studied the response of two sets of pendulums mounted on a vertically vibrating platform and identified through a custom experimental rig 1:1 and 1:2 synchronized rotations to the oscillations of the platform. Experiments showed a severe sensitivity of the synchronized states to the parameters and the initial conditions of the system.
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The time delayed feedback control method was applied to initiate and maintain the synchronization of two pendulums parametrically excited by a shaker in an experimental rig [159, 160]. Complete and antiphase synchronization was reported under the influence of the control.

2.2.5 Experimental efforts

Several experimental studies have been devoted to demonstrate the rich properties and features of the response of a pendulum to parametric excitation, mostly focusing on the stability of the upper equilibrium, or the so-called inverted pendulum [161, and references therein], as well as more complicated pendulum designs [162, and references therein]. The horizontally shaken pendulum has been studied by Schmitt and Bayly [112] who applied the multiple scales method along with experimental excursions of the studied cases. Non-zero mean angle of the response has been reported along with deviations from the theoretical results. This disagreement motivated the study by Mann and Koplow [113], who reported experiments on the planar parametric pendulum, a work aiming to explain these discrepancies between experimental observations and theoretical predictions of the response of this system. It was shown experimentally that small deviations from the purely vertical or horizontal direction of the excitation result in symmetry-breaking bifurcations and relocation of the mean-angle bifurcation point of the equilibrium.

With respect to wave energy harvesting, Xu et al. [163] have studied the response of a simple pendulum to the periodic excitation provided by an electromechanical shaker. The 4-DOF mechanical model describing the dynamics of this complex system were investigated and compared against experimental results. Previous numerical studies attempting to map down the criteria for the excitation parameters that lead to rotational response of the pendulum were evaluated. The study tracked down and reported rotational response of the experimental rig which was also aligned to the theoretical and numerical predictions. Further on, another step was taken towards more realistic excitation supporting the proof-of-concept for this device. Lenci et al. [164], Lenci and Rega [165], Lenci [166] launched and reported a series of experiments where a simple pendulum attached onto a buoy was let to float on water...
waves generated in a laboratory wave flume. An unambiguously vast number of excitation parameter pairs were tested and different types of motion were recorded, namely oscillatory, rotary and period-doubled rotations. Electricity generation was demonstrated through powering a LED by the rotating motion of the pendulum.

2.2.6 Summary

The review of the studies on the parametric pendulum clearly reveals the importance of this dynamical system and the interest it has attracted over the years. The richness of bifurcations motivated numerous authors to explore the dynamics of this system, aiming to rigorously deduce the bifurcation diagrams that would allow one to confidently predict the response of the pendulum in a deterministic framework under a harmonic excitation. Intensive efforts were also devoted to the stabilization of the upright position, as well as to the boundaries of the chaotic attractors. With a view to the rotating potential of the parametric pendulum, the work by Xu et al. [7] condenses the advances in the study of the rotating orbits down to a comprehensive construction of PSPs identifying the regions leading to rotary response. This numerical study is a rather substantial one from an engineering design point of view, offering the option to deliberately manipulate the length of a pendulum, such that a rotary response would arise under a given harmonic excitation. Subsequent studies considered systems of increased complexity, utilizing even analytical tools within the same framework, while others provided experimental verification of the numerical results.

However, an environmental excitation can hardly be treated as a deterministic one. The vast majority of the previous studies considered a perfectly harmonic excitation of the pendulum’s pivot, which is rather unrealistic especially when the pendulum is driven by the bobbing motion of ocean waves. The handful of studies that considered a random narrow-band excitation were limited with respect to the forcing conditions that were considered and the completeness of the applied methods. Thus, this thesis is mainly concerned with identifying the evolution of the rotational regions of the PSPs under randomness, allied by the computation of the firmly reliable PDF of the response of selected cases. It is attempted to investigate the influence of
increasing magnitude of randomness onto both the parameter regions of the map that rotary response could be located and the intensity of the desired response. This course of action is followed for the basic SDOF system, as well as for more complicated autoparametric systems. A particularly interesting case of the latter, previously unexplored, is considered, addressing the issue of the destabilization of the hanging-down position when the primary system undergoes impacts against a rigid barrier, modelling in such a way the response of the pendulum under extreme weather conditions.
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Modelling and methods

Any attempt to develop a model that would sufficiently describe the dynamics of a system excited by ocean waves, has no alternative but to consider the natural randomness inherent in the ocean. In this chapter, first some of the basic background concepts of Probability Theory are outlined in Sec. 3.1 to support later considerations. Then, the nature of ocean waves is considered in Sec. 3.2 and the up-to-date understanding of the dynamics observed in the ocean is delineated. Finally, Sec. 3.3 concentrates the methods of stochastic dynamical analysis that are being used in the present thesis, discussing the fundamental theory behind them and their application.

3.1 Probability theory preliminaries

The mathematical background necessary for the presentation of the methods and the models that are being used in this thesis are summarized hereinafter. The well-established Probability Theory and the accompanying measure of probability over a sample space are utilized, a thorough discussion of which could be found in many engineering and mathematical textbooks by Stratonovich [72], Lin [167], Lin and Cai [168], Øksendal [169], Arnold [170]. Additional references with respect to topics of particular interest for the purpose of this thesis are spread within the text.
3.1.1 Basic concepts

Let \( X : \Omega \rightarrow \mathbb{R} \) denote a random variable with \( \Omega \) its sample space. The probability of \( X \) to take on some values, say \( X \leq x \), is denoted as \( P[\omega : X(\omega) \leq x] \), or abbreviating \( P(X \leq x) \), based on which the probability function \( F \) is defined as

\[
F(x) = P(X \leq x) = \int_{-\infty}^{x} p_X(x) \, dx
\]

(3.2)

indicating that if we integrate the PDF over the whole sample space \( (x \rightarrow \infty) \) then the result should be equal to 1. Given the multivariate PDF of Eq. (3.1), one could extract the lower dimension joint PDF of \( m \) variables as:

\[
p_{X_1 \cdots X_m}(x_1, \cdots, x_m) = \int_{-\infty}^{\infty} p_{X_1 \cdots X_n}(x_1, \cdots, x_n) \, dx_{m+1} \cdots dx_n
\]

(3.3)

Let us moreover assume that a vector of random variables is the function of other random variables, i.e. \( Z = g(X) \) and that \( p_X(x) \) is known, then one can express the PDF of \( Z \) in terms of:

\[
p_{Z_1, Z_2 \cdots Z_m}(z_1, z_2, \cdots, z_m) = \left| \begin{array}{ccc} \frac{\partial x_1}{\partial z_1} & \frac{\partial x_1}{\partial z_2} & \cdots & \frac{\partial x_1}{\partial z_m} \\ \frac{\partial x_2}{\partial z_1} & \frac{\partial x_2}{\partial z_2} & \cdots & \frac{\partial x_2}{\partial z_m} \\ \vdots & \vdots & \ddots & \vdots \\ \frac{\partial x_n}{\partial z_1} & \frac{\partial x_n}{\partial z_2} & \cdots & \frac{\partial x_n}{\partial z_m} \end{array} \right| p_{X_1 \cdots X_m}(x_1, x_2, \cdots, x_n)
\]

(3.4)

with the above matrix being the Jacobian of \( x \) with respect to \( z \).
A widely used definition in stochastic analysis is the expectation operator which is an integral over the probability space reading:

$$E[X] = \int_{\Omega} xp_X(x)dx \quad (3.5)$$

or for a function $g(X)$ of $n$ random variables

$$E[g(X)] = \int_{\Omega} g(x_1, \cdots, x_n)p_X(x_1, \cdots, x_n)dx_1 \cdots dx_n \quad (3.6)$$

Based on the definition of the expectation operator the moments of a random variable $X$ are defined. The 1st order moment is $E[X]$, the 2nd $E[X^2]$, the $n$-th is $E[X^n]$ etc, also denoted by $<X^n>$. Moreover, the $m$-th order joint moments of $n$ random variables are defined as $E[X_1^{a_1} \cdots X_n^{a_n}]$ for $a_1 \cdots a_n = m$. Some characteristic moments, widely used for describing the stochastic properties of random variables, say $X$, are:

- **mean**: the 1st order moment of $X$ denoted by $m_X$
- **variance**: the 2nd central moment of $X$ written $E[(X - m_x)^2]$
- **covariance**: $E[(X_1 - m_{x_1})(X_2 - m_{x_2})]$

Note that the positive square root of the covariance is called standard deviation denoted by $\sigma_X$. Following the definition of random variables and their most common attributes we define the stochastic processes $X(t)$, which are families of random variables at different times, so that for $t = t_0$, $X(t_0)$ is a random variable. The process $X(t)$ will be often referred to as $X_t$. All the attributes discussed previously for random variables are generalized for stochastic processes. However, there are some new arising measures which will be listed onwards.

A homogeneous or stationary process in the strong sense is said to be one that
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satisfies the following:

\begin{align*}
    p(x_1, t_1) &= p(x_1, t_1 + t_{sh}) \\
    p(x_1, t_1; x_2, t_2) &= p(x_1, t_1 + t_{sh}; x_2, t_2 + t_{sh}) \\
    & \vdots \\
    p(x_1, t_1; x_2, t_2; \cdots x_n, t_n) &= p(x_1, t_1 + t_{sh}; x_2, t_2 + t_{sh}; \cdots x_n, t_n + t_{sh})
\end{align*}

(3.7)

for any forward time shift \( t_{sh} \).

If only the first two of the above equations are satisfied the process is said to be **stationary in the weak sense**. One could think of stationarity as the response of an asymptotically stable deterministic system, only that now we are not talking about a fixed point but a PDF. A very important feature of stationary processes is invoked when a general concept is introduced. Since at different single time instances, the process could be seen as random variables we can apply the 2\(^\text{nd}\) moment \( E[X(t_1)X(t_2)] \) which is now called **autocorrelation** denoted by \( \phi_{XX} \). For a stationary process, it is proven [167] that the autocorrelation depends only on the difference \( \tau = t_1 - t_2 \) and it is \( \phi_{XX}(\tau) = R_{XX}(\tau) \). Furthermore, if the autocorrelation function has an existing Fourier transform, i.e.,

\[
    \Phi_{XX}(\omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} R_{XX}(\tau) exp(-i\omega\tau) d\tau \geq 0
\]

(3.8)

it is called the Power Spectral Density (PSD) function and characterizes the distribution of energy along the frequency \( \omega \) axis.

### 3.1.2 White noise and Wiener process

A weakly stationary noise having a constant spectral density is characterized as **white noise**. Therefore, whenever referring to a white noise it will be automatically considered that:

\[
    \Phi_{XX}(\omega) = R_{XX}/2\pi
\]

(3.9)
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The spectral density describes the energy distribution along the frequency spectrum and not the distribution the stochastic process follows. Thus, we may as well have a white noise following the Poisson or the Gaussian distribution. A very important process, widely used in engineering, associated with the Gaussian white noise is the Wiener process. The Wiener process is the mathematical modeling of the Brownian motion noticed in the motion of particles inside fluid. This process has the next properties:

- \( W(0) = W_0 = 0 \)
- for \( 0 < t_1 < t_2 \) then \( W_{t_2} - W_{t_1} = N(0, t_2 - t_1) \)
- for \( 0 < t_1 < t_2 < t_3 < t_4 \), \( W_{t_4} - W_{t_3} \) and \( W_{t_2} - W_{t_1} \) are independent random variables
- \( \text{E}[W_t] = 0 \) and \( \text{E}[W_{t_1}W_{t_2}] = \min(t_1, t_2) \)

The Wiener process is sample-path continuous, yet nowhere differentiable. However, attempts to formulate the Brownian motion showed that a Gaussian white noise, say \( \zeta_t \), should be the derivative of the Wiener process. Thus, it is defined that \( dW_t = \zeta_t dt \). In the above, \( N(m, \sigma^2) \) is the normal distribution with \( m \) mean and \( \sigma^2 \) covariance.

After that, the stochastic integral can be discussed. Assuming a sequence \( t_1 = \tau_1 < \tau_2 \ldots < \tau_n = t_2 \) with \( \Delta = \tau_{j+1} - \tau_j \), \( j = 1, \ldots, M - 1 \), there are two ways to define this:

\[
\text{Ito} : \int_{t_1}^{t_2} X_t dW_t = \lim_{M \to \infty, \Delta \to 0} \sum_{j=1}^{M-1} X(\tau_j)(W_{\tau_{j+1}} - W_{\tau_j}), \tag{3.10}
\]

\[
\text{Stratonovich} : \int_{t_1}^{t_2} X_t \circ dW_t = \lim_{M \to \infty, \Delta \to 0} \sum_{j=1}^{M-1} X \left( \frac{\tau_{j+1} - \tau_j}{2} \right) (W_{\tau_{j+1}} - W_{\tau_j}) \tag{3.11}
\]
from which the equivalent expressions for the Stochastic Differential Equations (SDEs) are derived. Note that from here on, the SDEs discussed will need to be interpreted into the Ito sense.

3.1.3 Markov Processes

A stochastic process is said to be Markovian if the conditional probability function at \( t_n \) depends only on the previously known value at \( t_{n-1} \).

\[
p(x_n, t_n | x_{n-1}, t_{n-1} \cdots x_1, t_1) = p(x_n, t_n | x_{n-1}, t_{n-1}) \tag{3.12}
\]

Often, these processes are called one-step memory, since they practically “remember” only their adjacently previous state. The Markovian property is crucial for the implementation of the Path Integration (PI) method (see Sec. 3.3.3). A useful implication of Eq. (3.12) concerns the total probability law, which in the general case reads [167]:

\[
p(x_k, t_k) = \int_{-\infty}^{\infty} p(x_k, t_k | x_{k-1}, t_{k-1}; \cdots; x_1, t_1) dx_1 \cdots dx_{k-1}. \tag{3.13}
\]

Yet, the joint PDF at times \( t_1, \cdots, t_k \) in the integrand can be expressed through the conditional PDFs as:

\[
p(x_k, t_k; x_{k-1}, t_{k-1}; \cdots; x_1, t_1) = p(x_k, t_k | x_{k-1}, t_{k-1}; \cdots; x_1, t_1) \\
p(x_{k-1}, t_{k-1} | x_{k-2}, t_{k-2}; \cdots; x_1, t_1) \cdots p(x_2, t_2 | x_1, t_1)p(x_1, t_1) \tag{3.14}
\]

However, taking into account the Chapman-Kolmogorov equation:

\[
p(x_k, t_k | x_{n-1}, t_{n-1}) = \int_{-\infty}^{\infty} p(x_k, t_k | x, t)p(x, t | x_{k-1}, t_{k-1}) dx. \tag{3.15}
\]
then Eq. (3.13), reduces to:

$$ p(x_k, t_k) = \int_{-\infty}^{\infty} p(x_k, t_k | x_{k-1}, t_{k-1}) \cdot p(x_{k-1}, t_{k-1} | x_{k-2}, t_{k-2}) \cdots p(x_2, t_2 | x_1, t_1) \cdot p(x_1, t_1) \cdot dx_1 \cdots dx_{k-1}. $$

(3.16)

The reduction of the conditional probabilities at time \( t \) to depend only on the adjacently previous time step \( t' \) is the fundamental property of Markov processes and \( p(x, t|x', t') \) will be referred to as the Transition Probability Density Function (TPDF). Thus, a Markov process only requires the knowledge of the TPDF and an initial condition to be fully analyzed. As it is discussed in section Sec. 3.3.3, Eq. (3.16) is the core of analyzing stochastic dynamical systems in this thesis.

Before moving on, we need to mention how a process with periodic PDF might be defined. If the process is Markovian it obeys equation Eq. (3.16). This, could be shown [171] to be an operator on the probability space. If the system’s equations include periodic terms, such as sinusoidal, it is possible for that operator to be also periodic thus producing periodic PDFs \( p(x, t) = p(x, t + T) \). From now on, when referring to periodicity in a process we will mean the periodicity of its PDF.

### 3.1.4 Stochastic Differential Equations

As mentioned before the Wiener process is widely used in stochastic modeling due to its often occurrence in real-world problems. In general a stochastic differential equation, assuming that the stochastic part is governed by a standard Wiener process, is expressed in differential form for a one-dimensional case as follows:

$$ dX_t = a(X, t)dt + b(X, t)dW_t $$

(3.17)

where \( X \) is the unknown stochastic process, \( a \) is the deterministic part, \( b \) is the noise intensity associated term and \( W_t \) a standard Wiener process. Both the coefficients are considered to be dependent on the unknown process and time, thus representing the general case. However, it is very common to ultimately deal with a less complicated system. In the same manner, the higher dimension problem reads in matrix
form:

$$
\begin{bmatrix}
X_1 \\
X_2 \\
\vdots \\
X_n
\end{bmatrix} = \begin{bmatrix}
a_1 \\
a_2 \\
\vdots \\
a_n
\end{bmatrix} dt + \begin{bmatrix}
b_{11} & b_{12} & \ldots & b_{1r} \\
b_{21} & b_{22} & \ldots & b_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
b_{n1} & b_{n2} & \ldots & b_{nr}
\end{bmatrix} \begin{bmatrix}
dW^1_t \\
dW^2_t \\
\vdots \\
dW^r_t
\end{bmatrix}
$$

(3.18)

where the vector Wiener process elements $W^{1\cdots r}_t$ are assumed to be independent and the terms $a_i$ and $b_{ij}$ are functions of both time and the vector process $X$. Also, it is often the case for some of the elements of the $b$ matrix to be zero, meaning that the noise process is induced to the system only from $m < n$ state variables.

Since the subject of discussion here is random systems the term solution becomes quite ambiguous. So, solving a stochastic system could refer to following the random flow function $X(t) = \phi(X(0), t, \omega)$, exploring the stability of the system or finding the response PDF $p(x, t)$. From here onwards, solution of an SDE will be interpreted as the latter and, in most cases, will be the joint response PDF $p(x_1, \ldots, x_n, t)$ of the state space variables.

Moreover, the systems of interest in this thesis will have a stationary response or at least a periodic one, as were both presented in Sec. 3.1.3. Of course the nature of the response is controlled by the dependence of $a$ and $b$ on time $t$ and the process $X$. Besides homogeneity, these matrices will determine whether the process follows the Markovian property. This is actually very important within the scope of this thesis, since a large part of the herein approach is based on the Chapman-Kolmogorov equation Eq. (3.15) which characterizes Markov process.

However, there is a counterintuitive issue regarding the treatment of SDEs of the form of Eqs (3.17) and (3.18). A solution of these would require an integration of the RHS part. Even though the deterministic part is quite straightforward to define no matter how complicated it is, the stochastic term is not. As was described in Sec. 3.1.2, a stochastic integral has two interpretations, the Ito sense seen in Eq. (3.10) and the Stratonovich one in Eq. (3.11). As long as the stochastic process in the SDE is known to be pure white noise, the Ito interpretation could be adopted. However, in engineering problems, most often the white noise admission
is an approximation to the real-world problem and, in this case, the Stratonovich interpretation must be adopted as being suitable for “physical” problems. This is when one needs to inquire about the relationship between the two expressions, since the Ito interpretation is more favourable for further analysis of the SDE. An answer to that in the general n-dimensional case with an r-valued stochastic process, due to Wong and Zakai [168], is the following. If the SDE in Eq. (3.18) is understood in the Stratonovich sense, i.e. it reads $b_{ij} \circ dW^j_t$ with $i = 1 \ldots n$ and $j = 1 \ldots r$, then the corresponding Ito expression for which the two solutions converge reads:

$$dX_i = a_i(X, t)dt + \frac{1}{2} \sum_{k=1}^{n} \sum_{j=1}^{r} b_{kj}(X, t) \frac{\partial b_{ij}(X, t)}{\partial x_k} + \sum_{j=1}^{r} b_{ij}(X, t)dW^j_t$$ (3.19)

The double summation term appearing now in the SDE is known in the literature as Wong-Zakai correction term. Notice that, in the case that the matrix $b$ does not depend on the solution vector $X$, then the two expressions become equivalent without requiring the correction terms.

A special and particularly important class of stochastic processes is the Ito diffusion processes. These are sample-path continuous processes following the Markov property and defined through Eq. (3.18) in the general case, assuming some conditions [168–170] are satisfied which is quite often true in engineering problems. Subsequently, the vector $a$ is called the drift coefficient and the matrix $\frac{1}{2}bb^T$ the diffusion coefficient. A rather important property of diffusion processes is that the TPDF $p(x, t|x', t')$ is uniquely determined by the drift and the diffusion terms. This is accomplished through the well-known FPK equation or else the forward Kolmogorov equation:

$$\frac{\partial p}{\partial t} + \sum_{i=1}^{n} \frac{\partial}{\partial x_i} [a_i(X, t)p] + \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{\partial^2}{\partial x_i \partial x_j} \left[ \sum_{k=1}^{r} b_{ik} b_{jk} p \right] = 0$$ (3.20)

Unfortunately, obtaining a solution of Eq. (3.20) can be quite cumbersome, even if the process at question is stationary (i.e. $\partial p/\partial t = 0$). Most commonly, approximate
methods are used to acquire a solution for the TPDF, largely divided into two major groups, Finite Elements methods and path integrals.

3.2 Ocean waves modelling

Creating a mathematical model that would accurately describe the waves’ kinematic and power properties is rather unfeasible. However, over the years different models have been proposed that approximate the ocean wave properties. The most simplified of them would be the linear model, in which the wave is represented as a pure sinusoidal \[ f(x,t) = \frac{H}{2} \cos \left( \frac{2\pi x}{\lambda} - \frac{2\pi t}{T} \right) \] (3.21)

where \( f \) denotes the vertical displacement of the water particle at the \( x \) horizontal position on the surface and

\[ T = 2\pi \left[ \frac{2\pi g}{\lambda} \tanh \left( \frac{2\pi h}{\lambda} \right) \right]^{-0.5} \] (3.22)

where \( h \) is the sea depth [15, 27] and \( g \) the gravitational acceleration. The above model could describe sufficiently well isolated swells for which the wave height over wavelength ratio is smaller than \( H/\lambda = 1/50 \), practically occurring offshore. When going in shallow water, a non-linear model should be considered such as the Stoke’s Wave [27]:

\[ y = \frac{H}{2} \cos \left( \frac{2\pi x}{\lambda} - \frac{2\pi t}{T} \right) + \frac{3H^2}{16k^2h^3} \cos \left[ 2 \left( \frac{2\pi x}{\lambda} - \frac{2\pi T}{T} \right) \right] \] (3.23)

where \( k \) is the wave number, \( k = 2\pi/\lambda \). This model describes better the interaction between the waves height and the depth of the seabed when in shallow waters. Another model, simulating the near-breaking swell in shallow waters is the Solitary Wave, described as [27]:

\[ y = H \text{sech}^2 \left( \frac{3H}{4h^3} \right)^{0.5} \left( x - ct \right) \] (3.24)

where \( c = [gh(1 + H/h)]^{0.5} \) is the phase velocity.
However, the above formula becomes insufficient when real sea conditions are taken into consideration. Useful waves for energy extraction are commonly created by storms and travel as swells. In a stormy climate, waves with different periods, heights and directions are generated, such that their interaction produces Random Waves, which could be thought of as a combination of numerous linear waves of different characteristics. Thus, one could state that the energy transferred by the $i$th component of the random wave per unit area is [15, 27]:

$$E_i = \rho g \frac{H_i^2}{16}$$  \hspace{1cm} (3.25)

where $\rho$ is the water density. Since we are dealing with a superposition of linear waves, we should proceed to expressing the above in terms of the random wave. The energy of a wave per unit area is then [15, 27]:

$$E = \rho g H_{RMS}^2$$  \hspace{1cm} (3.26)

where $H_{RMS}$ is the root-mean square wave height. Moreover, we define the spectral moments of order $j$ as [15, 27]:

$$\mu_j = \int_0^\infty f^j S(f) df$$  \hspace{1cm} (3.27)

where $S(f)$ is the spectral density of the waves, considering for simplicity one direction. The above is very useful in introducing the significant wave height $H_s$, which is mostly used for ocean waves and is defined as the average height of the $1/3$ of the highest waves. It is found that $H_{1/3}$ can be approximated by the zero order moment of $S(\omega)$ by [15, 27]:

$$H_s = 4\sqrt{\mu_0}$$  \hspace{1cm} (3.28)

It can also be derived from statistical theory that $H_s = 4H_{RMS}$. Thus, substituting in equation Eq. (3.26) we get [15, 27]:

$$E = \rho g \frac{H_s^2}{16} = \rho g \int_0^\infty S(f) df$$  \hspace{1cm} (3.29)
Hence, we see that the energy transferred by sea waves depends only on the integrand \( S(f) \).

### 3.2.1 Wave spectra

So far, there are many semi-empirical relations based on experimental data on different locations and sea states. The most widely used model was proposed by Pierson and Moskowitz [172] and deals with deep waters at the state of *fully developed seas*, i.e. ocean waves after wind has blown for a sufficient amount of time and no more affects the frequency range of the waves. This model in its general form, on which many subsequent studies were based, reads:

\[
S(f) = \frac{A_{sp}}{f^5} \exp\left(-\frac{B_{sp}}{f^4}\right) \tag{3.30}
\]

Particularly, the authors proposed certain values for \( A_{sp} \) and \( B_{sp} \) which, in the angular frequency domain, result in:

\[
S(\omega) = \frac{A_{sp}g^2}{\omega^5} \exp\left[-B_{sp}\left(\frac{g}{U_{19.5}}\right)^2\right] \tag{3.31}
\]

where \( A_{sp}, B_{sp} \) are dimensionless parameters taking values \( 8.1 \times 10^{-3} \) and 0.74 respectively, while \( U_{19.5} \) is the wind speed at 19.5m above the sea surface. However, it is more common to express the spectra generator with respect to the sea characteristics, the peak frequency \( \omega_{peak} \) and \( H_s \). First, applying differentiation to Eq. (3.31) and setting it equal to zero we could calculate the peak frequency as:

\[
\omega_{peak} = 0.877 \frac{g}{U_{19.5}} \tag{3.32}
\]

The obvious substitution in Eq. (3.31) would yield an expression with respect to that peak. Equally often though, the spectra are expressed with respect to \( H_s \). For that, one would need to calculate the zero-order moment from Eq. (3.27) by replacing the formula in Eq. (3.31) for \( S(\omega) \). Then, considering Eq. (3.28), \( H_s \) would be:

\[
H_s = 0.21 \left(\frac{U_{19.5}^2}{g}\right) \tag{3.33}
\]
Substituting then Eq. (3.33) in Eq. (3.31), the spectra read:

\[ S(\omega) = \frac{A_{sp}g^2}{\omega^5} \exp \left[ -B_{sp,h} \frac{(g/H_s)^2}{\omega^4} \right] \]  

(3.34)

with \( B_{sp,h} = 0.032 \). Fig. 3.1 shows plots of the Pierson-Moskowitz (PM) wave spectrum for different values of \( H_s \). Some useful observations could be reported from this figure. First, increasing significant wave height modifies the spectrum into a more narrow-banded one. This would practically mean that more of the available power in waves would be distributed close to the peak frequency even though significant dispersion might still be contained. Besides, the peak frequency itself depends on the significant wave height. Actually, the relationship between these two measures relies on their mutual dependence on the wind speed above the sea surface and as could be seen by Eqs (3.32) and (3.33):

\[ H_s = \frac{1.58}{\omega_{\text{peak}}^2} \]  

(3.35)

Eq. (3.35) is plotted in Fig. 3.1 with a dashed line. An overwhelming majority of the power in waves is concentrated in a low frequency range \([0.5 - 2.5]\) rad/sec with
the peak frequencies of the most regularly observed wave heights of 1.5-2.5m having a peak value below 1 rad/sec.

On the groundwork of Pierson and Moskowitz [172], many studies improved the description of sea waves such as Bouws et al (1985), Donelan et al (1985) which can be found in [15]. Among these, the most prominent is the work of Hasselmann et al. [173], who fitted the experimental data taken during the Joint North Sea Wave Project (JONSWAP), proposing what is later referred to as the JONSWAP spectrum [173]:

\[
S(f) = E(f) \exp \left[ -1.25 \left( \frac{f_{\text{peak}}}{f} \right)^4 \right] \gamma ^ \Gamma \tag{3.36}
\]

where

\[
E(f) = \frac{\alpha g^2}{(2\pi)^4 f^5}
\]

\[
\Gamma = \exp \left[ -\frac{(f - f_p)^2}{2\beta^2 f_p^2} \right]
\]

\[
\alpha \text{ is the Philips constant, found to be } \alpha = 0.076 \left( \frac{gX}{U^2} \right)^{-0.22}
\]

\[
f_p \text{ is the peak frequency, } \frac{U f_p}{g} = 3.5 \left( \frac{gX}{U^2} \right)^{-0.33}
\]

\[
\gamma \text{ is the peak-enhancement factor - usually taken equal to 3.3 and }
\]

\[
\beta = 0.07 \text{ for } f < f_p \text{ and } \beta = 0.09 \text{ for } f > f_p
\]

and \(U\) is the wind velocity 10m above the surface, \(X\) is the fetch over which the wind acts. The above model is more narrow-banded than the PM and is widely used for wind-generated waves with limited fetch. Based on the definition for energy Eq. (3.29), most researchers use the waves’ power level measured in kW/m given by[15]:

\[
J = \rho g^2 \frac{T_J H_s^2}{64\pi} \tag{3.37}
\]

where \(T_J\) is the energy period, \(T_J = m_{-1}/m_0\).

In this thesis, the PM spectrum has been adequate to describe the wave power distribution inasmuch as the sea state is considered to be fully developed, far enough from the shoreline so that the fetch would not considerably influence the shape of
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3.2.2 Random phase modulation

Given that the energy in waves depends on the spectrum, Eq. (3.29), a model aiming to describe the dynamics of any system interacting with ocean waves, would have to carefully consider the representation of the spectrum. So far, in the beginning of this section a number of deterministic models were outlined - Eqs (3.21)–(3.24), which nevertheless fail to describe the influence of randomness inherent in the ocean dynamics and hence, a stochastic approach is required.

Let the motion of a single point on the sea surface be given by \( f(t) \). According to the linear wave theory, this function is a pure sinusoid. In order to incorporate the randomness, the phase of this motion is considered random according to:

\[
f(t) = A \cos q, \quad \dot{q} = \omega_m + \tilde{\sigma} \zeta(t)
\]  

(3.38)

where \( \zeta(t) \) is a zero-mean, delta-correlated Gaussian white noise of unit variance, \( D = \tilde{\sigma}^2 \) is the variance of the stochastic process with modified diffusion, \( \omega_m \) is the mean frequency, \( q \) the phase of the particle’s motion and \( A \) the amplitude of its...
vertical oscillations. This model was introduced as early as 1982 by Kozubovskaya and Khrisanov [174] and is thereafter cited in the literature as an imperfect harmonic process, disordered periodic or Random Phase Modulation (RPM), which will be used in the present thesis. Subsequently, it has found numerous applications in Ocean and Structural Engineering [69, 74, 75, 175]. Thus $f(t)$ is understood as a stochastic process, the PSD of which has been found by Lin and Li [175] to be:

$$
\Phi_{ff}(\omega) = \frac{A^2 D}{4\pi} \frac{\omega_m^2 + \omega^2 + D^2/4}{(\omega_m^2 - \omega^2 + D^2/4)^2 + \omega^2 D^2} \quad (3.39)
$$

Fig. 3.2 shows $\Phi_{ff}$ for equating the amplitude $A = H_s = 2m$ and the corresponding peak frequency $\omega_m = \omega_{peak}$ for five increasing values of noise intensity $D$. It is evident from both Fig. 3.2 and Eq. (3.39) that $f(t)$ is not a white noise nor could be approximated by one unless the noise intensity $D$ was extremely large. Especially for the range of noise intensity that will be used in the present thesis, $f(t)$ can be considered as a narrow-band process. Then, a suitable model would be one for which $\Phi_{ff}$ approximates the PM spectrum for a particular set of $(\omega_{peak}, H_s)$. Yet, one is not restricted in using this exact set as the model’s $(\omega_m, A)$ as long as the model’s spectrum approximates the experimental one. In fact, such a combination would
be rather difficult to produce adequate corroboration just by controlling the noise intensity $D$, since both the bandwidth and the peak value of the PSD depend on it. Instead, the type of the formula of the model’s spectrum will be taken advantage of, by noticing that Eq. (3.39) is linear to $A^2$. Hence, this could work as a scaling factor in order to achieve good agreement between the spectra and particularly, the peak value will be targeted by scaling $A$ and the bandwidth by controlling $D$. In such a way, the RPM and the experimentally fitted spectrum could reach a satisfactory agreement, as shown in Fig. 3.3. Here, the scaling factor is $A = 0.475H_s$ and $D = 0.3$. Even though the agreement is not ideal, it could still represent adequately the dynamics of interest since the peak frequency and the bandwidth match and the distribution of power follows similar pattern. In fact, the model spectrum places more emphasis on lower frequencies, thus including a safety margin in the operational range since lower frequencies are the ones least favoured in terms of energy production.

3.3 Stochastic Methods

Determining a stochastic model to describe the sought dynamics of a random system is the first step in the analysis. However, the tools that can be utilized to extract them are not straightforward, since conventional dynamics methods do not incorporate random processes. Henceforth, the methods of stochastic analysis that are being employed in the present thesis are described in this section, in order to set the ground for the results presented in the following chapters.

3.3.1 Monte-Carlo simulations

A first intuitive approach when across a stochastic problem is to imagine how does the randomness influence the reality. It might be easily understood that a coin toss is random but only in the sense that every trial could have either outcome that cannot be predetermined. Similarly to this simple example, MC methods in the study of engineering problems are used to numerically create realizations of the stochastic response in order to statistically extract some of its properties of interest.
Essentially, MC methods, or, better, simulations of repeated applications of a MC method - MC simulations in short- of a stochastic problem are realizations of possible histories, some might refer to them as experiments too [176], by utilizing a sequence of random numbers conforming to certain desirable conditions.

Since a numerical approach is inherent in these methods, one should start from expressing a time discretization of the dynamical system in Eq. (3.17) as:

\[ X_{k+1} = X_k + a(X_k, t_k)dt + b(X_k, t_k)dW_{tk} \]  

(3.40)

where only the 1D case is considered for simplicity. Also \( X_{k+1} \) is a random variable at time \( t_{k+1} = t_k + \Delta t \) and \( dW_{tk} \) is the increment of the Wiener process at time \( t_k \). Eq. (3.40) reflects the basic discretization scheme of Euler-Maruyama. There are a few important conclusions regarding a MC simulation of Eq. (3.40) drawn by this equation. First, \( dW_{tk}, k = 1, 2, \ldots \) correspond to the increments of the Wiener process at different time instances. An important property of these is that they are independent Gaussian random variables with a known distribution (see Sec. 3.1.2). Since they are independent, it follows that \( X_k, k = 1, 2, \ldots \) is a Markov chain. Further, since \( dW_{tk} \) is a Gaussian variable, one would need to generate a sequence of numbers extracted by a Gaussian distribution, input them in the equation of the system (3.40) as it is propagated in time and record the statistics. In that way, one might extract crude estimations of, say, the response of a nonlinear oscillator and then apply more elaborate stochastic methods, localized though in a region of increased interest, based on the realizations of the MC simulations. This is ultimately what a MC simulation of a stochastic system comes down to. However, two issues arise regarding the practical implementation: how are the random numbers generated and how many of them are sufficient?

There is a vast literature concerned with the issue of generating random numbers suitable for a MC simulation [176, and references therein]. The requirements are first to obey a distribution which converges to the target limiting distribution, as their number grows infinitely, to fulfill otherwise the Law of Large Numbers [176]. Furthermore, the required length of the array of random numbers is another issue.
related to the dynamics of the problem. The rate of convergence of the MC sequence to the stochastic process is given by the central limit theorem [176], which prescribes the volume of the random number to be used. So one might utilize famous algorithms, such as the Metropolis one, due to Metropolis and Ulam [177] or could rely on the central limit theorem to generate Gaussian variables from a sequence of uniformly distributed ones. Another popular approach, due to Shinozuka and Deodatis [128], especially used in structural stochastic dynamics is the harmonic expansion of the stochastic process with a known spectrum with each mode perturbed by uniform independent phase angle variable.

Recent advances in Computer Science, however, progressively simplify the required procedures. Increasing computing capacity makes the otherwise long, expensive MC simulations more attractive than before. And that is simply because the increased capability of repetitions of a stochastic problem allows for higher confidence on the results and expands the range of properties that could be extracted. Furthermore, commercial software packages include sophisticated algorithms for generating random number of a respectable number of different distributions. In this thesis, the utilized model, Eq. (3.38), requires the generation of Gaussian random variables. The International Mathematics and Statistics Library (IMSL) [178] which is integrable into the Fortran 90 programming environment used in this thesis, offers the option of generating a Gaussian normal variable by invoking a built-in subroutine (rnnoa) which executes an acceptance/rejection algorithm to produce the desired sequence. Then this sequence can be scaled in mean and variance appropriately so that it fits the requirements of the model. Even though the accuracy of contemporary algorithms is remarkable, one needs to perform statistical tests for the mean, variance, even the PDF, on the generated random sequence so that the accuracy of that sequence is ensured. Another issue arising from the so-called pseudo-random number generation which has just been described, is that the invoked subroutine selects numbers from a prescribed list which amounts to the order of $2 \times 10^9$. In order to do so, a seed is read sending the subroutine to the particular number. This seed is automatically selected through the system clock. However, if one is performing simulations in parallel, they have to ensure that the seed of different sequences
are far away from each other to avoid “localization” of the generated distributions. That could be done by manually intervening to the value of the seed and setting it well far away for different sequences.

In order to demonstrate the application of MC simulations, consider the much celebrated Duffing oscillator:

\[ \ddot{x} + 2\alpha \dot{x} + \Omega^2 x + \lambda_D x^3 = \sigma \zeta(t) \]  

with \( \alpha \) the viscous damping coefficient, \( \Omega \) the natural frequency, \( \lambda_D \) the cubic non-linearity coefficient and \( \sigma, \zeta \) as defined in Sec. 3.2.2. Thankfully, the solution to the FPK equation for this system has been obtained, yielding for the joint PDF of \( x, y = \dot{x} \):

\[ p(x,y) = C \exp \left[ \frac{4\alpha}{D} \left( \frac{1}{2} y^2 + \frac{\Omega^2}{2} x^2 + \frac{\lambda_D}{4} x^4 \right) \right] \]  

\( C \) being a normalization constant.

Knowing Eq. (3.42), one can calculate the first two moments of the displacement \( x \) and the velocity \( y \) through Eq. (3.3) and Eq. (3.6). Let us now apply the Euler-Maruyama discretization scheme to retrieve the following:

\[ x_{k+1} = x_k + y_k dt \]
\[ y_{k+1} = y_k - (2\alpha y_k + \Omega^2 x_k + \lambda_D x_k^3)dt + \sigma dW_k \]

Since \( dW_k \) is a Gaussian random variable it can be generated by the IMSL as described above. However the normal distribution which generates the sequence has to be scaled to the process which is required. Thus, the sequence is multiplied by \( \sqrt{dt} \) to convert it to a zero-mean sequence with \( dt \) variance. One can then propagate forward the deterministic part of the system of equations (3.43), not being constrained to use the Euler scheme. Actually, any integrator would be suitable including ones of higher accuracy so, in this thesis, the 4th order Runge-Kutta integration is performed for the deterministic part of SDEs. Then, at each time step, a random number is generated and input to the analyzed equation as in (3.43).
Table 3.1 lists the results of MC simulations for the two first moments of $x, y$, for a different number of repetitions $N$ and two different time steps. These are the calculated average values of the Gaussian variation they follow, as the central limit theorem demands. First, with increasing the number of repetitions the calculated estimation converges to a certain value. Yet, the accuracy of that is not certain and it depends highly on the time step $dt$. This is especially important for the variable from which the noise is induced in the system. It could be observed that $\langle x \rangle, \langle x^2 \rangle$ do not change dramatically when a different time step is chosen. Nor does $\langle y \rangle$, but $\langle y^2 \rangle$ bears a significant discrepancy among different time steps. That is due to the direct dependence on $\zeta$’s variance which is equal to $dt$. Thus, the time step needs to be selected small enough such that all the nonlinearities are adequately described numerically. Note that for the selected parameters the means would of course be zero and $\langle x^2 \rangle = 0.3262$ and $\langle y^2 \rangle = 0.8333$.

The effectiveness of these methods is highly related to the available computing capability and the required volume of realizations. Thus, this subject is closely discussed along computer science with the challenge for many being the development of effective algorithms that can produce random numbers. However, in the stochastic dynamics community related to engineering problems it is considered a standard
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tool of low complexity, following the general procedure described before.

3.3.2 Stochastic averaging

Stochastic averaging is a powerful tool in stochastic analysis of random dynamical systems. It was introduced by Stratonovich [72] for lightly damped 1-DOF systems under broad-band random excitation [73], but, since then, it has been developed to cover more broad classes such as M-DOF systems, quasi-Hamiltonian systems [179], linear and nonlinear parametric systems [71, 89], systems under narrow-band excitation [80, 89], nonlinear damping terms [180], combined harmonic and random excitation [179]. The method results in downsizing the dimension of the problem by approximating the response of the dynamical system by an Ito diffusion process. The class of dynamical systems that applies in the general case is [73]:

\[
\dot{X} = \epsilon^2 a(X, t) + \epsilon b(X, t) \zeta(t) \quad (3.44)
\]

Under particular conditions on \(a, b\) which are most commonly met in practical engineering problems [73], the solution process \(X\) can be approximated by a Markov vector satisfying the following Ito equation:

\[
dX = \epsilon^2 m(X)dt + \epsilon \sigma(X)dW_t \quad (3.45)
\]

where \(W_t\) denotes an \(r\)-dimensional Wiener process, \(m\) is the \(n\)-dimensional drift vector and \(\sigma\) the \(n \times m\) diffusion matrix, with the \(X\) converging to the solution of Eq. (3.44) as \(\epsilon \to 0\). The quantities \(m, \sigma\) can be found as [73]:
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\[ m = T^{av} E[a] + \int_{-\infty}^{0} E\left( \frac{\partial b}{\partial X} \right)_t b_t^T d\tau \] (3.46)
\[ \sigma \sigma^T = T^{av} \int_{-\infty}^{\infty} E\left[ (b_t b_{t+\tau}^T) \right] d\tau \] (3.47)

where \( T^{av} \) is time-averaging operator, which in the frequently met case of periodic integrands in Eqs (3.46) and (3.47), with period, say, \( T_0 \), it reads:
\[ T^{av}\{\cdot\} = \frac{1}{T_0} \int_{t_0}^{t_0+T_0} \{\cdot\} dt \] (3.48)

Note that it is quite common when applying stochastic averaging to transform the original Eq. (3.44) to the corresponding amplitude and phase variables. As soon as Eq. (3.45) and the corresponding parameters are extracted, one can apply the theory of Ito diffusions to move forward. So, the FPK equation can be analyzed for the TPDF or one might study the stability of the approximate system (see Sec. 3.3.4) more conveniently, especially if the transformation to the amplitude variable is adopted. Another advantage, related to the RPM model is that the exciting stochastic process is rearranged to be linear and external to the phase of the response, thus allowing for an easier analytical manipulation of the system’s dynamics. Yet, the condition of a “lightly damped and excited system” could limit the accuracy of the extracted results.

Let us now again use the Duffing oscillator described in Eq. (3.41) to demonstrate the application of stochastic averaging. Introducing the following transformation:
\[ x = A \cos(\Omega t + \phi) \]
\[ \dot{x} = -A\Omega \sin(\Omega t + \phi) \] (3.49)

with \( A \) being the amplitude of the response and \( \phi \) its phase, one arrives to the
transformed equations:

\[
\begin{align*}
\dot{A} &= \frac{2\alpha A}{\Omega} \sin \psi + \frac{\lambda D A^3}{A\Omega} \cos \psi^3 \sin \psi - \frac{\zeta}{\Omega} \sin \psi \\
\dot{\phi} &= \frac{2\alpha A}{A\Omega} \sin \psi + \frac{\lambda D A^3}{A\Omega} \cos \psi^3 \cos \psi - \frac{\zeta}{A\Omega} \cos \psi
\end{align*}
\]  

(3.50)

with \(\psi = \Omega t + \phi\). Now, applying Eqs (3.46) and (3.47) one gets the Ito equation:

\[
\begin{align*}
\ dA &= -\alpha A + \frac{D}{4A\Omega} - \frac{\sigma}{\Omega} dW_1 \\
\ d\phi &= \frac{3\lambda D A^2}{8} - \frac{\sigma}{A\Omega} dW_2
\end{align*}
\]  

(3.51)

with \(W_1, W_2\) independent Wiener processes. It can be noticed that the equation for the amplitude is decoupled from the phase. As Roberts and Spanos [73] developed, solving the FPK equation for the stationary solution, leads to a uniform PDF for the phase. Correspondingly, the solution for the PDF of the amplitude can be found:

\[
p_A(A) = C A \exp \left( -\frac{2\alpha \Omega^2 A^2}{D} \right)
\]  

(3.52)

Applying now Eq. (3.4) to return to the original variables \(x, y\) leads to the following expression for the joint PDF:

\[
p_{xy}(x, y) = C \exp \left[ -\frac{2\alpha \Omega^2}{D} \left( x^2 + y^2 / \Omega^2 \right) \right]
\]  

(3.53)

Comparing now Eq. (3.53) with the analytical solution to the FPK for the original equation, given by Eq. (3.42), it can be seen that the application of stochastic averaging has eliminated the effect of the nonlinearity. This is a considerable drawback of this method, since it can describe the dynamics of nonlinear systems only when the effect of the nonlinearity is “small”. Still, there is a class of dynamical systems, such as the linear parametric ones, for which the method can provide useful information regarding their stability, as will be seen in Chapter 6.
3.3.3 Path Integration

The Path Integration method applies an iterative approach for calculating numerically the response PDF of a system when the stochastic process follows the Markov property. This technique has been developed in the form applied in this thesis by Naess and Moe [181], whereas recently an analytical approach has been proposed utilizing the Wiener path integral and statistical linearization [182]. The numerical PI has been proved very efficient even for strongly nonlinear systems [171, 183–185], while it can also be found applied for some reliability problems [186, 187]. The main advantage of the PI method is related to the so-called tails of the PDF, corresponding to regions of the sample space where rare events are found, considerably away from regions with concentrated probability. The accuracy of the calculation of these regions of the PDF with the PI, establishes this method as an extremely powerful tool compared to MC methods or stochastic averaging.

Transition Probability Density Function. The main concept underlying the PI method is the numerical integration of the total probability law as it reads for Markov processes, Eq. (3.16). In view of the numerical approach, the procedure can be adequately described for the discretized system Eq. (3.40) and only one-step transition:

$$p(x_{k+1}, t_{k+1}) = \int_{-\infty}^{\infty} p(x_{k+1}, t_{k+1} | x_k, t_k) p(x_k, t_k) dx_k.$$ (3.54)

Markov processes are completely described by their TPDF and an initial condition (Sec. 3.1.3). Thus, the challenge is redirected to acquiring a closed form expression for the TPDF $p(x_{k+1}, t_{k+1} | x_k, t_k)$. Without loss of generality, it is assumed that the noise is induced in the system only through the last dimension of the matrix equation (3.18), i.e. $b_{ij} = 0$ for $i = 1, \ldots, n - 1$ and $j = 1, \ldots, r$, which will be the case for the SDEs discussed in this thesis. The TPDF then reads:

$$p(x_{k+1}, t_{k+1} | x_k, t_k) = \prod_{i=1}^{n-1} \delta(x_{i,k+1} - x_{i,k} - r_i(x_k, t_k)dt) \cdot \tilde{p}(x_{n,k+1} | x_k)$$ (3.55)
Let us also rewrite Eq. (3.40) considering the 4th order Runge-Kutta-Maruyame scheme, denoting the approximation of the deterministic integral with $r_i(x, t)$ for $i = 1, \ldots, n$. Then, for the $n^{th}$ dimension:

$$X_{n,k+1} = X_{n,k} + r_n(X_k, t_k)dt + b_n(X_k, t_k)dW_{tk} \quad (3.56)$$

Then from the 1D discretized system in Eq. (3.56), it is seen that the random variable $X_{k+1}$ depends only on the $dW_{tk}$ increments taking $X_n$ for granted, i.e. the conditional probability $p(x_{k+1}, t_{k+1} | x_k, t_k)$ is a linear function of $dW_{tk}$. Due to the Gaussian distribution of the increment of the Wiener process, it is evident that the TPDF is also Gaussian from the linearity expansion property of Gaussian random variables. More formally, one could consider the solution to the FPK equation since the solution process $X$ is an Ito diffusion, Eq. (3.17). Then, the TPDF has a closed analytical form and is given by [181]:

$$\tilde{p}(x_{k+1}, t_{k+1} | x_k, t_k) = \frac{1}{\sqrt{2\pi \sum_{i=1}^r b_i(x_k)^2 \Delta t}} e^{-\frac{(x_{k+1} - x_k - r_3(x_k, \Delta t))^2}{2 \sum_{i=1}^r b_i(x_k)^2 \Delta t}} \quad (3.57)$$

Thus, given an initial condition for the process $X$, say $p(x, t = 0)$, applying equation Eq. (3.54) repeatedly with Eq. (3.57) at hand, yields the desired joint response PDF of the system studied.

**Numerical Implementation.** Discretization of the system Eq. (3.17) gives rise to two really important requirements. A proper choice of $\Delta t$ and the initialization of a state space grid $[g_d]$, $d = 1 \cdots n$ and $i = 1 \cdots k$ where $n$ is the dimension of the system and $k$ is the number of nodes at the $d$ direction. In principle, proper choice means that lowering these values will have no effect to the results. However, there are some critical quantities such as the characteristic time of the system or empirically known proper time steps for describing a known function, e.g. sinusoidal. Moreover, previous studies [184] have shown the time step should not be much different from the grid step or else the error increases. Nonetheless, there is no final answer in
choosing a time step and the requirements change from one system to another.

The PI method has an iterative time-forward approach towards calculating the joint response PDF of the system. Each iteration is split into two basic tasks. First, the calculation of the TPD values and then the calculation of the integral Eq. (3.54). Since the state space has been discretized, calculation of the next step PDF means finding its values at all the nodes of the grid. For a single node at \( \mathbf{x}_g \), finding \( p(\mathbf{x}_g, t) \) requires \( p(\mathbf{x}'_g, t') \) where prime denotes one time step backwards. Almost surely, the backwards position on the grid will not coincide with one of the node values. Thus, an interpolation technique must be adopted for moving the system forward. In this thesis, the method used is cubic B-splines.

B-splines are defined by a recursive formula which produces the j-th order basis functions which reads, for a scalar valued function:

\[
B_{i,j}(x) = \omega_{i,j}(x)B_{i,j-1}(x) + \left[ 1 - \omega_{i,j}(x) \right]B_{i+1,j-1}(x)
\]

\[
\omega_{i,j}(x) = \frac{x - \tau_i}{\tau_{j+i-1} - \tau_i}
\]

\[
B_{i,1}(x) = \begin{cases} 
1, & x_i \leq x \leq x_{i+1} \\
0, & \text{otherwise}
\end{cases}
\]

For \( k \) nodes the number of basis functions is \( i = 1 \cdots k - 2 \). Note that 2\(^{nd}\)-order is linear interpolation, 3\(^{rd}\)-order is parabolic B-splines and 4\(^{th}\)-order cubic ones. For a certain domain discretization the basis functions of a single order have the same values. However, they also should satisfy a function-unique condition:

\[
\sum_{i=1}^{k} c_i B_{i,j}(x_g) = f(x_g)
\]

where \((x_g, f(x_g))\) are the interpolated points and \( g = 1 \cdots k \). The extra 2 basis functions not defined before come from the boundary conditions. The constants \( c_k \) are called spline coefficients and are the next that should be calculated from the above equation. Once the basis functions and the coefficients are known the
interpolated expression \( \hat{f}(x) \) for the real function \( f(x) \) goes as follows:

\[
\hat{f}(x) = \sum_{i=1}^{k} c_i B_{i,j}(x)
\]  

(3.60)

In a deterministic system calculating the backwards value \( x'_g \) is quite trivial. However, in stochastic systems there is no such thing as a previous value rather than a set of events each with an attached probability. Hence, the integral in equation Eq. (3.54) goes over this set containing all the possible ways in which the system could reach the state \( x_g \) from the previous time step state. So, if, say, there were only two possible previous events A and B, then the numerical calculation of the integral would be \( [p(A, t')p(x, t|A, t') + p(B, t')p(x, t|B, t')]\Delta x' \).

Summing up, let us present a general flow of the code implementing the PI method. For a \( \Delta t \) time-step and a \( \Delta x \) grid with \( nx \) nodes:

1. The PDF at time \( t' \) is inserted as input and interpolated by use of cubic B-splines.

2. For each grid point the value of the new PDF is calculated as follows:

   a. Find the points along the \( q \) axis where the noise is induced, at which the TPD has significant contribution.

   b. Map these points backwards with a \( \Delta t \) time step by the Runge-Kutta method. Now we know all the possible paths that could significantly influence the new PDF value at each grid point.

   c. Through the aforementioned interpolation, calculate the old PDF value at the backwards-mapped points.

   d. Calculate the new PDF value at the grid point from the integral of equation Eq. (3.54) substituting \( p(x, t|x', t') \) from equation Eq. (3.57).

3. Check convergence to steady state of the algorithm through the following
scheme:
\[
\int_{x} |p(x, t) - p(x', t')| dx < \epsilon
\]  \quad (3.61)

where \( \epsilon \) is chosen properly.

Let us now once again use the Duffing oscillator, Eq. (3.41), to demonstrate the PI method. Just a reminder that this system has a known analytical expression for the joint PDF given by Eq. (3.42), facilitating the comparison of the numerical results of the PI technique. If \( \lambda_D \) is taken to be zero then we have a linear problem and the process \( X \) is also Gaussian. In the following, the stationary PDFs of \( x \) and \( y \), calculated analytically and by the PI method, are depicted for a linear and a nonlinear case (Fig. 3.4).

![PDFs for a linear (upper) and a nonlinear (lower) case for the Duffing oscillator. Solid line represents the analytical solution and circles the PI results.](image)

(a) \( \alpha = 0.25, \Omega = 1.0, \lambda = 0.0, D = 1.0 \)

(b) \( \alpha = 0.30, \Omega = 1.0, \lambda = 2.0, D = 1.0 \)

Figure 3.4: PDFs for a linear (upper) and a nonlinear (lower) case for the Duffing oscillator. Solid line represents the analytical solution and circles the PI results.

The corroboration of the numerical results with the analytical known curves of the PDFs is remarkable. The proximity in the tails of the linear system \( p_x \) as well as \( p_y \)
for the linear and nonlinear cases is nearly ideal. But for the nonlinear case too, the accuracy with which $p_x$ is approximated is impressive even though for the particular set of the parameters the response is bistable and thus the sample space includes a region where the PDF is highly nonlinear, close to the mean value. It is worth comparing the PI results to MC simulations, for which attempting to calculate the PDF is almost in vain, and stochastic averaging where the nonlinearity effects are excluded from the approximate PDF expressions. Such a task, reveals a powerful superiority of the PI technique as opposed to the other two methods, when the expression of the PDF is sought. Yet, nothing comes without a price, and so does the PI which bears a significant computational cost especially when more than 3D systems are considered, the well-known curse of dimensionality. Thus, the selection of a method to analyze a SDE depends on the aim of the conducted study, keeping in mind computational efficiency against powerful information. Therefore, reliability problems of highly nonlinear systems almost have no alternative but to pursue an accurate computation of the PDF, whereas a stability analysis of a linear parametric system can be covered by means of stochastic averaging.

3.3.4 Stochastic stability

Stability of dynamical systems is a vast subject in the deterministic theory (see [53, 65]) which is concerned, not so much with determining the solution $x$ of a system, but rather to estimate qualitatively, and some times quantitatively, some of the properties of the response. The general problems within the scope of stability could be extended to stochastic dynamical systems as well, only that some definitions need to be given regarding the convergence of a stochastic process [70, 167, 168, 188].

Assume that a stochastic process $X(t)$ is generating a sequence of random variables $X_n$ with $n$ representing different time instances and $X$ a random variable. Then, convergence of the sequence $X_n$ is understood in four different ways.

It is said that the sequence $X_n$ converges to $X$ with probability 1 or almost surely when:

$$ P \left[ \lim_{n \to \infty} X_n = X \right] = 1 $$

(3.62)
A second type of convergence expressed as $X_n$ converging to $X$ in probability, reads:

$$\lim_{n \to \infty} P[|X_n - X| \geq \epsilon] = 0$$

for every $\epsilon > 0$. When $X_n$ converges to $X$ in distribution it is meant:

$$\lim_{n \to \infty} F_{X_n}(x) = F_X(x)$$

This type is also known as weak convergence. Last, convergence can be understood in the moments sense, stating that $X_n$ converges to $X$ in the $p$-th moment when:

$$\lim_{n \to \infty} E[|X_n - X|^p] = 0$$

For the special cases of $p = 1$ and $p = 2$, it is said that $X_n$ converges to $X$ in the mean sense and in the mean-square sense correspondingly. Given the definitions (3.62)-(3.65), we could elaborate on the methods used in this thesis to determine the stochastic stability.

**Mean-square stability.** From the moment when the stability of a linear SDE is sought then the mean-square stability of its solution vector can be obtained analytically [69, 70]. The same procedure can also be applied for nonlinear systems, which have either been linearized around their origin to study the asymptotic stability of the system or one technique such as the stochastic averaging has been applied leading to a linear SDE. It is possible for this method to be applied to the original nonlinear system depending on the type of the nonlinearity, but it is quite possible for one to confront extreme difficulties during the analytical development. Nevertheless, the option of numerical analysis is always present.

Consider then the 2-D SDE stemming from Eq. (3.18) without loss of generality with $r = 1$ and which can be expressed as:

$$\begin{bmatrix} \dot{X}_1 \\ \dot{X}_2 \end{bmatrix} = \begin{bmatrix} a_1(X, t) \\ a_2(X, t) \end{bmatrix} + \begin{bmatrix} b_1(X, t) \\ b_2(X, t) \end{bmatrix} \zeta(t)$$

(3.66)
Let us now define the following variables $\ y_{11} = x_1^2, y_{22} = x_2^2, y_{12} = x_1 x_2$ for which we denote their expected values as $D_{11}, D_{22}, D_{12}$. Note that the latter correspond to the second moments of the original variables. Applying Ito’s differentiation rule \cite{169, 170} and taking the expectations yields the following deterministic system:

\[
\begin{bmatrix}
\dot{D}_{11} \\
\dot{D}_{12}
\end{bmatrix}
= A_{3 \times 1} (D_{11}, D_{12}, D_{22})
\] (3.67)

where $A_{3 \times 1}$ is 3-rowed vector.

Consequently, the stability in the mean-square sense of the SDE (3.66) has been reduced to the stability study of the deterministic Eq. (3.67) with conventional dynamics tools being available. Thus, should the matrix $A$ be linear to the vector of the second moments, a conventional eigenvalue analysis could be conducted to determine the mean-square stability of the system and potentially quantify the dependence on specific parameters of interest. If that is not possible, numerical integration of Eq. (3.67) could assist the investigation. Usually, the aim is to identify ranges of the system’s parameters for which the solution is bounded. The aforementioned procedure could be generalized to the $p$-th moment and stability in the $p$-th moment sense.

**Largest Lyapunov exponent.** Another approach to explore the stability of the stochastic system is the evaluation of the LLE denoted by $\Lambda$. The sense in which stability is understood within this approach is with probability 1 - (see Eq. (3.62)). The mathematical background is given by Oseledec’s Multiplicative Ergodic Theorem \cite{70, 168, 189} which states that for both deterministic and stochastic dynamical systems, there exist real, deterministic numbers indicating the average exponential growth or decay of the solution. The definition of the LLE is \cite{70, 168}:

\[
\Lambda = \lim_{t \to \infty} \frac{1}{t} \ln ||X(t)||
\] (3.68)
The evaluation of $\Lambda$ is possible in some cases through analytical development [70], widely based on the so-called Khasminskii’s formulation [70, 168, 190] for which numerical solution is possible too. However, considering the phase space of a dynamical system, the $i$-th Lyapunov exponent could be expressed as:

$$\Lambda_i = \lim_{t \to \infty} \frac{1}{t} \ln \frac{a_i(t)}{a_i(0)}$$  \hspace{1cm} (3.69)

where $a_i(t)$ represents the time-dependent axis of an ellipse formed around the origin of the system in the $i$-direction. This could also be thought of as the projection of the amplitude in the $i$-th direction. The propagation of the solution to the equivalent discretized equations would change the value of $a_i(t)$. Then, an algorithm due to Wolf [191] could be applied for the stochastic system to calculate $\Lambda$ numerically as:

$$\Lambda = \lim_{k \to \infty} \frac{1}{k \Delta t} \sum_{k=1}^{K} \ln ||v_{p,k}||$$  \hspace{1cm} (3.70)

where $||v_{p,k}||$ is the Euclidean distance between the sample solutions of initial conditions $x_0$ and $x_0 + \epsilon$ at the $k$-th time step. Then, this expression can be incorporated in MC simulations in order to evaluate an average value of $\Lambda$. This particular algorithm has been proven to be particularly powerful in estimating LLE but one should note that, in order to avoid huge differences that cannot be handled by the numerical algorithm, the evolved initial perturbation is substituted by $\epsilon$ every $m$ time steps. Ultimately, $\Lambda$ could indicate the stability with probability 1 if $\Lambda < 0$ and instability in the same sense if $\Lambda > 0$. 
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Chapter 4

Directly excited stochastic pendulum

As was outlined in Sec. 1.1, one of the most important challenges in developing the WEC shown in Fig. 1.2 is the random nature of ocean waves. This randomness enforces a stochastic excitation and a random response of the floating pendulum, rendering the results of the deterministic models reviewed in Sec. 2.2.3 less trustworthy depending on the intensity of the randomness. In this Chapter, the equation of motion for a parametric pendulum is revisited, considering a random excitation. It is sought to study the influence of randomness on the potential of rotational motion. This is pursued by constructing PSPs based on MC sampling, charting the parameter regions where rotational response arises and assessing its robustness. The joint PDF of the state space variables is then calculated for selected cases by the PI method, in order to validate the picture drawn in the PSPs.

4.1 Governing equation

Consider a lumped mass $M$ suspended at a point $O$, called the pivot point, through a non-deformable, massless rod of length $L$. The pivot is driven in time by the externally applied displacement $f(t)$, which will be considered to be strictly vertical for now. The mass $M$ is free to vibrate in the angular space with its angular displacement $\theta$ and velocity $\dot{\theta}$ defining the state space of its response. The equation of motion can then be derived by using the standard Lagrange equations [65]. The
Lagrangian $\mathcal{L}$ then for the SDOF system shown in Fig. 4.1 would read:

$$\mathcal{L} = \frac{1}{2} ML^2 \dot{\theta}^2 + MgL (1 - \cos \theta) \quad (4.1)$$

Applying then Lagrange’s equation for the conservative system, considering $\theta$ as the generalized coordinate and including the forcing acting on the mass $M$ due to the acceleration of the pivot, the equation of motion reads:

$$ML^2 \ddot{\theta} + MgL \sin \theta = M \ddot{f}L \sin \theta \quad (4.2)$$

Let us normalize Eq. (4.2) with respect to the inertia of the lumped mass $M$ around the pivot $O$ and assume energy dissipation due to viscous damping, to get the following expression:

$$\ddot{\theta} + c \dot{\theta} + \left( \Omega^2 - \frac{\ddot{f}}{L} \right) \sin \theta = 0 \quad (4.3)$$
where \( c \) is the viscous damping coefficient and \( \Omega = \sqrt{g/L} \) is the pendulum’s natural frequency. It is quite common and rather useful too, to further normalize Eq. (4.3) with respect to the non-dimensional time \( \tau = \Omega t \):

\[
\theta'' + \gamma \theta' + \left( 1 - \frac{f''}{L} \right) \sin \theta = 0 \tag{4.4}
\]

with the prime denoting differentiation with respect to \( \tau \) and \( \gamma = c/L \). Eq. (4.5) is the fundamental expression of the parametric pendulum which in the case of a purely harmonic deterministic \( f(t) \) becomes:

\[
\theta'' + \gamma \theta' + (1 + \lambda \cos \nu \tau) \sin \theta = 0 \tag{4.5}
\]

where \( \nu = \omega/\Omega \) and \( \lambda = Av^2/L \). Consideration of this system redirects to the studies presented in Sec. 2.2.3.

The scope of this thesis concentrates on the rotational motion of a lumped mass pendulum when vertically driven, or else, the parametric pendulum. In order to model the stochastic excitation, two approaches will be considered. First, the exciting force will be modeled as a simple Gaussian white noise \( \zeta(t) \) – Sec. 3.1.2 – and then the RPM will be used – Sec. 3.2.2 – to manifest the excitation as a narrow-band process.

### 4.2 White noise excitation

In this simplistic approach, the excitation is modeled as \( f''(\tau) = \zeta(\tau) \) resulting in:

\[
\theta'' + \gamma \theta' + \left[ 1 - \frac{\zeta(\tau)}{L} \right] \sin \theta = 0 \tag{4.6}
\]

It is much harder to use analytical methods for Eq. (4.6), thus a numerical approach will be used based on MC sampling and the PI method. In the context of the WEC application this modeling approach might describe the case of an extremely
random sea state such that the PM spectra models fail, e.g. the case of a stormy environment. Nevertheless, a first indication of the effect of noise on the pendulum’s response should be drawn, considering the substantial shortage in the subject. In the simulations, the results of which are shown in Fig. 4.2, the noise intensity incorporates the length of the pendulum \( L \), by which the stochastic process \( \zeta(t) \) is divided as it could be seen in Eq. (4.6), so that \( D = \langle \zeta(\tau_0)\zeta(\tau_0 + \tau) \rangle / L \).

### 4.2.1 Rotational response

Considering the system in Eq. (4.6), the only source of input energy is the noise process. This means that the deterministic equivalent \( (D = 0) \) would be the free-vibrating system which makes no particular fit for comparison. Hence, the stochastic system will be evaluated only regarding its parameters. In that respect, it could be expected at a first glance that the bigger the noise intensity \( D \), the more likely for the system to exhibit rotational motion since more energy enters the system. This is a premise to be evaluated based on the results.

Fig. 4.2 shows the results of MC sampling of a total 100,000 mean periods. In each sample, an online tracking of rotations is conducted given the straightforward implementation of MC methods (see details in Sec. 4.3.1). Then the percentage of the.

![Graph showing percentage of rotations for system Eq. (4.6) and different values of \( \gamma \) and \( D \).](image-url)
time spent rotating over the total time of the simulation is extracted and presented in Fig. 4.2 for increasing noise intensity and 3 values of the non-dimensional damping coefficient $\gamma$.

Observing the curves in Fig. 4.2, one could first notice that higher damping coefficient requires higher energy levels to perform rotations. This could be seen by comparing the curves for $\gamma = 0.01$ and $\gamma = 0.3$. The former is manifesting rotational response from the very small $D$ values, while the latter is exhibiting rotational motion only after $D > 1$. This is quite reasonable given the fundamental effect of damping on the instability boundaries of the linear system – see Secs (2.2.1) and (2.2.2)– and since larger $\gamma$ values mean that more energy is dissipated per cycle.

Moreover, it is noticed that within a reasonable range of $D$ as the one used in Fig. 4.2, there is an upper limit of the possible rotational motion percentage to which the system converges, depending on the damping value. For $\gamma = 0.01$ this limit is around 90%, for $\gamma = 0.1$ around 70% and for $\gamma = 0.3$ between 40 and 50%. This contradicts the premise adopted to be tested in the beginning of this subsection in a somewhat counterintuitive manner. White noise is an idealized mathematical description never practically occurring in nature and above all in engineering applications. The constant spectrum, spread along the frequency axis means the process has infinite power which nevertheless is not manifested through rotational motion, expect for up to a level. Thus, the converging behaviour of the rotational percentage, which in fact could acquire a rather low value (50%) depending on the magnitude of the energy dissipated is an attribute worth noticing.

\subsection*{4.2.2 PDF calculation}

Even though the approach based on MC sampling draws a clear picture of the influence of stochasticity, the calculation of the PDF of the response is substantial in order to verify these results. Given the type of the conducted analysis and the highly nonlinear attributes of Eq. (4.6), MC sampling does not guarantee that rare events will be taken into account. Thus, a full probabilistic description can only be given by the knowledge of the PDF.
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The solution to the FPK equation for the system in Eq. (4.6) is rather hard to acquire by analytical means. Therefore, the PDF is computed by the PI method, implementing the numerical iterative scheme described in Sec. 3.3.3.

Fig. 4.3 shows the joint PDF for the response of Eq. (4.6) for two cases selected from Fig. 4.2. The state space is chosen as \([-\pi, \pi]\) for \(\theta\) since it is an angle and \([-5\sigma_{\theta'}, 5\sigma_{\theta'}]\) for the velocity with \(\sigma_{\theta'}\) being the standard deviation of the velocity process which

![PDFs of Eq. (4.6) response calculated with the PI method for: (a) \(\gamma = 0.1\) and \(D = 1\); (b) \(\gamma = 0.01\) and \(D = 5\).]
is calculated through initial sampling. Formally, the range of the velocity should be infinite which cannot be implemented numerically. A range large enough is chosen, such that the tails of the PDF in that direction smoothly approach zero and thus, the PDF can be assumed to be zero-valued outside this range. Yet, it is always important to verify that the used range is adequate and that can be done by observing the tails of the calculated PDF. Also, a useful indirect but sufficient measure is the integral of the PDF over the state space, which should be approaching 1 if no subsets of the state space with high probability are excluded. The last criterion is also practical because it can be verified online, in each and every time step.

First, Fig. 4.3(a) considers a point from the $\gamma = 0.1$ curve for $D = 1$. The MC sampling indicates 35% of rotational motion. That is equivalent, given the ergodicity of the process, to the integral over the state space points, which correspond to orbits for which the heteroclinic orbit is broken, i.e. the non-dimensional energy is bigger than 1. The PDF in Fig. 4.3(a) presents itself with what appears to be a spike on the origin of the system. Indeed, this is an expected behaviour for the parametric system since the origin is a fixed point which could be stable depending on the excitation parameters. This medium manifestation of rotations allows room for a significant amount of probability being drawn from the origin’s potential well, which in terms of the PDF means a growing spike. The limiting case of this spike is the delta function which would mean in turn a deterministic response with all the probability concentrated on one point.

On the other hand, Fig. 4.3(b) depicts a quite different outcome. The PDF of the system for $\gamma = 0.01$ and $D = 5$ is shown, expected from Fig. 4.2 to mostly rotate with 90% of the sampling time in rotations. The calculated PDF verifies this expectation. The spike on the origin is missing with the probability distributed within a much larger range of the velocity, considerably higher than the heteroclinic orbit. Note that, because of the symmetrical initial assumption for the PDF, the resulting response PDF is point-symmetric with respect to the origin. This practically reflects that unbiased initial conditions yield equal probability for the direction of the pendulum’s motion.
4.3 Random phase sinusoidal excitation

As soon as the sea state is considered to be fully developed, meaning that the traveling swells are far enough from the generation area and the fetch can be assumed not to influence anymore the shape and the kinematics of waves, the PM spectra model – Sec. 3.2.1 – can be used. In Sec. 3.2.2, the RPM has been used to approximate the PM spectrum and it is utilized herein with a minor modification. In order to avoid differentiating the stochastic process $\zeta(t)$, the excitation is modeled as $f(t) = \alpha_2 m \cos q$. Note that this expression follows Eq. (3.38), however it is not derived through direct differentiation. Yet, this modification would not incur major implications. Quite often, the bobbing motion of a buoy is modelled as a Gaussian white noise filtered through a linear second order system [69]. It has been found that the spectrum of the output is narrow-band, similar to Eq. (3.39) [83], with the spectrum of the output’s second derivative being a mere multiple of that. However, this model would increase the dimensions of the equations of motion. Thus, the herein utilized model is more straightforward with any deviations in the multiplier of the spectrum compensated by the fact that the following analysis is non-dimensional. Then, Eq. (4.3) would now read:

$$\ddot{\theta} + \gamma \dot{\theta} + \left(\Omega^2 + \frac{A\omega_n^2}{L} \cos q \right) \sin \theta = 0 \quad (4.7)$$

Applying the non-dimensionalization in time, $\tau = \Omega t$, the set of equations describing the pendulum’s motion reads:

$$\theta'' + \gamma \theta' + (1 + \lambda \cos q) \sin \theta = 0$$

$$q' = \nu + \sigma \zeta(\tau) \quad (4.8)$$

where $\nu = \omega_m/\Omega$ is the ratio of the excitation mean frequency over the pendulum’s natural frequency and $\lambda = A\nu^2/L = A\omega_n^2/g$ is the non-dimensional excitation amplitude. The parameter pair $(\nu, \lambda)$ will hold a key role in the following analysis, since it controls the type of the response of the parametrically excited pendulum. The
Figure 4.4: Angular velocity against displacement demonstrating the process of counting rotations. Irregular trajectories might occur due to the presence of noise forcing the pendulum to change direction of motion before completing a full rotation. Since this is a random response, this behavior is not part of a periodic pattern, and thus, a more elaborate perception of a full rotation than the crossing of \( \theta = \pi \) is required.

Hereinafter, investigation focuses on identifying those parameter regions for which the pendulum’s random response is rotational and evaluates the robustness of this manifestation. This will be attempted by constructing PSPs based on MC sampling of the response of Eq. (4.8), targeting to spot these regions. Before proceeding to that, it is worth discussing the identification of a rotational trajectory within a random sample.

4.3.1 Identifying rotations

A significant aspect is that of identifying and separating the rotational motion of a pendulum from oscillatory. It is not a trivial task to understand what can be treated as rotational motion. Indeed, some trajectories can easily be identified as rotational, especially for low noise intensity where the trajectories would slightly deviate from the deterministic one. However, there are complex or irregular trajectories (Fig. 4.4(a)), when the system changes the direction of rotation several times. It should be stressed that different definitions of the rotational motion may be adapted. In previous studies, rotations were understood as crossings of the upper equilibrium, \( \theta = \pi \), or in other words, according to this definition a rotation is regarded when the mean energy of the system per cycle is larger than the en-
energy needed to overcome the maximum potential energy $2MgL$. Herein, a rotation will be understood as a full $2\pi$ angular displacement with a constant velocity sign throughout that interval. This means that the phase plot of a pendulum rotating in one direction would always lie on the one half of the state space defined by the $\theta' = 0$ line. Since this is a numerical approach, an online tracking within the sample is possible. Each point $(\theta, \dot{\theta})$ at a certain time step is evaluated with respect to two criteria. First, the total angular displacement from the starting point and next the velocity of all the points within that range. A starting point with displacement $\theta_M$ is defined either by the last point of the last recorded rotation or by the last point failing the criteria. Every point $\theta_N$ subsequent to the starting one is required to fulfill the criteria. If one does not, then it becomes the starting point of the tracking. Then, as soon as enough points with the same sign of their velocity accumulate such that $|\theta_N - \theta_M| > 2\pi$ then one rotation is counted and $M = N$ is set to prepare for the tracking of the next rotation. Note that, even though possible, this tracking does not distinguish between clockwise and counterclockwise rotations.

Fig. 4.4(b) shows a part of the time series, where the system’s motion starts as rotational with negative velocity. At the beginning of $2T$ the system’s velocity changes to positive and back, so that the system has at this interval an oscillatory motion. Then rotational motion with negative velocity continues until the system crosses $-\pi$ (or $-5\pi$) with negative velocity. At this point one would count this as rotational motion, according to the definition based on $\pi$ crossings. However, the system does not continue with negative velocity, but rather changes the velocity back to positive around $3.5T$ and crosses the vertical equilibrium position again. Based on the second definition none of this motion, the points within the $[2T, 3.5T]$ interval would not be counted as rotational, and this is what was called the irregular cycle. Then the system proceeds continuously rotating with some positive velocity, which can be count as rotational motion according to the second definition. Obviously, the first definition overestimates the percentage of the rotational motion, since it is based on the mean energy, and thus the definition of rotational motion considering every point and not only crossings is adopted hereinafter.
Figure 4.5: PSP of the response of Eq. (4.8) for $D = 0.0$, $\gamma = 0.3$, $\theta(0) = 0.01\pi$ and $\dot{\theta}(0) = 0$;

4.3.2 Parameter space plots

Whereas previous authors have been concentrating on the identification of regions with responses differing in many ways, along with the locus of the corresponding bifurcations, in this thesis the focus is drawn on distinguishing between two fundamentally different types of motion - rotational and oscillatory. Thus, rotational motion with different periods or even direction will be counted here as just rotational, whereas oscillatory motion of different periods or asymptotically stable response will be regarded as non-rotational or, broadly put, oscillatory.

The results demonstrated in Figs 4.5–4.7 show numerical simulations of Eq. (4.8) in the parameter space $(\nu, \lambda)$ for different values of noise intensity $D$, damping coefficient $\gamma$ and initial conditions. The results demonstrate the average ratio of the time that the system spent rotating over the total time of the simulation, so that the red area corresponds to this ratio being over 90%, whereas the blue area to values less than 10%, primarily indicating oscillatory or asymptotically stable motion. Fig. 4.5 illustrates the results for the deterministic case ($D = 0$), which in general agree with the plots delivered in [7]. Some difference is related to the definition of rotational motion and combination of rotational and oscillatory motions correspondingly. It should also be emphasized that no distinction between rotational motion in different, clockwise and counterclockwise, directions has been made. This figure shows two distinct domains with dominant rotational motion, which are separated by a strip
of stable upright position points, a phenomenon attributed to parametric excitation (Sec. 2.2.3).

Fig. 4.6 presents the extracted PSPs for the same value of damping coefficient $\gamma = 0.1$, different values of noise intensity and initial conditions. First of all it could be seen that there is minimal influence of the initial conditions on the system’s response, attributed rather to the error margin of MC simulations. This observation is different from one, reported for the similar deterministic system, where the initial conditions predefine the system’s behavior according to the basins of attraction. Furthermore, it can be seen that the increase of noise intensity significantly reshapes the domains with dominant (over 90%) rotational motion. For small values of noise intensity, shown in Figs 4.6(a) and 4.6(b) and Figs 4.6(d) and 4.6(e), the right boundary distinguishing the oscillatory-stable response from the rotational sub-domains is not far from that of the deterministic system. It is expected to transform to a line with lower slope under the influence of increasing noise. This stems for the observed widening effect on the stability-instability boundaries of the linear counterpart. Indeed, comparing the PSPs of each column in both Figs 4.6 and 4.7, it could be seen that increasing noise incurs a widening effect in the RHS part of the plots ($\nu > 2$). The same widening effect could be observed on the other side of the plots ($\nu < 2$); however, in a rather more complicated manner due to the interaction with the secondary resonance zone. In particular, the two most noticeable resonance zones, the primary and secondary, tend to merge into a single domain under the diffusing effect of noise. This is especially clear in the bottom PSPs of both figures for $D = 0.1$. The two distinct rotational regions merge into one, surrounded by regions of decreasing presence of rotations ($< 90\%$). Also, the non-rotational parameter region in between the two resonance zones, which occupies a respectable area in the deterministic response in Fig. 4.5 and spikes up to $\lambda = 5$, retracts down to $\lambda = 2$ for the stochastic response. The corresponding area is then gradually flooded by points exhibiting rotational motion as the noise intensity increases, succumbing to the diffusing behaviour of the resonance zones.

Another significant observation extracted from this analysis is related to the damping coefficient. Figure 4.7 shows the results of the numerical simulations for a value of
Figure 4.6: PSP with ratio of rotational motion of the response of Eq. (4.8) for $\gamma = 0.1$ and $\dot{\theta}(0) = 0$. (a) $D = 0.005$ and $\theta(0) = 0.01\pi$; (b) $D = 0.01$ and $\theta(0) = 0.01\pi$; (c) $D = 0.1$ and $\theta(0) = 0.01\pi$; (d) $D = 0.005$ and $\theta(0) = \pi/2$; (e) $D = 0.01$ and $\theta(0) = \pi/2$; (f) $D = 0.1$ and $\theta(0) = \pi/2$.

$\gamma = 0.3$. Although it is known that increasing the damping value will slightly
Figure 4.7: PSP with ratio of rotational motion of the response of Eq. (4.8) for $\gamma = 0.3$ and $\dot{\theta}(0) = 0$. (a) $D = 0.005$ and $\theta(0) = 0.01\pi$; (b) $D = 0.01$ and $\theta(0) = 0.01\pi$; (c) $D = 0.1$ and $\theta(0) = 0.01\pi$; (d) $D = 0.005$ and $\theta(0) = \pi/2$; (e) $D = 0.01$ and $\theta(0) = \pi/2$; (f) $D = 0.1$ and $\theta(0) = \pi/2$.

lift the domains upwards, this is not the only noticeable effect. Comparing the
corresponding PSPs where only the damping is different, the domains with dominant rotational motion have slightly increased in size and intensity and became observable for smaller values of $\lambda$. It is suggestive that in both Figs 4.7(c) and 4.7(f), the region with the highest rotational percentage overcomes the 90% threshold when the corresponding areas for $\gamma = 0.1$ do not. Thus, reasonably large values of a viscous damping coefficient enhance the probability of rotational motion of the system. This is attributed to the stronger dissipation of small and rapid fluctuations, which would force the system out of tune. Moreover, it should be noted that in the areas of dominant rotational motion, once the rotational motion has started it would not change its direction.

Let us now present the PSP corresponding to $D = 0.3$. It has been shown in Sec. 3.2.1 that the spectrum of the RPM closely approximates the wave spectrum for this noise intensity value. Even though now the transformed equations are considered, this observation still holds because of the dependence of the variance of the stochastic part in the Euler-Maruyama scheme onto the time step. Introducing the time non-dimensionalization that was used in Eq. (4.8), immediately affects the time step and thus the variance of the stochastic sequence. Hence, the PSP shown in Fig. 4.8 could still be connected to the dynamics of the ocean. It is though observed that the influence of this bigger noise intensity has a degenerating effect of the rotational domains, leaving the most frequently observed rotations to just over
70% of the simulated time.

4.3.3 Analysis with PI

Following the construction of the PSPs, the calculation of the PDF for selected cases is reckoned to be essential given the issue of the accuracy and reliability of MC simulations. The PI method, which is used to calculate the PDFs, even though extremely accurate, it suffers from the so-called curse of dimensionality. Increasing number of dimensions of the problem dramatically deteriorates the efficiency of the implementation of the PI method. On the other hand, MC simulations are almost immune to increase of the dimensionality of the investigated system. Thus, the strategy of this analysis is selected in a way that balances between accuracy and efficiency. First, the computation of the PSPs provides a crude, yet efficient estimation of the rotational response of the parametric pendulum. Then, the reliable PDFs resulting from the accurate PI technique enhance the trustworthiness of the PSPs.

The PDFs of three different cases are presented in Fig. 4.9 with 3D views and 2D views shown in the left and right columns correspondingly. Figs 4.9(a) and 4.9(b) correspond to a point with dominant rotations, coming from Fig. 4.7(a) and with \( D = 0.005 \) and \( \gamma = 0.3 \), for a frequency ratio \( \nu = 2.4 \) and amplitude \( \lambda = 3.0 \). The PDF from Figs 4.9(c) and 4.9(d) was calculated for \( D = 0.1 \), \( \gamma = 0.3 \), \( \nu = 3.0 \) and \( \lambda = 4.4 \) which corresponds to the red region from Fig. 4.7(c) and the last pair, Figs 4.9(e) and 4.9(f) has the same parameters as the previous one, only for the bigger noise intensity, \( D = 0.3 \).

The cases, the response of which is mostly rotating, in the first and second pair, find most of the probability concentrated in the regions of the state space with rotational trajectories, i.e. beyond the heteroclinic orbit. However, there are some differences worth mentioning. In the first case with the small noise intensity, the probability attached to the rotating trajectories is unevenly distributed with the points closer to \((\pm \pi, y)\) having bigger values than those closer to \((0, y)\). On the contrary, the probability assigned to rotations in the second pair is evenly distributed along its...
Figure 4.9: PDFs calculated with the PI method for $\gamma = 0.3$; (a) $D = 0.005$, $\nu = 2.4$ and $\lambda = 3.0$; (b) its top view; (c) $D = 0.1$, $\nu = 3.0$ and $\lambda = 4.4$; (d) its top view; (e) $D = 0.3$, $\nu = 3.0$ and $\lambda = 4.4$; (f) its top view;
trajectories. This could be explained by the actual motion of the pendulum in the two cases. When the noise intensity is small, the system’s response is close to the deterministic one in which the pendulum crosses the low equilibrium point with high kinetic energy and zero potential energy. Crossing the upper equilibrium point comes with low velocity and high potential energy. Thus, the probability for the pendulum to stay in the low velocity region is higher since it spends more time of its cycle there. However, when the noise intensity is increased, the response bears less resemblance to the deterministic one eliminating the previous observation. Moreover, comparing the second and third PDFs in Figs 4.9(c) and 4.9(d) and Figs 4.9(e) and 4.9(f), one can observe what has been noticed from the PSPs analysis. First, these PDFs where counted as over 90% and 70-80% of rotations respectively, meaning that rotations have degenerated to oscillations in the third pair. Comparing the top views it is seen that even though the main trajectories are unaltered, different probability values is assigned to them. Indeed, as it can be better seen from the 3D views, the probability of rotational motion has significantly dropped in the third pair while the probability of oscillations around the two fixed points has increased along with the noise intensity increase, which is also the only different parameter between the two PDFs concerned.

In order, though, to acquire a quantitative view of the difference between the two methods, the PDF of the energy of the system will be used, derived from transforming $p_{xy}(x, y)$. The total energy of the system is expressed by $E = 0.5ML^2\dot{\theta}^2 + V(\theta)$, where $V$ denotes the potential energy. In general, transforming the PDF to new variables follows the standard coordinate transformation, given by Eq. (3.4). For transforming the joint response PDF of a pendulum from the displacement and velocity variables to the energy, the formula would read:

$$p_{E}(E) = C \int_{V(x) \leq E} p_{xy}(x, y) \left| \frac{1}{\sqrt{2[E - V(x)]}} \right| dx$$

(4.9)

with $C$ being a normalization constant. Having transformed the PDF to the energy through Eq. (4.9), then the probability for $E > E_0$ can be calculated. Setting
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Figure 4.10: State space of the conservative pendulum; rotary (lines 1) and oscillatory orbits (line 2); heteroclinic orbit (lines 3).

\[ E_0 = 2MgL, \] which is the energy value defining the heteroclinic orbit or else the separatrix trajectory, one could calculate the probability for the pendulum to lie in the rotational region of the state space (see Fig. 4.10), considering as a threshold the deterministic value \( E_0 \).

In Fig. 4.11, the transformed energy response PDFs are presented against the normalized energy \( E^* = E/(MgL) \) with focus on the two largest noise intensity values \( D = 0.1 \) and \( D = 0.3 \). Fig. 4.11(a) shows the PDF corresponding to Fig. 4.9(c). A spike at \( E^* = 2 \) is noticed representing the probability of a stabilized upper fixed point, a case which has been shown to hold when a parametric excitation is applied to the pendulum. Integrating, then, over the part of the PDF to the right of this spike gives the probability of rotational motion. The same spike is also observed in Fig. 4.11(b) and Fig. 4.11(d) where the pendulum motion incorporates rotational trajectories. Fig. 4.11(c) depicts the PDF for a parameter pair resulting in a bottom fixed point response, thus a delta function arises at \( E^* = 0 \) and the spike at \( E^* = 2 \) is no longer noticeable.

The calculated probabilities of rotations, denoted as \( p(R) \), for the four cases are gathered in Table 4.1. If one refers to the PSPs found in the previous section, the calculated probability values fall into the predicted ranges for \( p(R) \). Against these values, the exact estimation of \( p(R) \) found through MC simulations of a total 100,000
periods is listed. It can be seen that, the $p(R)$ values coming from the two methods are rather close, even though it is expected for the MC modeling to ignore a considerable amount of information and thus yielding erroneous estimations. Moreover, the mean values of the energy $<E^*>$, along with the standard deviation $\sigma_{E^*}$, are computed for the two different methods. Direct comparison of the values presented in Table 4.1, shows that there is sufficient agreement between the statistical properties of the samples and the PDF-based numerical values. It is worth noting that the mean energy is higher when $p(R)$ is high too (see, for example, case (a) against cases (b) and (d)). This validates the nevertheless reasonable expectation that rotational response is beneficial regarding energy extraction. The same observation can be made for the standard deviation too, when the same noise intensity is considered, e.g. $D = 0.1$ in cases (a) and (b). For larger noise intensity case (d), the standard deviation is greater than in case (b) even though the rotational probability gets similar values.
Overall, it could be argued that the disagreement between the two methods indicating 
the error of the MC simulations is sufficiently small when \( p(R) \) is sought. However, 
it could also be concluded that imposing higher resolution in the colourmap of 
the PSPs than the current 10\% would be meaningless since these estimations would 
not be reliable.

### 4.3.4 Nonlinear damping

So far, the assumption has been made that the damping function of the pendulum is 
linear based on the viscous damping model. However, in most practical applications 
the mechanism regarding the energy dissipated from the system is generally non- 
linear. In order to better estimate the actual behaviour of the system, a nonlinear 
damping function is introduced taking the following form:

\[
d(\dot{\theta}) = \gamma \dot{\theta} + R \text{sign}(\dot{\theta})
\]  

(4.10)

where \( d \) is the damping function, \( \gamma \) - the viscous damping coefficient and \( R \) - a 
constant representing the Coulomb friction. In this section, the effect of a nonlinear 
damping function on the rotational regions of the parameter space will be discussed, 
focusing mainly on the Coulomb friction since the viscous damping effect has been 
addressed in the previous sections.

A rather unrealistic case, yet interesting from a dynamics point of view and par- 
ticularly indicative will be considered. The damping is taken as having only the 
nonlinear part, i.e. the viscous damping is omitted from Eq. (4.10). In Fig. 4.12, 
only dry friction is resisting the motion at a value of \( R = 0.005 \) and four different 

<table>
<thead>
<tr>
<th>( R )</th>
<th>( p(R) )-MC</th>
<th>( p(R) )-PI</th>
<th>( &lt;E^*&gt; )-MC</th>
<th>( &lt;E^*&gt; )-PI</th>
<th>( \sigma_{E^*} )-MC</th>
<th>( \sigma_{E^*} )-PI</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>0.930</td>
<td>0.917</td>
<td>5.522</td>
<td>5.401</td>
<td>2.267</td>
<td>2.401</td>
</tr>
<tr>
<td>(b)</td>
<td>0.725</td>
<td>0.656</td>
<td>2.643</td>
<td>2.661</td>
<td>1.465</td>
<td>1.467</td>
</tr>
<tr>
<td>(c)</td>
<td>0.000</td>
<td>0.015</td>
<td>5.194E-9</td>
<td>0.121</td>
<td>1.237E-6</td>
<td>0.155</td>
</tr>
<tr>
<td>(d)</td>
<td>0.704</td>
<td>0.778</td>
<td>4.534</td>
<td>4.613</td>
<td>3.001</td>
<td>2.979</td>
</tr>
</tbody>
</table>
values of noise intensity are considered. Comparing the plots for increasing noise intensity – Figs 4.12(a)–4.12(d), the opposite effect to viscous damping is observed. Increased noise intensity \((D = 0.7)\) drives the pendulum to more robust rotational motion than the lower ones, while the instability boundaries appear to move to lower \(\lambda\) values. It is observed that, unlike viscous damping, the rotational response of the system with dry friction rises to higher levels with increased noise intensity. This could be attributed to the constant dissipation of energy for a given \(R\), while increasing noise intensity indicates higher input power of the excitation (see Eq. (3.39)). However, further investigation of this case is out of the scope of this thesis since a viscous damping model shall always be present hereinafter.
4.4 Tilted rectilinear pivot motion

So far the response of the parametric pendulum has been considered under the assumption that the excitation is purely vertical, i.e. rectilinear and aligned with the gravitational field. However, this simplification is scarcely true with environmental loads unless such a DOF is strictly structurally imposed. For example, water particles do not heave vertically, but their trajectory is rather circular or elliptical, depending mainly on the wavelength and the seabed depth [15, 27]. Moreover, it is possible to impose a misalignment of the excitation’s linear space with the gravity vector through the design of the structure or allow the excitation to be planar.

In view of that, it is interesting to investigate the response of the parametrically excited pendulum when the excitation has a horizontal component as well. The deterministic response of a pendulum in such a case has received some attention – see Sec. 2.2.3. A general mathematical expression including a horizontal component for the excitation is:

\[ f = [A_h \sin (\omega t + \phi), A_v \cos (\omega t)] \]  

(4.11)

where \( A_v, A_h \) are the vertical and horizontal components of the amplitude for which we define \( \rho = A_h/A_v \). When the phase difference between the components is \( \phi = 0 \), the motion is elliptical while for \( \phi = \pi/2 \) it is linear but tilted from the vertical direction by an angle \( \psi = \tan^{-1}\rho \). In this section, the motion of the pivot is considered to be tilted by the vertical excitation and the influence of such a modification on the regions of rotational response is evaluated.

Based then on the two components of the excitation’s amplitude for \( \phi = \pi/2 \), the corresponding dimensionless amplitudes \( \lambda_v, \lambda_h \) are defined in a similar manner as in Eq. (4.8), upon which, the governing equation of motion would now be:

\[ \theta'' + \gamma \theta' + (1 + \lambda_v \cos q) \sin \theta + \lambda_h \cos q \cos \theta = 0 \]

\[ q' = \nu + \sigma \zeta(\tau) \]  

(4.12)
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where the RPM is included.

4.4.1 Parameter space plots

Previous deterministic studies \[106, 111\] have reported that the saddle-node bifurcation leading to rotations happens for lower values of $\lambda$ with increasing tilt angle. However, these studies considered adding a horizontal component to the otherwise identical vertical excitation. This would lead to $\lambda_v = \lambda$ and $\lambda_h = \rho \lambda$ meaning that the input energy to the system would increase with the tilt angle, since the excitation amplitude would have been increased.

Another option is to attach the definition of $\lambda$ to the stroke of the pivots displacement. In that way, the input energy in Eq. (4.12) preserves its magnitude having only a portion distributed to the horizontal direction. Such an approach would lead to the following definition:

$$
\lambda_v = \frac{\lambda}{\sqrt{1 + \rho^2}}, \quad \lambda_h = \frac{\rho \lambda}{\sqrt{1 + \rho^2}}
$$

Herein, both definitions are considered and numerically constructed PSPs with the added influence of randomness are presented. The numerical construction of the PSPs follows the practice used so far in this Chapter. In the following, Figs 4.13 and 4.14 use the definition of Eq. (4.13) and Fig. 4.15 is based on the vertical amplitude of the excitation.

The first case considered is the deterministic one in Fig. 4.13 which shows the results for two tilt angles. Comparing these two plots with one another, not much difference is spotted. Rotational regions still exist as before even though increase of the tilt angle results in them being compressed mostly from the low frequency ratio side. In general, the primary resonance zone occurring for $\nu = 2$ and expanding for growing values of $\lambda$ almost remains intact when seen against the vertical deterministic excitation (see Fig. 4.5). The heteroclinic orbit boundaries for frequencies bigger than the primary resonance are almost identical regardless of the tilt angle. This practically means that the required energy to cross the bifurcation from oscillatory motion to
rotatory remains the same and it is reasonable since $\lambda$ is defined through the pivot’s stroke. However, when the secondary resonance zone is considered there is a mismatch between the vertical and the tilted excitation, growing with the tilt angle. This affects the PSPs mainly in two ways. First, the boundaries alter with oscillatory points escaping the blue area and jumping to rotational regions, even though not to be the dominant ones. However, the left boundary of the dominant rotations region occurring through the primary resonance zone degenerates to a lower ratio of rotations, an influence that grows by increasing the tilt angle. Note that in the tilted case there is no asymptotically stable attractor, now having been replaced by oscillatory ones. After examining the effect of tilting on the deterministic case the phase of the excitation is modelled to be random.

Fig. 4.14 shows the PSPs for a noise intensity value of $D = 0.1$ and different tilt angles. The difference incurred by increasing the tilt angle is minimal when Figs 4.14(a) and 4.14(b) are compared. The rotational regions are very much alike with when the pendulum is excited purely vertically. However, for Figs 4.14(c) and 4.14(d), rotations gradually degenerate to lower levels. The right, almost linear, heteroclinic boundary of the primary resonance zone is preserved when compared to Fig. 4.7(c) for all the tilt angles presented in Fig. 4.14. The major alterations of the secondary resonance zone $\nu = 1$ observed in Fig. 4.13, hold in the stochastic system as well. Moreover, when randomness is included and the tilt angle is less than $45^\circ$ (see
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Figure 4.14: PSPs for Eq. (4.12) for \( \gamma = 0.3, D = 0.1 \) and \( \lambda \) defined by the half stroke; (a) \( \psi = 20^\circ \); (b) \( \psi = 40^\circ \); (c) \( \psi = 60^\circ \); (d) \( \psi = 80^\circ \).

Figs 4.14(a) and 4.14(b)), the dominant rotations region expands, which indicates that setting the pivot to oscillate along a tilted line slightly enhances the potential of rotational motion.

Fig. 4.15 shows the PSPs for the same noise intensity, damping coefficient and tilt angles as previously. However, a different approach is adopted for defining \( \lambda \). The vertically excited pendulum presented in Fig. 4.13(b) is forced by an additional horizontal component keeping the vertical component unchanged for all tilt angles. Straightforward observations reveal that the rotational regions expand for Figs 4.15(a) and 4.15(b) with the boundaries pulled down to lower \( \lambda \) values. The required input energy to cross them keeps decreasing for Figs 4.14(c) and 4.14(d)
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Figure 4.15: PSPs for Eq. (4.12) for $\gamma = 0.3$, $D = 0.1$ and $\lambda$ defined by the vertical component of the half stroke; (a) $\psi = 20^o$; (b) $\psi = 40^o$; (a) $\psi = 60^o$; (b) $\psi = 80^o$.

as well; however this is not interpreted to larger rotational regions due to the fact that extremely large stroke values are needed to maintain the vertical amplitude constant when $\psi$ approaches $90^o$.

4.5 Summary

The very first approach of investigating the effect of randomness onto the potential of rotational motion of the fundamental SDOF pendulum system definitely provides valuable conclusions. Previous deterministic analyses have shown that there is a quite broad region of dominant rotational steady-state response. Fig. 4.5 shows
that the lowest amplitude leading to such a response is just $\lambda > 1$ around a frequency ratio $\nu = 1.6$. Modulating the frequency of the excitation with a Gaussian white noise has shown that it is still possible for rotational motion to be established, although with an accompanying degenerative effect on the corresponding parameter regions. Increasing intensity of the randomness results in the lowest point of the, now merged, rotational region to be displaced in the PSP, towards higher values of both $\lambda$ and $\nu$. This is attributed to the diffusing effect of noise, as it unfolds in the stability of the linearized system too, which forces the response of the pendulum to be simultaneously influenced by the co-existing rotational and oscillatory attractors, regardless of the particular initial conditions. Inevitably, this development leads dominant rotations to be downgraded to 70-80% within the examined range of parameters, for the target noise intensity of $D = 0.3$. In terms of designing a device then, it is apparent that deterministic modelling would fall short of describing the real-world dynamics.

On a subsequent level, the influence of damping bears a rather significant conclusion, considering that the damping coefficient is crucial in energy harvesting applications. The analyses of both the deterministic parametric pendulum and the stochastic linearized system show that the saddle-node bifurcation and the stability boundaries correspondingly move upwards with increased damping, as a result of the higher energy dissipation. This is also observed in the herein constructed PSPs under stochastic excitation; however, increased damping was found to counteract the degenerative effect of noise leading to more robust rotational regions, due to the dissipation of small random fluctuations that would otherwise influence the system’s response. Contrary to the narrow-band excitation, a pure white noise has an upper bound of the rotary response which is controlled by the non-dimensional damping coefficient. Last, modelling of the pendulum’s response to a tilted excitation, has shown that as the tilt angle approaches the purely horizontal direction, rotational regions are further displaced to higher $\lambda$ values.
Chapter 5

The pendulum on an elastic base

The previous Chapter 4 unveiled the behaviour of the pendulum’s response when the stochastic excitation given by the RPM is directly applied at its pivot. However, in the majority of engineering applications, a more realistic approach would require to take under consideration the intermediate elements between the pivot and the excitation source. In the case of the WEC application, these would unavoidably include a buoy as well as structural connectors. Thus, the next step is to investigate the potential of rotational response of the parametric pendulum when the stochastic excitation is applied to its mounting platform, modelled by a linear SDOF system. This class of multi-DOF system is widely referred to as autoparametric. In the same manner as in Chapter 4, a broad investigation is conducted aiming to study the influence of the intermediate system stiffness and damping in a more generalized context attempting to fill the gap in the literature. Furthermore, the possibility of multiple pendulums being mounted on the same platform is considered, along with the interaction between them.

5.1 Equations of motion

To begin with the equations modelling the system at hand have to be presented. The more general case of two pendulums on a base is considered, since any simplification could be thereafter easily extracted. Then, the dynamics of two pendulums coupled
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Figure 5.1: Sketch of two autoparametric pendulums coupled by their common linear elastic base $M$ with $f$ acting as base excitation.

through being mounted on the same linear SDOF base are considered. The system, also found as autoparametric in the literature, is experiencing a narrow-band excitation, modelling the heaving motion of ocean waves and acting on the base where thereby the pendulums are parametrically excited (see Fig. 5.1). It is considered that the pendulums are out of each other’s plane or at large enough distance apart so that impacts between them are impossible. Such a system can be described by the set of the following nonlinear equations:

\[
\ddot{\theta}_1 + c_1 \dot{\theta}_1 + \left( \Omega_1^2 + \frac{\dot{x}}{l_1} \right) \sin \theta_1 = 0 \\
\ddot{\theta}_2 + c_2 \dot{\theta}_2 + \left( \Omega_2^2 + \frac{\dot{x}}{l_2} \right) \sin \theta_2 = 0 \\
\ddot{x} + 2\alpha \dot{x} + \eta^2 x = \eta^2 f + 2\alpha \dot{f} + m_1^* l_1 \dot{\theta}_1 \sin \theta_1 + m_2^* l_2 \dot{\theta}_2 \sin \theta_2 + m_2^* l_2 \dot{\theta}_2^2 \cos \theta_2 \\
f = A \cos \omega t, \quad \dot{\omega} = \omega_m + \hat{\sigma} \zeta(t)
\]

with the indices $i = 1, 2$ referring to each one of the two pendulums and the dot denoting differentiation with respect to time $t$. Also, $\theta_i$ are the inclination angles, $c_i$ the pendulums’ damping coefficients, $l_{i,2}$ are the corresponding pendulums’ lengths, $\Omega_{1,2}$ the pendulums’ natural frequencies with $\Omega_i^2 = g/l_i$, $x$ - the base’s vertical displacement, $\alpha = c/2(M + m_1 + m_2)$ the base’s damping coefficient with $M$ the mass.
of the base and $m_i$ the pendulums’ masses, $\eta$ is the base’s natural frequency with $\eta^2 = k/2(M + m_1 + m_2)$, $f$ - the excitation with amplitude $A$ and mean frequency $\omega$, $m_i^* = m_i/(M + m_1 + m_2)$ are the mass ratios which, if $\psi_i = m_i/M$, become $m_i^* = \psi_i/(1 + \psi_1 + \psi_2)$. Last, $\zeta(t)$ is a Gaussian white noise with zero mean and $\bar{\sigma}^2$ variance, or else, noise intensity.

Introducing the dimensionless time $\tau = \Omega_1 t$ to the set of Eq. (5.1) one would get:

\begin{align*}
\theta_1'' + \frac{c_1}{\Omega_1} \theta_1' + \left(1 + \frac{x''}{l_1'}\right) \sin \theta_1 &= 0 \\
\theta_2'' + \frac{c_2}{\Omega_1} \theta_2' + \left[\left(\frac{\Omega_2}{\Omega_1}\right)^2 + \frac{x''}{l_2}\right] \sin \theta_2 &= 0 \\
x'' + 2\frac{\alpha}{\Omega_1} x' + \frac{\eta^2}{\Omega_1^2} x = \frac{\eta^2}{\Omega_1^2} f + 2\frac{\alpha}{\Omega_1} f' + \\
&+ m_1^* l_1 \theta_1'' \sin \theta_1 + m_1^* l_1 \theta_1^2 \cos \theta_1 + \\
&+ m_2^* l_2 \theta_2'' \sin \theta_2 + m_2^* l_2 \theta_2^2 \cos \theta_2 \\
f = A \cos q, \quad q' = \frac{\omega}{\Omega_1} + \frac{\bar{\sigma}}{\Omega_1} \zeta(\tau)
\end{align*}

(5.2)

with the prime denoting differentiation with respect to $\tau$. Defining $\nu = \omega/\Omega_1$, $\sigma = \bar{\sigma}/\Omega_1$, $\beta = \alpha/\Omega_1$, $\epsilon = \eta/\Omega_1$, $\gamma_i = c_i/\Omega_1$ and introducing $\kappa = \Omega_2/\Omega_1$ as the ratio of the pendulums’ natural frequencies which would also result in $\kappa^2 = l_1/l_2$, Eq. (5.2) becomes:

\begin{align*}
\theta_1'' + \gamma_1 \theta_1' + \left(1 + \frac{x''}{l_1}\right) \sin \theta_1 &= 0 \\
\theta_2'' + \gamma_2 \theta_2' + \kappa^2 \left(1 + \frac{x''}{l_1}\right) \sin \theta_2 &= 0 \\
x'' + 2\beta x' + \epsilon^2 x = \epsilon^2 A \cos q - 2\beta A \nu \sin q + \\
&+ m_1^* l_1 \theta_1'' \sin \theta_1 + m_1^* l_1 \theta_1^2 \cos \theta_1 + \\
&+ m_2^* l_2 \theta_2'' \sin \theta_2 + m_2^* \kappa^2 l_1 \theta_2^2 \cos \theta_2 \\
q' = \nu + \sigma \zeta(\tau)
\end{align*}

(5.3)

where $\beta \sigma \ll 1$, hence the corresponding term arising in $f'$ has been omitted.
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Note that the detuning between the two pendulums is now expressed through the parameter $\kappa$ so, whence $\nu$ is the frequency ratio for the first pendulum, for the second one it is $\nu/\kappa$. Non-dimensionalization of $x$ through $y = x/l_1$ and defining $\lambda = A\nu^2/l_1$ results in the final expression of the equations of motion:

\[
\begin{align*}
\theta_1'' + \gamma_1 \theta_1' + (1 + y'') \sin \theta_1 &= 0 \\
\theta_2'' + \gamma_2 \theta_2' + \kappa^2 (1 + y'') \sin \theta_2 &= 0 \\
y'' + 2\beta y' + e^2 y &= \frac{e^2 \lambda}{\nu^2} \cos q - \frac{2\beta \lambda}{\nu} \sin q + \frac{m_1 r_1}{\kappa^2} \theta_1' \sin \theta_1 + \frac{m_1 r_1}{\kappa^2} \theta_1' \cos \theta_1 + \\
&+ \frac{m_2 r_2}{\kappa^2} \theta_2' \sin \theta_2 + \frac{m_2 r_2}{\kappa^2} \theta_2' \cos \theta_2 \\
q' &= \nu + \sigma \zeta(\tau)
\end{align*}
\]

Eq. (5.4) is the final set of equations which will be hereafter analyzed via numerical means.

5.2 Single pendulum

The herein investigation starts from considering a single pendulum on a floating platform. Then, the system would be governed by Eq. (5.4) with the constraint $\theta_2 = \theta_2' = 0$. Then, only the pendulum with the index 1 would be present, denoted without any indices throughout Sec. 5.2.

5.2.1 The $m^r = 0$ case

In general, the interaction between the pendulum and the base might exhibit a quite complicated behaviour. As a first step then, aiming to consider only the influence of the filtering of the stochastic excitation, the interaction is neglected. That is achieved by setting $m^r = 0$ will corresponds to $m \ll M$. This would simplify the third equation in Eq. (5.4) leaving only the first two terms in the RHS. To compare the results of numerical simulation with previous results $\lambda - \nu$ notation is kept as previously. Fig. 5.2(a) demonstrates the results of numerical simulation for primary
resonance \( \nu = 2, \ e = 2, \ D = 0.3, \ \gamma = 0.3 \) and different values of viscous damping coefficient \( \beta \). It can be seen from Fig. 5.2(a) that although the rotational motion starts at smaller values of \( \lambda \) none of the curves reaches 90% threshold. Moreover, smaller values of \( \beta \) provide a relative short domain for high percentage rotational motion. On the contrary, relatively large values of viscous damping provide wide region of rotational motion. Obviously, the larger the rotational region the easier to keep the system in this region.

Fig. 5.2(b) demonstrates numerical results for the system when \( \nu = 3, \ e = 3, \ D = 0.3, \ \gamma = 0.3 \) with different values of the damping coefficient. It can be observed that all the curves cross the 90% line, however smaller values of the damping coefficient provide a narrower region of rotational motion. On the other hand, the low boundary of the dominant rotational domain (90%) starts from smaller values of \( \lambda \) when the damping coefficient is small, so that for \( \beta = 0.1 \) the dominant domain is reached at \( \lambda = 0.5 \), whereas for \( \beta = 0.5 \) it is reached when \( \lambda = 1.2 \). This result is well expected since smaller values of damping provide large response amplification.

Having seen the influence of the SDOF system introduction between the pendulum and the wave excitation for certain frequencies, a more wide investigation on the parameter space \((\nu, \ \lambda)\) is reasonable to follow. Fig. 5.3 depicts results of the numerical simulations of Eq. (5.4) over the parameter space for \( m_r = 0 \). It should be noted that the examined frequency range could not exceed certain values since large detuning would eliminate the narrow-band characteristics of the SDOF response.
limiting to a white noise. Thus, the previously examined frequency range \((0.5 - 3.5)\) was divided to 3 regions \((0.5 - 1.5)\), \((1.5 - 2.5)\) and \((2.5 - 3.5)\) with each one’s central value also chosen as the natural frequency, \(e\). Several simulations showed that the last frequency range is the most favourable, providing higher rotational motion ratio. This is why only simulations for this range and the adjacently lower one are being shown in Fig. 5.3 for 3 different \(e\) values.

Figure 5.3: PSPs of a single autoparametric pendulum from Eq. (5.4) for \(D = 0.3\), \(\gamma = 0.3\) and \(\beta = 0.1\): (a) without SDOF; (b) \(e = 2\); (c) \(e = 2.5\); (d) \(e = 3\).

First, the comparison of results in the PSP with and without the SDOF system for the same noise intensity \(D = 0.3\), is made for different values of the platform’s natural frequency \(e\) and \(\beta = 0.1\). It can be seen from Fig. 5.3, which has already been
Figure 5.4: PSPs for a single autoparametric pendulum from Eq. (5.4) for $D = 0.3$, $\gamma = 0.3$ and $e = 3$: (a) without SDOF system; (b) $\beta = 0.1$; (c) $\beta = 0.3$; (d) $\beta = 0.5$.

reported from Fig. 5.2, that the larger values of the natural frequency provide larger instability area with dominant rotational motion. This result is expected taking into account the deterministic map, which shows large range of $\lambda$ for larger values of $\nu$. However, to reach these values, higher natural frequency of the SDOF system is needed. It is also important, that the values of $\lambda$ for these regions are relatively small, which indicates that the rotational motion can be observed for small values of wave amplitude.

Fig. 5.4 demonstrates the numerical results for the same value of natural frequency $e = 3$ and three different values of the viscous damping coefficient $\beta$. It can be seen
that, while the highest rotational ratio was between 70-80% for a rather narrow
region, here a rather wide area of dominant rotational region (> 90%) has appeared
(Fig. 5.4(c) or Fig. 5.4(d)). Moreover, this region instead of initiating at high am-
plitude values (λ > 6), it starts from as low as λ = 0.6 even for the narrow region
case of low β values. Larger values of damping shift the boundary of the rotational
region upwards, while simultaneously widening the area. This is not only the result
of the amplitude amplification but also of the filtering out the fast fluctuations of
the noise due to the property of the SDOF system. In general, the PSPs in Fig. 5.4
confirm the observations made for Fig. 5.2. Low β values initiate rotational region
at lower λ values, since the former provides higher values of mean response ampli-
tude of the SDOF system. On the other hand, low values of β provide large values
of mean square amplitude, leading to large amplitude fluctuations, which results in
narrowing down the instability domain. Thus, the range of λ's for which rotations
persist is narrower for lower β values.

5.2.2 Interacting pendulum-base system

The rotational motion of the pendulum is investigated when the influence of its mass
m onto the response of the linear SDOF filter cannot be neglected. The problem
now is formulated by the Eq. (5.4) with the full expression of the RHS in the third
equation and thus, the parameter mr becomes a subject of study. Fig. 5.5 shows the
PSPs characterizing the amount of rotational motion in the same way as previously.
The Left-Hand-Side (LHS) column of the plots depicts the numerical results for the
value of damping coefficient, β = 0.1, while the RHS for β = 0.5. A first observation
can be made with regard to the influence of the damping coefficient, β. Considering
that the natural frequency of the linear SDOF filter is e = 2, the filter is a system
at or around its resonance. When β is small, the amplification of the response
drives it to very high amplitude values forcing the pendulum to move closer to the
region above the rotational one, thus reducing the rotational amount in comparison
with higher values of β. The latter values drive the pendulum inside the rotational
parameter region providing a better response for the pendulum to rotate. Obviously,
there is a critical damping, larger values than which, force the filter’s response to
be smaller in amplitude, up until the point it dies out.
Figure 5.5: PSPs with ratio of rotational motion for $D = 0.3, \gamma = 0.3, e = 2$. (a) $m^r = 0.0, \beta = 0.1$; (b) $m^r = 0.0, \beta = 0.5$; (c) $m^r = 0.1, \beta = 0.1$; (d) $m^r = 0.1, \beta = 0.5$; (e) $m^r = 0.5, \beta = 0.1$; (f) $m^r = 0.5, \beta = 0.5$;
Furthermore, the plots in the same line present results for the same mass ratio, \( m_r \). Figs 5.5(a) and 5.5(b) correspond to cases with \( m^r = 0 \) and have been added for comparison purposes. When the mass ratio gets slightly bigger, and particularly equal to \( m^r = 0.1 \) shown in Figs 5.5(c) and 5.5(d), the whole plots resemble the ones without the pendulum’s influence (Figs 5.5(a) and 5.5(b)), with the only difference being a slight increase in the experienced rotational motion. However, when the value of the mass ratio gets even higher, as in Figs 5.5(e) and 5.5(f)) for which the pendulum’s mass equals the filter’s, the response of the pendulum contains less rotations than before. Nevertheless, a respectable amount of around 75\% is maintained with the appropriate damping conditions. Also, it is observed that some lower amplitude points of the plot get stabilized, turning into blue asymptotically or marginally stable points.

As soon as the pendulum’s mass \( m \) cannot be considered negligible compared to the base’s mass \( M \), the inertial and centrifugal forces acting on the SDOF system due to the pendulum’s angular motion have to be considered. In this case, the response of the coupled system is governed by the full expression in Eq. (5.4) for a single pendulum.

First, the system is examined when the base is excited at its resonance frequency in the mean sense. Fig. 5.6(a) demonstrates the results for the primary resonance \( \nu = 2, \ e = 2, \ m_r = 0.3, \ D = 0.3, \ \gamma = 0.3 \) and different values of the viscous damping coefficient \( \beta \). It can be seen that although the rotational motion initiates at smaller values of \( \lambda \) none of the curves reaches the 90\% threshold characterized as the dominant rotational region. Moreover, smaller values of \( \beta \) provide a relatively short range for high percentage of rotational motion even though the escape boundary is normally found at lower \( \lambda \) values. On the contrary, relatively large values of viscous damping provide wider region of rotational motion and shift the boundary to higher \( \lambda \) values. The larger the rotational region the easier to keep the system in this region.

In Fig. 5.6(b) the system’s parameters are \( \nu = 3, \ e = 3, \ m_r = 0.3, \ D = 0.3, \ \gamma = 0.3 \). Since the highest frequency is considered, it is expected for the rotational response
to be more intense. However, the level of rotations does not demonstrate significant differences with Fig. 5.6(a), apart from the fact that their intensity fades away at a slower rate with increasing $\lambda$. This is a major alteration in the response of the pendulum induced by the influence of the pendulum’s mass onto the base. Thus, the assumption of negligible mass $m$ cannot accurately describe the pendulum’s behaviour and further investigation to include it, should provide a more realistic picture.

PSPs are presented in Figs 5.7 and 5.8 in the same pattern as previously, incorporating the interaction between the pendulum and the base. In both figures, all the influential parameters are kept constant with only the mass ratio, $m_r$, taking different increasing values. The noise intensity is taken as $D = 0.3$, the pendulum’s damping, $\gamma = 0.3$ and the SDOF system’s damping, $\beta = 0.3$.

In Fig. 5.7, the frequency ratio range $\nu = [1.5 - 2.5]$ is considered. Hence, the base’s natural frequency is kept constant, $e = 2$, throughout the whole figure. Fig. 5.7(a) shows the case of $m_r = 0.0$ and is included for comparison purposes. Increasing the mass ratio is generally against the rotational regions. First, the joint stable oscillatory - fixed point regions are increasing in proportion to the mass ratio covering more $\lambda$ values. Hence, the rotational regions are getting narrower. A general observation would be that the latter’s robustness is also tampered. Increasing the influence of the pendulum on the base prevents the pendulum from maintaining a high rotational amount. However, it is noticed that for a relatively small value of
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Figure 5.7: PSPs of Eq. (5.4) for $D = 0.3$, $\gamma = 0.3$, $\beta = 0.3$ and $e = 2$: (a) $m_r = 0.0$; (b) $m_r = 0.1$; (c) $m_r = 0.3$; (d) $m_r = 0.5$.

the pendulum’s mass (Fig. 5.7(b)) the rotational region is more intense even though narrower. In general, the inertial and centrifugal forces depend on the angle, $\theta$ and its derivatives, $\dot{\theta}$ and $\ddot{\theta}$. These are stochastic processes and so, the randomness of the base’s response increases. Since the pendulum is excited through the base’s response, the increased randomness acts against its rotational response. However, keeping the mass ratio relatively small could be in favour or at least not against rotations for this frequency ratio range.

Fig. 5.8 depicts the numerical results of Eq. (5.4) in the same way as in Fig. 5.7 but it examines the next frequency ratio range, $\nu = [2.5 - 3.5]$ and so the base’s natural frequency is fixed at $e = 3$. The behaviour of the pendulum is close to
before, with increasing mass ratio causing rotations to degenerate. Their regions in the parameter space get narrower, with the stable response earning more space on the plots. Again, relatively low values of the mass ratio are, at least, not against rotations.

5.3 Synchronization

Let us now discuss the dynamics of the system described by the full expressions in Eq. (5.4), corresponding to two pendulums on a common base. The concept of synchronization has attracted significant attention in the study of deterministic and stochastic systems. Within the field of stochastic dynamics, it is most commonly
understood as the phase or the mean-frequency locking of a self-sustained oscillator to an external periodic excitation in the presence of noise [192]. Herein, the dynamic system at hand is indeed a self-sustained oscillator under a narrow-band excitation, yet the investigation revolves around the interaction between the two pendulums and, particularly, whether rotational motion can be established and preserved when their parameters are not necessarily identical. So, the phenomenon of synchronization here is not understood in its classical sense, but rather in the sense of identical motion.

The investigation is focused on the exhibited rotational response of the, generally not identical, pendulums. The results demonstrate the ratio of rotational motion over the total response which ranges from 0 to 1. In terms of implementation, numerical MC simulations totaling up to 100,000 mean excitation periods are performed for Eq. (5.4) on an 8-core, 16 threads Xeon processor with the MPI protocol used for multi-processing. The understanding of rotational motion and the estimation of the probability to rotate follows the procedure described in Sec. 4.3.1. The overall question could be summarized in whether rotations would become more likely compared to the case of a single pendulum on a base.

5.3.1 Direct comparison of the pendulums’ responses

As an exploratory approach we evaluate the motion of the pendulums for specific parameter pairs presented in Fig. 5.9. Here, taking into account previous results for the single pendulum, we configure one of them to always operate for the same constant parameters located at the centre of the rotational parameter region. This pendulum will be referred to as the tuned one, while the other is spanning along different frequencies and will be labeled as the detuned one. For each pair examined, three different values for the rotational motion are plotted - the rotations experienced by the tuned pendulum, those of the detuned when coupled with the tuned one and the case of the detuned single pendulum with no assumed coupling with the tuned pendulum. The latter will be referred to as the decoupled pendulum and looking at Fig. 5.1, one could think of it as if only the second pendulum was free to move (i.e. $\theta_1 = 0$ was imposed). It represents the response of a single pendulum
mounted on the platform $M$ on its own and will be used to compare the response of the detuned pendulum when under the influence of the tuned one with when it is mounted on its own. Hence, direct comparison between the coupled and the decoupled configuration for both pendulums is possible. The decoupled response of the tuned pendulum is not plotted since it remains unaltered throughout the
different parameters pairs examined and thus, its expected decoupled response is always rotational. Moreover, the effect of the detuning between the pendulums is considered and, in particular, when does the interaction between them become more intense and with what consequence.

In Fig. 5.9 the pendulums' damping coefficient is kept constant, $\gamma_1 = \gamma_2 = 0.3$. The deterministic case is shown in the LHS column of Fig. 5.9 while the stochastic one with a noise intensity $\sigma^2 = 0.1$ in the RHS one. Both pendulum masses are considered equal, $m_1 = m_2$ and three mass ratios $\psi$ are considered. Since the tuned pendulum remains unaltered, one constant parameter pair $(\nu, \lambda)$ has to be chosen. Considering previous results [193, 194], the centre of the noisy rotational region is preferred, $(\nu, \lambda) = (2.3, 3.0)$, in order to ensure that the tuned pendulum has a rotational response. For the detuned one, the spanning along the frequency axis is realized through the $\kappa$ parameter. The mean excitation frequency $\omega$ in the time $t$ domain is constant and mutual for the two pendulums and so the dimensionless ratio controlling the response of the tuned pendulum is equal to $\nu$ and for the detuned one is $\nu/\kappa$.

The LHS of Fig. 5.9 shows the resulting rotational motion versus $\nu/\kappa = \omega/\Omega_2$, which represents the frequency ratio for the detuned pendulum, for the $\psi$ values – 0.1, 0.3 and 0.5 – when no noise is taken into consideration. In Fig. 5.9(a), the low mass ratio $\psi = 0.1$ incurs hardly any significant interaction between the pendulums. The tuned pendulum remains uninfluenced exhibiting robust rotational motion for all the detuning values of the detuned pendulum. The latter also does not demonstrate any particular difference apart from the case where $\nu/\kappa = 3.0$. Here, the upper fixed point of the single decoupled pendulum (◊) becomes unstable due to the coupling and converts to purely rotational (×). Keeping the mass ratio low, provokes little influence of the centrifugal and inertial forces of the pendulums’ masses on the base, thus scarcely modifying their response.

However, when the mass ratio is increased, a rather different picture is drawn. In Fig. 5.9(c), the tuned pendulum jumps to a chaotic attractor for $\nu/\kappa = 2.5$, as the detuned one does too. The detuned pendulum ends up rotating from chaos and
rotations-oscillations for $\nu/\kappa = 1.7$ and 1.9 respectively. However for $\kappa = 2.5$ and $\kappa = 2.7$, while the decoupled pendulum ($\Diamond$) would purely rotate, the coupling drives the detuned pendulum ($\times$) to less rotational motion. For $\psi = 0.5$, the total mass of the pendulums equals the mass of the base. The effect of the coupling is seen to grow near the resonance curves and forces even the tuned pendulum away from the rotational attractor, with the response of the detuned configuration presenting no differences ($\nu/\kappa > 2.5$).

The RHS in Fig. 5.9 shows the results for a stochastic case with $\sigma^2 = 0.1$ in a similar way as in the LHS ones. As it was reported in [193, 194], induction of noise to the single pendulum system results in narrower and less intense rotational regions. Even so, a dominant rotational region can still be found. In Fig. 5.9(b), the response resembles the deterministic one especially for the tuned pendulum, since the low mass ratio value deteriorates the influence of one pendulum on the other. Here, there is also a significant range of $\nu/\kappa$ values for which both pendulums lie in the dominant rotational area. Increasing the detuning between them drives the detuned one outside the purely rotational domain maintaining though a higher rotational ratio than the decoupled, meaning that the coupling acts in favour of rotations or at least not against them in the stochastic case as well.

Higher mass ratio - Fig. 5.9(d), brings up the effect of the interaction between the pendulums. The tuned pendulum is less robust, maintaining a purely rotational motion only for relatively high detuning values. Inducing noise has extended what was found only for one parameter pair in the deterministic case, being consistent with the previously observed destructive effect of noise onto rotations. When the detuning is low, though both pendulums lie inside the rotational region, none of them preserves purely rotational motion. As soon as the detuned one exits the rotational region for $\nu/\kappa > 2.5$ and enters the oscillatory region, the interaction between them fades away as well and so the tuned pendulum returns to pure rotations while the detuned one approaches the decoupled response. Closer to the second resonance curves, for $\nu/\kappa < 2.0$, where the detuned lies in the general instability area, the response of both pendulums improves. In Fig. 5.9(f) with $\psi = 0.5$, the same pattern is observed only intenser.
Chapter 5: The pendulum on an elastic base

5.3.2 Correlation coefficient

So far, examining the demonstrated rotational motion reflects a rather macroscopic view on the trajectories of the pendulums. In order to acquire a better insight, possible synchronization is sought. One of the simplest, yet descriptive, measures
of this phenomenon is the cross-correlation coefficient of the angular displacements defined as:

\[ \rho(\tau_0) = \frac{<\theta_1(t)\theta_2(t + \tau_0)>}{\sigma_{\theta_1}\sigma_{\theta_2}} \] (5.5)

which always lies in \([-1, 1]\) and \(\sigma_{\theta_i}\) is the i-th’s pendulum standard deviation.

If \(\rho\) attains its extrema values that would mean complete synchronization between the pendulums with a constant phase difference revealed by the time lag \(\tau_0\). In the case of rotating response, unidirectional rotations would lead to the maximum \(\rho\) value, whilst opposite directions to the minimum. Fig. 5.10 presents the numerically calculated correlation coefficient for some characteristic cases, seeking whether this measure could indicate the rotational response of the detuned pendulum when the tuned one’s is taken for granted. It is important to stress that, in general, the correlation coefficient reveals the similarity between two responses. That means that if both pendulums were oscillating in phase, then \(\rho\) would approach 1. However, since the tuned pendulum is configured to rotate, one could interpret a high correlation to both pendulums rotating. The figures at the top show the trajectories taken into account in sets, with the calculated coefficient being depicted in the corresponding positions at the bottom. Three cases drawn from the RHS of Fig. 5.9 are shown, in the presence of noise. Figs 5.10(a) and 5.10(b) refer to Fig. 5.9(b) and \(\nu/\kappa = 3.0\), where the detuned pendulum exhibits mixed oscillatory-rotary response. The cross-correlation coefficient is bounded between \([-0.2, 0.2]\) indicating weak correlation between them, hence the partly rotational response. In Figs 5.10(c) and 5.10(d) which refer again to Fig. 5.9(b) but for \(\nu/\kappa = 2.7\), the common rotational response reflects a strong correlation even though not a complete one due to the presence of noise. In the last case referring to Fig. 5.9(d) and \(\nu/\kappa = 3.0\) where the detuned pendulum mostly oscillates, there is hardly anywhere a non-zero cross-correlation value translated to no correlation at all. In total, this measure has been seen to align with the observation made from identifying rotations. Particularly, it seems as if it could provide a good indication for separating rotational response from oscillatory, yet an adjustment to the exact percentage of rotations is not possible.
5.3.3 Parameter space plots

The previous sections revealed the potential of rotational motion in the coupled pendulums system as well. However, a better understanding can be acquired if a wider range of the amplitude was considered. To that end, parameter space plots are constructed with respect to rotational motion, following the ones created previously [183, 193, 194]. These plots (see Fig. 5.11) demonstrate the percentage of rotational motion performed by the detuned pendulum over the total length of the numerically calculated response, for a range of forcing parameters. The depicted values are leveled by a color-scale such that red indicates $>90\%$ of rotational motion and blue $<10\%$. The identification and quantification of rotations is based on MC simulations and the procedure explained in the beginning of this section. Compared to previous studies, the only difference is that the response is evaluated against $(\kappa, \lambda)$ since the tuned pendulum has to remain unaltered and the frequency spanning of the detuned is controlled through $\kappa$.

The top three plots in Fig. 5.11 show the PSPs constructed for the same mass ratio value, $\psi = 0.1$, with the noise intensity taking the values $\sigma^2 = 0.0, 0.1, 0.3$ from left to right. At the bottom, the plots are organized in the same manner as far as the noise intensity is concerned, with $\psi = 0.3$. Naturally, as $\kappa$ appears in the denominator of the frequency ratio exciting the detuned pendulum, the rotational region is directed towards the lower $\kappa$ values. Since, the tuned pendulum is configured to rotate and so it does in most of the cases, only the response of the detuned one is considered. When the mass ratio is low - $\psi = 0.1$ - the rotational response presents a remarkable robustness even in the highest noise intensity examined, Fig. 5.11(e). However, increasing the pendulums’ masses – Figs 5.11(b)–5.11(f) – acts against dominant rotations deteriorating their region. This observation is consistent with what has been found previously for the single pendulum system [193, 194]. Moreover, the noise maintains the destructive effect on the rotational regions noticed in all previous studies, even though it is more obvious when combined with relatively high mass ratio.
Figure 5.11: Rotational motion of the detuned pendulum (index 2 in Eq. (5.4)) against \((\kappa, \lambda)\) for \(\nu = 2.3, \gamma = 0.3, \beta = 0.5, \epsilon = 2.3\) and (a) \(\sigma^2 = 0.0, \psi = 0.1\), (c) \(\sigma^2 = 0.1, \psi = 0.1\), (e) \(\sigma^2 = 0.3, \psi = 0.1\), (b) \(\sigma^2 = 0.0, \psi = 0.3\), (d) \(\sigma^2 = 0.1, \psi = 0.3\), (f) \(\sigma^2 = 0.3, \psi = 0.3\).
5.4 Summary

The introduction of a mounting platform of the pendulum, modelled as a SDOF linear system, reshapes the studied dynamics to the base-excited autoparametric case. The centre of attention is again the construction of PSPs in order to evaluate the potential of rotational motion in a more realistic context. The preceding analysis revealed that the diffusing effect of randomness, observed in Chapter 4, could be compensated by the introduced platform. This is first demonstrated by the PSPs in Figs 5.3 and 5.4, where regions of dominant rotational motion can be found as low as $\lambda = 0.6$ for the target noise intensity of $D = 0.3$. This is a reasonable outcome for when the primary system is resonant, i.e. $\nu = \epsilon$, due to its dynamic amplification factor, that practically magnifies the displacement of the pendulum’s pivot. However, even when the noise intensity is relatively large, this effect is located in a range of frequencies around the resonance, with the width depending on the primary system’s parameters. In other words, the diffusing effect of noise is proven beneficiary, since it increases the bandwidth of the primary system’s response spectrum, providing a non-localized amplification of the pendulum’s pivot driving. The extent of these regions increases with higher natural frequency of the primary system which is attributed to the existence of wider rotational regions in the high frequency range, even in the deterministic PSP. Damping is also seen to facilitate expansion of the rotational regions with the same mechanism as in Chapter 4.

However, within the context of harvesting the energy stored as rotational motion of the pendulum, its mass has to be as large as possible. Thus, the interaction between the vibrating pendulum and the primary mass would play an important role. It was found that increasing mass ratio (secondary mass over total mass) acts against the regions of dominant rotations. There is only a small range, $m^r \leq 0.1$, for which the interaction could be beneficiary, or at least non-destructive, with respect to establishing rotational motion. Nevertheless, wide regions of 70-80% ratio are possible, especially when the beneficiary effect of the primary system’s parameters is taken advantage of.

Furthermore, the potential of multiple non-identical pendulums mounted on a mu-
tual platform was considered. In this layout, the pendulums are coupled through the primary system itself, posing the additional issue of the interaction between the pendulums. In particular, since, given the excitation characteristics, the natural frequency of each pendulum controls its response, the influence of a tuned pendulum onto a detuned one was investigated. The tuned pendulum was configured such that it would exhibit rotational response. A detuning parameter was introduced, $\kappa$, as the ratio of the pendulums’ natural frequencies and the response of the detuned pendulum was evaluated against it. It was found that the tuned rotating pendulum would force the detuned pendulum, which otherwise would not rotate, to enter a rotational regime. This could be achieved for a relatively wide range around $\kappa = 1$. Further detuning has been seen to render the coupling between the pendulums insignificant, the motion of which is then directed closer to the corresponding response they would have, if they were independent. Moreover, the rotational regions would maintain their robustness even for a high mass ratio, $\psi = 0.3$, which is an improved performance compared to the PSPs of a single pendulum. The practical importance is that this layout could act as an indirect passive control. Since two different frequencies are defined by $\kappa \neq 1$, each of the pendulums could act as the tuned pendulum, depending on the driving frequency, which follows a narrow-band spectrum in the case of ocean waves. Then, the tuned pendulum would force the detuned one into a rotational regime, with both pendulums being capable of adopting the role of the tuned system, depending on the, subject to random changes, forcing conditions. Thus, such a layout would provide a wider operating range of relatively good performance, as the PSPs characterizing the response of the detuned pendulum have shown.
Chapter 6

Impacting base

The dynamics of a mass-pendulum autoparametric vibro-impact system subjected to a narrow-band excitation are investigated in this chapter. The primary mass is modeled by a linear SDOF system with a unilateral barrier, in general shifted from its equilibrium position (Fig. 6.1). Such dynamics may be encountered in Ocean Engineering where floating structures are anchored to the sea bed by mooring chains [195]. Within this context lies the point absorber type of WEC, a special case of which is considered in this thesis. Due to the unpredicted nature of waves, unexpected wave heights could arise, termed as rare events in a probabilistic framework. The limited sag of the mooring chains could be stretched by high waves forcing abrupt stopping of the heaving motion. Moreover, given the operational range for any floating structure, it is important to protect it from high waves by imposing limiters, restricting the vertical motion of the floater. Thus high waves will cause the vibro-impact like motion of the system. Some basic information on dynamics, modeling and analysis of stochastic vibro-impact systems may be found in [196–198].

Impacting motion of an autoparametric pendulum has been recently investigated by R. Leine [199], where a pendulum mass was subjected to a vibro-impact motion against a unilateral constrain. The impact was modeled as an instant event with energy losses due to a given restitution coefficient. Hill’s equation of motion was used to described the dynamics of the system and stability boundaries were derived using the averaging technique. In [200], the authors consider vibro-impact dynamics of a SDOF system subjected to a narrow-band stochastic excitation.
6.1 Problem statement

The dynamics of a pendulum positioned on a vertically excited mass may be written as:

\[
\ddot{x} + 2\alpha \dot{x} + \Omega_M^2 x = \lambda L \Omega_M^2 \cos q(t) + \frac{m}{M+m} L \dot{\theta} \sin \theta + \frac{m}{M+m} L \ddot{\theta} \cos \theta
\]

\[
\dot{\theta} + 2\beta \dot{\theta} + \left( \Omega_P^2 - \frac{\ddot{x}}{L} \right) \sin \theta = 0
\]

\[
\dot{q}(t) = \omega_m + \sigma \zeta(t), \quad \lambda = \frac{A \omega^2}{L \Omega_M^2}
\]

Here, \( M, m \) are the masses, \( \Omega_M \) and \( \Omega_P \) - the natural frequency of the primary mass and the pendulum correspondingly, \( \omega \) - the excitation frequency, \( L \) - the pendulum’s length, \( \alpha, \beta \) the damping coefficients of the primary system and the pendulum respectively, \( A \) - the excitation amplitude, \( \zeta \) - zero mean Gaussian white noise [193].

When the inclination angle \( \theta \) is small, Eq. (6.1) can be simplified:

\[
\ddot{x} + 2\alpha \dot{x} + \Omega_M^2 x = \lambda L \Omega_M^2 \cos q(t) + \gamma L (\dot{\theta}^2 + \ddot{\theta}^2)
\]

\[
\dot{\theta} + 2\beta \ddot{\theta} + \left( \Omega_P^2 - \frac{\ddot{x}}{L} \right) \theta = 0
\]

\[
\gamma = \frac{m}{M+m}
\]

There is a considerable gap in the literature concerning the dynamics of the au-
toparametric pendulum hinged on an impacting base. Thus, it is important to study the linearized system in Eq. (6.2), pursuing to understand the stability behaviour manifested under these circumstances. Besides, in the event of rare unexpectedly high waves, such that the impacting motion due to the limiters or the mooring chains is initiated, one would be interested in designing the WEC so that the pendulum would first escape the asymptotically stable well. This is a task that could be analyzed solely by the linearized Eq. (6.2). That is dictated by the purpose of energy production which is favoured by rotational motion, yet the rare nature of the system considered in this Chapter allows room for the lower efficiency of oscillatory motion in these extreme conditions. On the other hand, it might be preferable to “shut down” the device keeping the pendulum at its equilibrium position, ergo aiming at a stable response of Eq. (6.2). Thus, investigating the dynamics of Eq. (6.2) fulfills a multi-fold requirement of the development of the present WEC.

Returning to Eq. (6.2), since the motion of $M$ is restricted by a barrier (Fig. 6.1) located at a distance $h^*\lambda$ from its equilibrium, its motion is limited. The reason behind such a notation is clear if one thinks about the response of the SDOF system, which will be different for different values of $\lambda$. Thus, if an unscaled distance is used, the actual distance to the barrier will be different every time the excitation amplitude is changed, but it is not convenient for the comparison of results and parametric study. The mass $M$ will have impacts against the barrier when its displacement is larger than or equal to the distance to the barrier, therefore the first equation is valid only when $M$ is between the impacts. To incorporate this feature into equations of motion lets rewrite Eq. (6.2) as follows:

$$\ddot{z} + 2\alpha \dot{z} + \Omega_M^2 z = \lambda \Omega_M^2 \cos q(t) + \gamma (\ddot{\varphi} + \dot{\varphi}^2), z < -h$$

$$\ddot{\varphi} + 2\beta \dot{\varphi} + (\Omega_\theta^2 - \dot{z}) \theta = 0$$

$$\dot{z}_+ = -r \dot{z}_-, z = -h = -h^*\lambda/L, \quad (6.3)$$

where $z = x/L$, $\dot{z}_+$ and $\dot{z}_-$ are the velocities of mass $M$ right before and after the impact, $r$ - the restitution coefficient, $0 < r \leq 1$, and the last equation describes the impact condition.
To incorporate the impact into the equation of motion lets introduce the following Zhuravlev transformation \[69\]:

\[
\begin{align*}
    z &= |y| - h, \quad \dot{z} = \dot{y} \text{sign}(y), \quad \ddot{z} = \ddot{y} \text{sign}(y), \\
    \dot{y} + \Omega^2 y &= -2\alpha \dot{y} + \left[ \Omega^2 h + \lambda \cos q(t) + \gamma (\dot{\theta} \dot{\theta} + \dot{\theta}^2) \right] \text{sign}(y) \\
    \dot{y}_+ &= r \dot{y}_-, \\
    \dot{\theta} + \Omega^2 \dot{\theta} &= -2\beta \dot{\theta} + \ddot{y} \text{sign}(y) \dot{\theta}
\end{align*}
\]

so that

\[
\begin{align*}
    \dddot{y} + \Omega^2 y &= -2\alpha \dot{y} + \left[ \Omega^2 h + \lambda \cos q(t) + \gamma (\dot{\theta} \dot{\theta} + \dot{\theta}^2) \right] \text{sign}(y) \\
    \dot{y}_+ &= r \dot{y}_-, \\
    \dot{\theta} + \Omega^2 \dot{\theta} &= -2\beta \dot{\theta} + \ddot{y} \text{sign}(y) \dot{\theta}
\end{align*}
\]

The benefit of this transformation is that if \( r = 1 \), the response \( y \) is everywhere differentiable as could be seen in Fig. 6.2 avoiding the inconvenient condition in Eq. (6.3) for the velocity at the instance of impacts. The above set of equations will be analyzed analytically and numerically next.

### 6.2 Analytical Development

#### 6.2.1 Stochastic averaging

To derive a set of shortened equations the method of stochastic averaging described in Sec. 3.3.2 is employed. Lets introduce a slowly varying amplitude and phase of

![Figure 6.2: The effect of the Zhuravlev transformation, Eq. (6.4), for \( h = 0 \). The original not-everywhere differentiable response \( z \) (solid line) is transformed to a smooth response \( y \) (dashed line).]
the primary mass and the pendulum, assuming $r = 1$ throughout the rest of this
Chapter, unless stated otherwise:

$$
\begin{align*}
    y &= A_1 \sin \phi_1, \quad \dot{y} = A_1 \Omega_M \cos \phi_1 \\
    \theta &= A_2 \sin \phi_2, \quad \dot{\theta} = A_2 \Omega_p \cos \phi_2,
\end{align*}
$$

which will result in:

$$
\dot{A}_i = \frac{\cos \phi_i}{\Omega_i} R_i, \quad \dot{\phi}_i = \Omega_i - \frac{\sin \phi_i}{A_i \Omega_i} R_i, i = 1, 2,
$$

where $R_1, R_2$ are the RHS of the first and third equation in Eq. (6.5) correspondingly
and $\Omega_1 = \Omega_M, \Omega_2 = \Omega_p$. Since the frequency of the vibroimpact motion is doubled,
consider a subharmonic response with the excitation frequency close to the double
of the natural frequency of the primary mass, so that $\Delta = \omega - 2\Omega_1, \delta = \Omega_2 - \Omega_1$
are small parameters. Assuming the RHS of all the equations is proportional to a
small parameter, introducing two new variables, $\chi = q - 2\phi_1$ and $\psi = \phi_2 - \phi_1$, and
averaging over the period, taking into account that $\text{sign}[A_1 \sin \phi_1] = \text{sign}[\sin \phi_1]$, one
gets the following set of stochastic differential equations:

$$
\begin{align*}
    \dot{A}_1 &= -\alpha A_1 - a_1 \sin \chi - 2a_2 A_2^2 \sin(2\psi), \\
    \dot{\chi} &= \Delta + \sigma \zeta(t) + \frac{2a_4}{A_1} - a_1 \frac{\cos \chi}{A_1} + 3a_2 \frac{A_2^2}{A_1} \left[ 1 - \frac{1}{3} \cos(2\psi) \right], \\
    \dot{A}_2 &= -\beta A_2 + a_3 A_1 A_2 \sin(2\psi), \\
    \dot{\psi} &= \delta + 3a_3 A_1 \left[ 1 + \frac{1}{3} \cos(2\psi) \right] + \frac{a_4}{A_1} - a_1 \frac{\cos \chi}{2A_1} + 3a_2 \frac{A_2^2}{2A_1} \left[ 1 - \frac{1}{3} \cos(2\psi) \right], \\
    a_1 &= \frac{4\lambda}{3\pi \Omega_1}, a_2 = \frac{2\gamma \Omega_2^2}{3\pi \Omega_1}, a_3 = \frac{\Omega_1^2}{3\pi \Omega_2}, a_4 = \frac{2 \Omega_1 h}{\pi}.
\end{align*}
$$

Note that $a_i, \ i = 1, 4$ are all positive parameters. This is a system of nonlinear
stochastic differential equations and therefore it is difficult to analyze it analytically.
However, the case of little or no interaction between the pendulum and the primary
mass \((\gamma = 0, a_2 = 0)\) can simplify the system making the primary mass independent:

\[
\begin{align*}
\dot{A}_1 &= -\alpha A_1 - a_1 \sin \chi, \\
\dot{\chi} &= \Delta + \sigma \zeta(t) + \frac{2a_4}{A_1} - a_1 \frac{\cos \chi}{A_1}, \\
\dot{A}_2 &= -\beta A_2 + a_3 A_1 A_2 \sin(2\psi), \\
\dot{\psi} &= \delta + 3a_3 A_1 \left[1 + \frac{1}{3} \cos(2\psi)\right] + \frac{a_4}{A_1} - a_1 \frac{\cos \chi}{2A_1},
\end{align*}
\tag{6.9}
\]

### 6.2.2 The deterministic system

Considering the steady-state deterministic \((\sigma = 0)\) response of the primary system, i.e. \(\dot{A}_1, \dot{\chi} = 0\). It can be seen that the first two equations can be solved independently, meaning that the dynamics of the primary mass is not influenced by the pendulum. Thus, the steady state response amplitude is:

\[
A_1 = \frac{-2a_4 \Delta \pm \sqrt{a_4^2 (\Delta^2 + \alpha^2) - 4\alpha^2 a_4^2}}{\Delta^2 + \alpha^2} \tag{6.10}
\]

However, when the barrier is located at the system’s equilibrium position \((h = 0)\) Eq. (6.10) can be simplified:

\[
A_1 = \frac{a_4}{\sqrt{\Delta^2 + \alpha^2}} \tag{6.11}
\]

The equations for the pendulum amplitude and phase can be written from Eq. (6.9) as:

\[
\begin{align*}
\dot{A}_2 &= -\beta A_2 + a_3 A_1 A_2 \sin(2\psi), \\
\dot{\psi} &= \delta + 3a_3 A_1 \left[1 + \frac{1}{3} \cos(2\psi)\right] - \frac{\Delta}{2}
\end{align*}
\tag{6.12}
\]

Introducing another set of new variables \(u = A_2 \sin(\psi)\) and \(v = A_2 \cos(\psi)\) and substituting them into Eq. (6.12) results in a set of two equations:

\[
\begin{align*}
\dot{u} &= -\beta u - \mu v + 4a_3 A_1 v, \\
\dot{v} &= -\beta v + \mu u - 2a_3 A_1 u
\end{align*}
\tag{6.13}
\]
where \( \mu = \Delta/2 - \delta = \omega/2 - \Omega_2 \) and which could finally describe the dynamics of the approximate pendulum system with respect to the response amplitude of the primary system.

Taking into account Eq. (6.13), stability of this system will depend on the sign of the real part of the roots \( p \) of the characteristic equation:

\[
(\beta + p)^2 - (\mu - 2a_3A_1)(4a_3A_1 - \mu) = 0 \tag{6.14}
\]

leading to the following condition for the pendulum instability:

\[
3a_3A_1 + \sqrt{a_3^2A_1^2 - \beta^2} \geq \mu \geq 3a_3A_1 - \sqrt{a_3^2A_1^2 - \beta^2}, \tag{6.15}
\]

In the case of negligibly small pendulum damping (\( \beta = 0 \)) the condition for instability will then be:

\[
4a_3A_1 \geq \mu \geq 2a_3A_1, \tag{6.16}
\]

If \( \Omega_1 = \Omega_2 \ (\delta = 0) \) and \( \alpha, \beta \) are considered sufficiently small, then the above formula can be simplified down to:

\[
2\Omega_2 + \frac{4\sqrt{2\lambda}}{3\pi} \geq \omega \geq 2\Omega_2 + \frac{4\sqrt{\lambda}}{3\pi}, \tag{6.17}
\]

It is possible to extract the instability boundaries for non-zero \( \alpha \) and \( \beta \) considering an expression for \( \lambda \) with respect to \( \Delta \). Then, Eq. (6.15) would lead to the following condition for instability:

\[
\lambda_L(\Delta, \alpha, \beta) \geq \lambda \geq \lambda_R(\Delta, \alpha, \beta) \tag{6.18}
\]

where:

\[
\lambda_{L,R} = \frac{3}{16} \pi^2 \sqrt{\Delta^2 + \alpha^2} \left( \frac{9}{4} \Delta \pm \frac{3}{4} \sqrt{\Delta^2 - 32\beta^2} \right) \tag{6.19}
\]

with the index \( L \) referring to + and \( R \) to −. It is worth noting that Eq. (6.19) gives...
rise to the following restriction, since the amplitude $\lambda$ has to be real:

$$|\Delta| \geq 4\beta\sqrt{2} \quad (6.20)$$

This is a rather interesting fact since it reveals an additional influence of the pendulum’s damping coefficient $\beta$ on the structure of the instability domain when the primary mass is subjected to impacts. It is well-known that in the parametrically excited system described by the Mathieu equation, the instability domain is shifted upwards with increasing values of $\beta$. However, formula Eq. (6.20) suggests that it also moves the instability region away from the resonance frequency ($\Delta = 0$). Furthermore, Eq. (6.15) bounds $\mu$ between two quantities which are both positive. Thus, for the case of $\delta = \Omega_1 - \Omega_2 = 0$ the unstable domain can be found only in the half-plane of the positive $\Delta$ axis. In general, $\delta$ could be used to move the instability region to higher detuning ($\delta > 0$) or lower ones ($\delta < 0$) including negative values due to the definition of $\mu$. However, throughout this Chapter it will be taken $\delta = 0$.

Coming back to that, the placement of the instability region at positive detuning is another interesting distinction from the Mathieu equation where the instability region is well known to be symmetrical about the $\Delta = 0$ axis (see Fig. 2.14). Thus to avoid or target the instability in this case it is enough to have a negative or proper positive detuning, at least for small values of $\lambda$, which is either way a requirement of the averaging technique.

In addition, the initiation point must satisfy the condition $\lambda_L = \lambda_R$, which can be found to have only one positive solution for $\Delta_{init}$ being given by the equality in Eq. (6.20):

$$\lambda_{init} = \frac{27}{16} \beta \frac{\pi^2}{64} \sqrt{\frac{\beta^2}{\alpha^2} + 2\alpha^2} \quad (6.21)$$

In other words, $\Delta_{init}$ is the point where two curves, describing the instability domain, collide and the instability domain can only exist to the right of this point. However, the initiation point is not the lowest $\lambda$ resulting in instability, as could be seen in
Fig. 6.3: Instability boundaries for the system in Eq. (6.35) for $\alpha = 0.1$, $\beta = 0.005$, $h = 0.0$, $\sigma^2 = 14/3$ separating the left boundary $\lambda_L$ (——) from the right one $\lambda_R$ (−−−). Indication of initiation point being different from the lowest unstable one.

Fig. 6.3. The lowest unstable point can be found by minimizing the $\lambda_R$ function and which is, for $\alpha = 0.0$:

\[ \lambda_{\text{low}} = \frac{9\pi^2\beta^2}{4} \left( 3 + 2\sqrt{2} \right) \]  

(6.22)

This is the formula which provides the lowest boundary of the instability domain.

6.2.3 Offset barrier

Eqs (6.17)-(6.22) were derived under the assumption of $h = 0$, using the expression in Eq. (6.11). As long as a barrier is located slightly offset from the equilibrium at $h = h^*\lambda$, one has to ensure that the expression in Eq. (6.10) is real and positive. Taking into account that $\delta = 0$, which leads to positive $\Delta$, one arrives at the following condition:

\[ a_1 \geq 2a_4 \Rightarrow 1 \geq 3\Omega_h^2 h^* \]  

(6.23)

This condition may be thought of as the condition of a vibro-impacting motion, or the motion with impacts within each period. Including impacts at a distance offset from the equilibrium along with the influence of damping coefficients $\alpha, \beta$ is rather hard to treat analytically. The derived expressions are quite long (see Appendix
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A.1) and thus it is difficult to evaluate the influence of the parameters. Hence, a simplification is adopted where each of the damping parameters are individually set to zero. First the joint influence of $\beta$ and $h^*$ is considered leading to the following expressions for the stability boundaries:

$$\lambda_{L,R} = \frac{9\Delta \pi^2}{4(1 - 3\Omega^2 h^*)} \left(3 + 2\sqrt{2}\right)$$  \hspace{0.5cm} (6.24)

with the $\pm$ notation as before. The closest unstable solution to the resonance axis is again found by Eq. (6.20) with the lowest $\lambda$ value leading to unstable response being:

$$\lambda_{low} = \frac{9\pi^2 \beta^2}{4(1 - 3\Omega^2 h^*)} \left(3 + 2\sqrt{2}\right)$$  \hspace{0.5cm} (6.25)

Fig. 6.4 shows the analytical instability boundaries for $h^* = 0$ and $h^* = 0.1$ with $\alpha = 0$ and $\beta = 0.005$. It is noticed that a non-zero $h$ rotates the instability region anticlockwise with respect to the initiation point, as well as moving the lowest point upwards, compared to $h = 0$ in Eq. (6.22). Moreover, the latter is predicted to alter slightly its coordinates in the parameter space. These curves are presented to extract a qualitative view on the influence of the offset parameter $h^*$.

Applying the same procedure for the joint influence of $\alpha$ and $h^*$, the following
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Figure 6.5: Stability boundaries for deterministic excitation and $\gamma = 0.0$, $\beta = 0.0$, $\alpha = 0.1$ calculated approximately analytically from Eq. (6.26) for $h^* = 0$ (solid line) and $h^* = 0.1$ (dashed line).

Formulas are derived.

$$\lambda_L = \frac{9\pi^2 \Delta}{16} \left( \frac{3 \Omega^2 h^* + \sqrt{-9 \Omega^4 h^*^2 \alpha^2 + \Delta^2 + \alpha^2}}{1 - 9 \Omega^4 h^*^2} \right)$$

$$\lambda_R = \frac{\lambda_L}{2}$$

(6.26)

Since $\beta$ is assumed to be zero then the initiation point lies at ($\Delta, \lambda$) = (0, 0). Fig. 6.5 shows that a displaced barrier incurs a similar effect on the stability boundaries by rotating them anticlockwise.

As soon as $\alpha$ and $\beta$ are considered to be non-zero, it is more convenient to conduct a numerical study which will be discussed in Sec. 6.3.1.

A few words should be mentioned regarding the case of negative $\delta$, which according to Eq. (6.14) allows negative values of $\Delta$ as long as $\mu > 0$. Then, it is possible to have either one or two real values of the primary mass response amplitude in the deterministic case. The condition for the existence of a single solution leads again to condition Eq. (6.24). In order to have two real and positive solutions for $\Delta < 0$ it is essential to ensure that

$$a_1^2 > \frac{4\alpha^2}{\Delta^2 + \alpha^2} a_1^2,$$

$$4a_1^2\Delta^2 > a_1^2(\Delta^2 + \alpha^2) - 4\alpha^2 a_1^2$$

(6.27)
The above conditions may be rewritten as:

\[ 2a_4 > a_1, \quad 1 > \frac{\alpha^2}{\Delta^2 + \alpha^2} \]  

(6.28)

Whereas the second condition is always satisfied for \( \Delta \neq 0 \), the first condition is opposite to Eq. (6.24) for positive values of \( \Delta \), i.e. \( 1 < 3\Omega_2^2h^* \). The latter corresponds to the case of large gap and therefore two possible amplitudes will correspond to impacting and impact free motions. The behaviour of the pendulum in this case is out of the scope of this thesis and thus not considered herein.

### 6.2.4 Stochastic mean stability

An effort to derive an approximate expression of the stability boundaries of the linearized stochastic autoparametric pendulum through Eq. (6.9) requires a few further approximations. First of all, since the stationary response is sought and \( \phi_1, \phi_2 \) are slowly varying, one could enforce \( \dot{\chi} = 0 \). Therefore, the set of differential equations dictating the response of the pendulum becomes:

\[
\begin{align*}
\dot{A}_2 &= -\beta A_2 + a_3 A_1 A_2 \sin(2\psi), \\
\dot{\psi} &= \delta + 3a_3 A_1 \left[ 1 + \frac{1}{3} \cos (2\psi) \right] - \frac{\Delta}{2} - \frac{\sigma}{2} \zeta(t)
\end{align*}
\]

(6.29)

Further on, introducing a set of new variables \( u = A_2 \sin \psi \) and \( v = A_2 \cos \psi \) and substituting them into Eq. (6.29), results in the following set:

\[
\begin{align*}
\dot{u} &= -\beta u - \mu v + 4a_3 A_1 v + \frac{\sigma}{2} \zeta(t), \\
\dot{v} &= -\beta v + \mu u - 2a_3 A_1 u - \frac{\sigma}{2} \zeta(t)
\end{align*}
\]

(6.30)

where \( \mu = \Delta/2 - \delta = \omega/2 - \Omega_2 \) and which could finally describe the dynamics of the approximate pendulum system with respect to the response amplitude of the primary system.

In this section, the stability of the pendulum’s response is approached in terms
of the mean stability. Applying the expectation operator $< \cdot >$ to both sides of the equations in Eq. (6.30) and accounting for the Wong-Zakai correction terms, a deterministic matrix differential equation for the mean values is derived. One should notice though that in this approach, $A_1$ should be considered uncorrelated with $u, v$. Moreover, the mean value of $A_1$ is essential for the extraction of the stability boundaries and so, $A_1^*$ will be denoting this value in the following set of equations:

$$\begin{bmatrix} \dot{m}_u \\ \dot{m}_v \end{bmatrix} = \begin{bmatrix} -\beta - \frac{\sigma^2}{8} & 4a_3A_1^* - \mu \\ \mu - 2a_3A_1^* & -\beta - \frac{\sigma^2}{8} \end{bmatrix} \begin{bmatrix} m_u \\ m_v \end{bmatrix}$$

(6.31)

where $m_u, m_v$ denote the mean values of the corresponding variables.

Thus, the stability of the system of ordinary differential equations in Eq. (6.31) would unveil the mean stability of the system Eq. (6.30). It is well-known in the stability theory of linear systems, that the stability of their response is determined by the sign of the real part of the eigenvalues $\kappa$ of the $2 \times 2$ matrix in Eq. (6.31), with positive sign leading to instability. Requiring at least one eigenvalue to have a positive real part and setting $\Omega_1 = \Omega_2 = 1$ leads to the following condition for $A_1^*$:

$$b_- < A_1^* < b_+$$

(6.32)

where

$$b_{\pm} = \frac{3\pi}{16} \left( 3\Delta \pm \sqrt{\Delta^2 - 32\beta^2 - 8\beta\sigma^2 - \sigma^4/2} \right)$$

Of course, the root argument in the above equation has to be positive in order for the amplitude boundaries to be real. Thus, the following condition should hold:

$$|\Delta| \geq \frac{\sqrt{2}}{2} \left( 8\beta + \sigma^2 \right)$$

(6.33)

Eq. (6.33) reveals a distinct characteristic of the stability boundaries of the au-
toparametric system when the primary mass experiences impacts against a barrier, as has been the case with the deterministic system as well (Sec. 6.2.2). The typical Mathieu equation becomes unstable for a symmetric region around $\Delta = 0$ extending to both the positive and negative $\Delta$ semi-axis. However, when impacts are imposed due to a barrier, Eq. (6.33) determines that the instability region lies only on the positive detuning $\Delta$ semi-plane, introducing a qualitatively different behaviour of the response of the pendulum. Yet, under the influence of noise, it is interesting to investigate the robustness of this observation.

**Approximations.** The expression of the instability boundaries in Eq. (6.32) reflect their dependence onto the mean value $A_1^*$. However, in order to express them in the $(\Delta, \lambda)$ space with analytical means, one would need an expression for the primary’s mass’ average amplitude $A_1^*$. Unfortunately, only the mean-square response
amplitude can be derived analytically and that only for $h = 0$ and $\gamma = 0$, with the latter decoupling the response of the primary system by the pendulum’s motion. Thus, an approximation has to be adopted exploiting the, necessary for the stochastic averaging technique to hold, small noise intensity and that is, $A^*_1 = \sqrt{\langle A^2_1 \rangle}$, where [201]:

$$\langle A^2_1 \rangle = \frac{(a^2_1/\alpha^2) (1 + \sigma^2/2\alpha)}{(1 + \sigma^2/2\alpha)^2 + (\Delta/\alpha)^2}$$

(6.34)

In fact, even though it is known to be erroneous, $A^*_1$ has been seen to closely approximate numerical estimations of $\langle A \rangle$ calculated by MC simulations (see Fig. 6.6) even for relatively large noise intensity. Nonetheless, this approximation assumes an overestimated response amplitude which draws the instability downwards, thus keeping the analysis on the safe side regarding instability.

Combining Eqs (6.32) and (6.34) one could reach an expression for the mean stability boundaries in the $(\Delta, \lambda)$ space. Due to the length of this expression, only a graphical representation is provided for $r = 1$ and different noise intensities in Fig. 6.7. The actual formulas are shown though in Appendix A.2. A direct comparison with numerical calculation of these boundaries is also performed through estimation of the LLE, a procedure described in Sec. 6.3.1.
6.2.5 Stochastic mean-square stability

Coming back to the stochastic system in Eq. (6.9), it should be mentioned that the first two equations have been extensively studied in [201] by the stochastic averaging approach. It has been shown that an exact analytical result for a mean square amplitude is possible to obtain only in the case when the barrier is placed at the system’s equilibrium position \((h = 0)\), which will be considered as such throughout this section. Rewriting the equations governing the pendulum motion to incorporate noise leads again to Eq. (6.30).

In order to examine the mean-square stability of the system Eq. (6.30), the differential equations for the second-order moments are derived. Applying stochastic averaging and denoting \(D_{uu} = <u^2>\), \(D_{vv} = <v^2>\) and \(D_{uv} = <uv>\), the system of linear differential equations in Eq. (6.35) is derived dictating the time-evolution of the second-order moments of the variables in Eq. (6.30), where the Wong-Zakai correction terms [168] have been included.

\[
\begin{bmatrix}
\dot{D}_{uu} \\
\dot{D}_{ev} \\
\dot{D}_{uv}
\end{bmatrix} =
\begin{bmatrix}
-2\beta - \frac{\sigma^2}{4} & \frac{\sigma^2}{4} & 8a_3A^*_1 - 2\mu \\
\frac{\sigma^2}{4} & -2\beta - \frac{\sigma^2}{4} & 2\mu - 4a_3A^*_1 \\
\mu - 2a_3A^*_1 & 4a_3A^*_1 - \mu & -2\beta - \frac{\sigma^2}{2}
\end{bmatrix}
\begin{bmatrix}
D_{uu} \\
D_{ev} \\
D_{uv}
\end{bmatrix}
\] (6.35)

Thus, the stability of the system Eq. (6.35) of ordinary differential equations would infer the mean-square stability of Eq. (6.30). Note that the approximations regarding the expression for the mean value of \(A_1\) that have been introduced in Sec. 6.2.4 are being adopted herein too and so, \(A^*_1 = \sqrt{<A_1^2>}\) along with Eq. (6.34). It is well-known in linear systems’ theory, that the stability of such systems is determined by the sign of the real part of the eigenvalues \(\kappa\) of the \(3 \times 3\) matrix in Eq. (6.35), with positive leading to instability. The eigenvalues in turn would be the solutions to the
characteristic polynomial of Eq. (6.35):

\[ P(\kappa) = c_3 \kappa^3 + c_2 \kappa^2 + c_1 \kappa + c_0 = 0 \]

where

\[
\begin{align*}
  c_3 &= 1 \\
  c_2 &= 6\beta + \sigma^2 \\
  c_1 &= \frac{32 A_1^2 - 36 \Delta \pi A_1}{9\pi^2} + \Delta^2 + 12 \beta^2 + 4 \beta \sigma^2 + \frac{\sigma^4}{4} \\
  c_0 &= \frac{64 A_1^2 \beta - 72 \Delta \pi \beta A_1 - 2 A_1^2 \sigma^2}{9\pi^2} + \\
  &\quad + 2\beta \left( \Delta^2 + 4\beta^2 + 2\beta \sigma^2 + \frac{\sigma^4}{4} \right)
\end{align*}
\]

(6.36)

The full expressions for the eigenvalues even though possible to derive are quite long. Thus, the standard Routh-Hurwitz stability criterion that could be found in many dynamics textbooks (eg [65]) will be utilized, yielding the condition

\[ \lambda^\sigma_{\sigma^\tau L,R} \geq \lambda \geq \lambda^\sigma_{\sigma^\tau R} \]

with:

\[
\lambda^\sigma_{\sigma^\tau L,R} = \frac{9\pi^2}{8 (32 \beta - \sigma^2)} \sqrt{\frac{2\alpha (\Delta^2 + \alpha^2 + \alpha \sigma^2 + \sigma^4/4)}{2\alpha + \sigma^2}} \left[ 12 \beta \Delta \pm \\
\pm \sqrt{\beta \left( 4\beta + \sigma^2 \right) \left( \sigma^4 - 128 \beta^2 - 28 \beta \sigma^2 + 4 \Delta^2 \right)} \right]
\]

(6.37)

with the superscript \( \sigma^\tau \) denoting the stochastic case. To begin with, the limiting case of \( \sigma \to 0 \) returns one back to the formulas and the analysis presented in Sec. 6.2.2. The formula in Eq. (6.37) elucidates the significance of a critical noise intensity value \( \sigma^2_{\text{crit}} = 32\beta \).

Let us then first investigate the construction of the instability boundaries for noise \( \sigma < \sigma_{\text{crit}} \). The instability region is again composed of two curves, \( \lambda^\sigma_{\sigma^\tau L,R} \) which enclose the unstable domain. The initiation point of these curves could be found by equating them and keeping in mind that only positive \( \Delta \) is accounted for, yielding:
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Figure 6.8: Evolution of $\Delta_{\text{init}}$ (——) and $\lambda_{\text{init}}$, non-dimensionalised over $\beta$ from Eq. (6.38) and for $\beta = 0.005$ (···), $\beta = 0.010$ (−−−), $\beta = 0.015$ (−−−−) with respect to noise over system bandwidth ratio, $\eta = \sigma^2/\beta$ and $h^*, \gamma = 0.0$.

Since only the case $\sigma < \sigma_{\text{crit}}$ is considered at the moment, it could be seen that $\Delta_{\text{init}}^{\sigma}$ is real for all values of $\beta, \sigma$ satisfying this condition. Moreover, the initiation point is the closest unstable point to the $\Delta = 0$ axis, bounding the instability region from the left side for a given set of parameters $\beta, \sigma$ reassuring the stability of the system for $\Delta < \Delta_{\text{init}}^{\sigma}$. Looking at the formula in Eq. (6.38a), there is a supremum of that distance with respect to $\sigma$ acquired for $\sigma^2 = 14\beta$ at which the initiation point takes the value $\Delta = 9\beta$. One could observe in Fig. 6.8 the bounded shape of $\Delta_{\text{init}}^{\sigma}$ with increasing $\eta = \sigma^2/\beta$. In fact, starting from the deterministic value for $\sigma = 0$ which redirects back to Eq. (6.20), $\Delta_{\text{init}}^{\sigma}$ reaches its maximum value and then reduces, retracting closer to the resonance axis than the deterministic response for values $\sigma^2 > 28\beta$ and with a trend of $\Delta_{\text{init}}^{\sigma} \to 0$ as $\sigma^2 \to 32\beta$.

Larger values of the noise intensity drive the unstable response to expand to the negative semi-plane too, crossing the $\Delta = 0$ axis. This effect is consistent with the one observed for the Mathieu equation where increasing noise leads to wider

\[
\Delta_{\text{init}}^{\sigma} = \sqrt{32\beta^2 + 7\beta\sigma^2 - \sigma^4/4} \quad (6.38a)
\]

\[
\lambda_{\text{init}}^{\sigma} = \frac{27\beta\pi^2\Delta_{\text{init}}^{\sigma}\sqrt{\alpha(32\beta^2 + 7\beta\sigma^2 + \alpha^2 + \sigma^2\alpha)}}{(32\beta - \sigma^2)\sqrt{2(2\alpha + \sigma^2)}} \quad (6.38b)
\]
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Figure 6.9: Distance, $\Delta_{\text{low}}$, of the lowest point leading to unstable response of Eq. (6.30) from the resonance axis ($\Delta = 0$) calculated analytically for $\gamma = 0.0$, $\alpha = 0.1$ and $h^* = 0.0$ with respect to $\eta = \sigma^2/\beta$ and $\beta = 0.005 (-\cdot-)$, $\beta = 0.010$ (---), $\beta = 0.015$ (---).

instability region in the parameter space. As soon as $\sigma^2 > 32\beta$, with respect to $\lambda$, there is only one real and positive solution to the instability condition coming from the Routh-Hurwitz criterion and that is $\lambda > \lambda_{R}^{\gamma}$, as it is defined in Eq. (6.37). In that case an initiation point cannot be defined in the parameter space (other than infinity which has no particular interest), and only the position of the lowest unstable point bears a significance compared to the impact-free response.

However, the behaviour of the origin (wherever this is defined) does not dictate the lowest unstable point too, as this does not coincide with the origin of the two curves, which was also the case in the deterministic analysis (Fig. 6.3). It can be seen from Eq. (6.38b), as well as in Fig. 6.8, that $\lambda_{\text{init}}^{\gamma} \rightarrow \infty$ with $\sigma^2 \rightarrow 32\beta$. In that Figure, one could also notice the different slope with which $\lambda_{\text{init}}^{\gamma}$ develops depending on $\beta$, as well as the monotonic increase with increasing noise intensity. Yet, the lowest unstable point in the parameter space could be found by calculating the minimum of $\lambda_{R}^{\gamma}$ curve. Unfortunately, the derived expressions for the coordinates of the lowest unstable point are impossible to be depicted on paper. Thus, only a graphical representation of these formulas is included showing their dependence on the noise intensity.

Fig. 6.9 shows the evolution of the $\Delta$ coordinate of the lowest unstable point. It is seen that increasing noise shifts that point further to higher detuning, maintaining a dependence on $\beta$, also observed in the deterministic analysis. However, the $\lambda$
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Figure 6.10: Lowest amplitude, $\lambda_{low}/2\beta$, leading to unstable response of Eq. (6.30) calculated analytically for $\gamma = 0.0$, $\alpha = 0.1$ and $h = 0.0$ with respect to $\eta = \sigma^2/\beta$ and $\beta = 0.005$ (−··−), $\beta = 0.010$ (···), $\beta = 0.015$ (−−−).

coordinate is more important as it defines the threshold for instability. Fig. 6.10 depicts a similar pattern for $\lambda_{low}$ with an ever increasing threshold, again dependent on $\beta$ with higher values of the latter demanding higher $\lambda$ values to escape to instability, a situation known from the Mathieu equation as well. Yet, a direct comparison of the impacting response against the impacts-free vibrations would be biased since in the former case, the primary system is very close to resonance while in the latter is around the double of its resonance frequency. This would result in the impacting system to reach instability with lower $\lambda$ than the vibrations without impacts. Overall, Figs 6.9 and 6.10 reveal the advance of the lowest unstable point in the parameter space with the influence of impacts onto the instability regions (contained in the positive $\Delta$ axis) being assistant to the stabilizing effect of noise. An interesting attribute is that, apart from the amplitude, the detuning needed to reach the lowest unstable point increases too, which practically expands the “safe zone”, should one be interested in avoiding instability.

Furthermore, Fig. 6.11 shows the dependence of $\lambda_{low}$ on the damping coefficient $\beta$. In the SDOF Mathieu equation, for a given excitation to system bandwidth ratio, there is a linear relationship between the lowest unstable point and $\beta$. However, in the examined impacting system a higher order relationship is revealed. That means in turn, that an enhanced stabilization occurs with increasing damping.
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Figure 6.11: Lowest amplitude, $\lambda_{\text{low}}$, for unstable response of Eq. (6.30) calculated analytically with respect to $\beta$ for $\gamma = 0.0$, $\alpha = 0.1$, impacts at $h = 0.0$ and $\eta = 20$ (---), $\eta = 32$ (-----), $\eta = 50$ (---).

It has become apparent so far that the $\sigma^2 = 32\beta$ value shoulders a control role in the system’s stability. Let us now discuss the response when this critical value is adopted. If this noise intensity value is substituted into the characteristic polynomial in Eq. (6.36) and a similar procedure through the Routh-Hurwitz criterion is followed, then it can be seen $\lim_{\sigma^2 \to 32\beta} \Delta_{\text{init}} = 0$ and $\lim_{\sigma^2 \to 32\beta} \lambda_{\text{init}} = \infty$. That defines the upper threshold of the instability region being contained by two curves instead of only one as was noted for $\sigma^2 = 32\beta$. In the critical case then, the instability condition would be:

$$\lambda > \frac{3\pi^2 (32\beta^2 + \Delta^2)}{16\Delta} \sqrt{\frac{\alpha [\Delta^2 + (\alpha + 16\beta)^2]}{\alpha + 16\beta}}$$

(6.39)

which can be thought of as the special case of $\lambda_{\text{R}}^\tau$. The critical role lies in the fact that the far left unstable point is now asymptotically approaching the $\Delta = 0$ axis, yet with the instability domain still constrained in the positive detuning semi-plane. The exact case of the critical noise and the development of the lowest amplitude with $\beta$ is depicted in Fig. 6.11. Besides that, one has to consider that the impacts-free boundary extends to the negative $\Delta$ semi-plane symmetrically with respect to the resonance axis. Therefore, a much more intensive stabilization is attributed to
the influence of impacts onto the parametric instability boundaries with $\sigma_{\text{crit}}$ being the threshold of the instability region existing only in the positive detuning area. Nevertheless, impacts against a rigid barrier do not entirely eliminate the instability domain.

### 6.3 Numerical modelling

The analysis presented in Sec. 6.2 revealed a prosperous ground for a distinct behaviour of the instability domain of the vibro-impacting system. However, the analytical development is restricted by the difficulty of treating the interaction between the two modes of the autoparametric system and having to consider purely elastic impacts. In order to investigate the dynamics of the system in these two cases, as well as compare against the analytical expressions derived in Sec. 6.2, a numerical approach is employed in this section.

The procedure aims at calculating the stability boundaries through numerical MC simulations which are performed in an 8-core, 16 threads Xeon processor utilizing the MPI protocol for multi-processing. A random number generator is used to apply the Runge-Kutta-Maruyama scheme of the 4th order in a custom-made algorithm written in Fortran 90 programming language. The LLE is calculated, which is defined by Eq. (3.68), from the sign of which the stability of each point of the parameter space is determined.

#### 6.3.1 Comparison to analytical results

It is quite a common practice for approximate analytical expressions to be benchmarked against numerical results, in order to check their accuracy. Under this rationale the LLE are calculated and used to construct the stability boundaries numerically. In this section, a deterministic and a stochastic case are computed and plotted jointly with the analytical results. Also, the offset barrier is considered and a qualitative comparison to the analytical results is performed.

Returning to the deterministic boundaries for $\gamma, h^* = 0$ given in Eq. (6.18), the case
of $\alpha = 0.1$ and $\beta = 0.005$ is computed numerically. In Fig. 6.12, one can see the comparison of the approximate analytical formula Eq. (6.18) and the results of the numerical simulation of the original system Eq. (6.5). A good agreement is found between the numerical and analytical boundaries regarding the originating point of instability. However, increasing values of $\lambda$ and $\nu$ lead to higher error as expected due to the restrictions of the approximate averaging technique. It is observed that the numerical boundaries occupy a wider region from the analytical ones.

Considering the stochastic system, Fig. 6.13 shows the instability regions of the approximating linearized pendulum system for two noise intensity values, as they were computed according to Eq. (6.37) and compared against numerical results based on MC simulations. Furthermore, the well known effect of widening instability boundaries in parametrically excited stochastic systems with increasing noise is clearly observed, as well as the stabilization of regions of lower values of $\lambda$. There is a good agreement between the analytical and numerical predictions given the approximate character of stochastic averaging and the approximation adopted for the mean value of $A_1$. Additionally, it could be shown that the solutions in Eq. (6.37) acquire a positive value only for $\Delta > 0$ (see Fig. 6.13(a)), meaning that the instability region is still constrained in the positive $\Delta$ semi-plane, for as long as the noise intensity is lower than the critical (Fig. 6.13(b)), crossing the resonance axis for higher noise (Fig. 6.13(c)).

Further on, in Sec. 6.2.3 the stability conditions were derived only for considering
zero-valued $\alpha$ and $\beta$ in turn. In order to acquire a full understanding of the offset vibro-impact system, numerical calculation of the instability regions is performed to estimate the validity of the previous approximate analytical results. Fig. 6.14 depicts a comparison of the system impacting at the equilibrium ($h = 0$) with the case of an offset equal to $h = 0.1$ with damping added to the primary system for numerical purposes. It could be seen that the observations from the analytical curves that described the influence of a displaced barrier are confirmed by numerical simulations. Note that the numerical results were based on MC simulations and a thereafter fitting of the boundaries. It is observed that shifting the barrier into a non-zero position unveils a similar effect on the boundaries as when one of the damping coefficients was set to zero. The anticlockwise rotation of the boundaries is therefore linked to vibro-impacting motion of the base onto an offset barrier.
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Figure 6.14: Stability boundaries for deterministic excitation and $\gamma = 0.0$, $\beta = 0.005$, $\alpha = 0.1$ calculated numerically for $h^* = 0$ (solid line) and $h^* = 0.1$ (dashed line).

6.3.2 The $\gamma \neq 0$ case

As soon as the influence of the motion of the linearized pendulum onto the response of the primary mass is taken into account, one could rely on a numerical approach for the stability of the autoparametric vibro-impact system. In that case, $\gamma$, and therefore $a_4$, are considered to be non-zero and the dynamics of the system are now described by Eq. (6.5), where the applied transformation ensures a continuous response as long as a purely elastic impact ($r = 1$) is considered.

According to the Lyapunov exponent analysis, a positive value for $\Lambda$ infers unstable response. The numerical implementation is based on extending the work by Wolf [191] to MC samples totaling up to 100,000 mean excitation periods for each point in the parameter space. In [191], the calculation of the LLE is based on applying a small perturbation $\epsilon \ll 1$ to the system and observing the thereafter response. The value of the LLE is extracted by calculating the rate of convergence or divergence of the perturbed system to the unperturbed one, after a preset amount of time steps. Later on, the perturbation is periodically reapplied and the steady-state rate is calculated. The analyses were performed for a discretization of the parameter space by $d\nu$, $d\lambda = 0.05$ and a range $\nu = [1.5, 3.5]$ and $\lambda = [0, 3]$. However, only the range of interest where the instability boundaries can be found is presented.

Fig. 6.15 shows the numerical results for the deterministic case and two values of $\gamma$. First the effect of increasing $h^*$ of shifting the instability region towards the $\Delta = 0$ axis is re-observed in Fig. 6.15(a) for the large scale $\lambda$ as well. The offset barrier
can be also seen to have a significant influence on the interacting system too in Fig. 6.15(b) with $\gamma = 0.3$. Moreover, a stabilization of the lower $\lambda$ points appears with increasing $\gamma$, with the instability also covering a wider space than before. In some sense, inducing interaction of the primary system with the parametric one results in an effect similar to the one caused by noise.

Fig. 6.16 shows the instability boundaries extracted with the aforementioned procedure after an appropriate fitting of the results was applied. A total of three different values of $\gamma$, $h^*$ and two noise intensities are shown. Figs 6.16(a) and 6.16(b) depict the case of $\gamma = 0.0$ to be used for direct comparison with Figs 6.16(c) and 6.16(d) and Figs 6.16(e) and 6.16(f) with $\gamma = 0.15$ and $\gamma = 0.3$ respectively. The boundaries shown in the left column were extracted for noise intensity $\sigma^2 = 0.1$ and the ones in the right column for $\sigma^2 = 0.3$. Moreover, the damping coefficients were $\alpha = 0.1$, $\beta = 0.005$ and thus the LHS figures would fall into $\sigma < \sigma_{crit}$ subcategory, while the RHS into $\sigma > \sigma_{crit}$. Note that the primary resonance could not be separated by the latter ones since the range of this investigation started at $\nu = 1.5$. The widening effect of noise also drives different parametric resonance zones to merge at lower $\lambda$'s.

First, it could be seen that the coupling of the two subsystems through $\gamma$ incurs a stabilization effect of the region of relatively low $\lambda$ and close to resonance ($\nu = 2$), with minimally influencing the higher $\lambda$ regions. Yet, increasing $\gamma$ has no further
Figure 6.16: Instability boundaries of the impacting system in Eq. (6.5) with different $h^*$, calculated through MC-based LLEs for (a) $\sigma^2 = 0.1$, $\gamma = 0.0$; (b) $\sigma^2 = 0.3$, $\gamma = 0.0$; (c) $\sigma^2 = 0.1$, $\gamma = 0.15$; (d) $\sigma^2 = 0.3$, $\gamma = 0.15$; (e) $\sigma^2 = 0.1$, $\gamma = 0.30$; (f) $\sigma^2 = 0.3$, $\gamma = 0.30$,
effect as could be seen by comparing Fig. 6.16(c) with Fig. 6.16(e) or Fig. 6.16(d) with Fig. 6.16(f). Additionally, one could notice the anticlockwise rotation of the boundaries with increasing $h^*$, which appears to be less significant as soon as higher noise intensity is considered (LHS figures against RHS).

6.3.3 Inelastic impacts ($r < 1$)

From the moment that the energy losses caused by the impacts cannot be ignored, the restitution coefficient gets the values $r < 1$. That though makes the velocity discontinuous and thus the analytical development shown previously is rather troublesome. Instead, a numerical approach is adopted to derive the stability boundaries again based on the LLE analysis as in Sec. 6.3.2. However, it is not the Wolf algorithm [191] that is utilized herein. Instead, a procedure due to Wedig [74] is followed, to exploit its simplicity. Moreover, in order to avoid the complexity of the response $\gamma = 0$ is assumed. Note also that Eq. (6.9) is derived based on a purely elastic impact ($r = 1$). In order to incorporate the energy losses due to impacts, the restitution coefficient $r$ will be expressed through the damping coefficient. Since the motion between impacts is considered to have small losses as a requirement to apply the stochastic averaging, the dissipation of energy at the moment of impacts could be distributed into the whole period of the motion [202]. Thus, an equivalent viscous damping coefficient will be used, incorporating $r$ as:

$$\alpha_{eq} = \alpha + \frac{\Omega_1}{\pi} \frac{1 - r^2}{1 + r^2}$$  \hspace{1cm} (6.40)

Moving on, the expression used to evaluate the LLE follows Eq. (3.68), after defining $s = \log(A_2)$ and considering from Eq. (6.29) that:

$$\dot{s} = \dot{A}_2/A_2 = -\beta + a_3 A_1 \sin(2\psi)$$  \hspace{1cm} (6.41)

Taking the expectation operator on both sides of Eq. (6.41) and exploiting the
interchange property of the expectation with the differentiation, one arrives at:

\[ \frac{d}{dt} < \log A > = < - \beta + a_3 A_1 \sin(2\psi) > \]  \hspace{1cm} (6.42)

Thus, the LLE is found as:

\[ \Lambda = - \beta + a_3 < A_1 \sin(2\psi) >, \ t \rightarrow \infty \]  \hspace{1cm} (6.43)

The last Eq. (6.43) is used in the MC simulations of Eq. (6.9) to calculate the LLE and numerically construct the stability boundaries. Fig. 6.17 shows the numerically calculated stability-instability boundaries for the linearized autoparametric
pendulum for different noise intensities and restitution coefficients incorporated as in Eq. (6.40).

It could be seen that increasing noise lifts the lowest unstable point upwards. With respect to the analytical approximate boundaries shown in Fig. 6.7, the corresponding numerical results are shown in Fig. 6.17(d). It could be noticed that the general shape of the unstable region as well as its evolution with increasing noise match in both figures. Yet, increasing noise induces a significant error in the analytical and numerical estimations, eg for $D = 0.1$, with lower noise values (see the $D = 0.025$ curves) presenting themselves with a very good agreement in both approaches. This effect could be attributed to the necessary approximations that were applied in order for the analytical results to be expressed in the $(\Delta, \lambda)$ space.

Moreover, decreasing the restitution coefficient has a more or less expected effect of pushing the boundaries upwards to higher $\lambda$ values. As soon as lower $r$ means higher energy losses due to impacts the last observation is reasonable. Besides that though, the instability regions slightly rotates anti-clockwise, an effect which is not as clear as in higher order stability analysis. One could also verify through the numerical analysis the existence of the instability region only on the positive $\Delta$ semi-axis, as implied by Eq. (6.33).

The analysis of the stability of the response becomes more complicated as soon as the interaction between the pendulum and the primary mass is taken into consideration. Previous studies have shown a stabilization of the response of the full nonlinear
pendulum equations [193]. Here, since the stochastic averaging technique assumes the excitation parameters to be small, this effect is more rapid. Indicatively, the time evolution of the LLE is presented in Fig. 6.18 for a single point of the parameter space when only a weak interaction ($\gamma = 0.001$) is considered. Even though the point lies in the middle of the instability region, as shown in Fig. 6.17(d) for $\gamma = 0.0$, it is found that even this weak interaction results in negative LLE, stabilizing the response.

6.4 Summary

The fundamental question of the stability of the hanging-down equilibrium of a simple lumped mass pendulum has been addressed in this chapter. The contemporary challenge in this analysis was the introduction of a unilateral rigid barrier, against which, the primary system of an autoparametric 2DOF system would impact. The stability analysis, both in the mean and in the mean-square sense, have brought about a radical relocation of the stability boundaries in the forcing parameters space. In particular, it is known that the unstable region of the linearized pendulum under harmonic excitation, described by the Mathieu equation, is symmetrical around the resonance ($\Delta = 0$). As soon as the impacting condition is introduced at the primary system’s equilibrium ($h^* = 0$), approximate analytical development revealed that the unstable regions are confined in the positive $\Delta$ half space, with the distance from the axes zeros controlled by the values of the damping coefficient and the noise intensity. The critical value of the latter, for which the boundaries asymptotically approach the resonance axis, has been calculated, reflecting the diffusing effect of randomness that leads to wider unstable regions.

Besides this major overall conclusion, the particular influence of important parameters was examined, though both analytical and numerical results. First, the position of the barrier affects the shape of the stability boundaries. The further away from the equilibrium, the more that the boundaries approach the shape of the impacts-free unstable region, with the limiting value being $h^* = 1$ where the boundaries would be symmetrical again. In addition, the restitution coefficient of the impacts
acts in a similar manner with damping. For $r < 1$, the system bounces back with lower velocity than when impacts are perfectly elastic, indicating an instantaneous dissipation of the primary system’s energy. Thus, there is a reasonable upwards shift of the boundaries for inelastic impacts. Last, the interaction between the pendulum and the primary system has been seen to incur stabilization of the lower $\lambda$ region.

This development contributes to the practical design of an autoparametric pendulum system with a deeper insight on the influence of impacts on the manifestation of parametric resonance. Within the context of offshore structures and mechanical devices (e.g. WECs), the random changes of the sea state necessitate the precaution of positioning limiters about a floater, in order to avoid excessive vibrations that could jeopardize the integrity and the functionality of the floating system. Moreover, there is another class of offshore floating devices that need to be anchored to the seabed. In both cases, extremely high waves would force the floating systems to vibro-impacting motion, either by directly hitting against the limiters or due to stretching of the anchor chain. Regardless of whether the instability of the equilibrium is desired or to be avoided, the analysis presented in this chapter allows for a more accurate design of floating systems, through the examination of influential parameters and especially, connecting the unstable regions with positive detuning.
Chapter 7

Experiments on a novel design

In the previous Chapters 4-6, the centre of attention was the primary objective of the present thesis, i.e. investigating the potential of rotational response of a floating pendulum under stochastic generic and specialized conditions. Forasmuch as the behaviour of the stochastically excited pendulum has been understood, the next step is to consider the technological limitations imposed on the development of the WEC discussed herein by the nature of the physical resource, consisting the secondary objective of this thesis. Towards that, a specialized design is proposed to substitute the simple lumped mass pendulum. The advantages of this design are discussed in the first part of this Chapter (Secs 7.1–7.3), with experimental investigation following thereafter.

7.1 A challenge to overcome

The mathematical pendulum - a lumped mass oscillating on an unstretchable massless string, is an important system in studying the theory of vibrations. This fruitful example introduces us to a sinus type nonlinearity and things related to nonlinear systems, such as dependence of the pendulum’s period on its amplitude, stability. Since it is difficult to deal with the nonlinear equation of motion, most often this equation is linearized around its lower equilibrium point. Then, the squared natural frequency of the system is proportional to the acceleration of gravity and inversely
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proportional to the pendulum’s length. As has been discussed earlier, it has been proposed to exploit the heaving motion of waves as the source of parametric excitation of a floating structure bearing a pendulum. The potential of rotational motion even in the stochastic framework placed in the oceans, which has been investigated in this thesis, sets a rather prosperous field for the development of a WEC.

Unfortunately, this idea could not be implemented so far due to a significant drawback, related to the size of the system. The rotational response of the pendulum originates from a saddle-node bifurcation and a period-doubling cascade, which could be found to occur for relatively low amplitudes around the primary parametric resonance. It is also within this region where robust rotational response could be found to dwell in a rather broad range of the excitation parameters (see Figs 2.16 and 2.17).

Recall that the ocean waves have a frequency of about \( f_e = 0.1 \text{Hz} \) or \( \pi/5 \text{ rad/sec} \) [15] - see also Sec. 3.2.1. For the primary parametric resonance, the excitation frequency should be around twice as much as the natural frequency of the system \( f_e = 2f_0 \).

This leads to the following expression for the pendulum’s length:

\[
l = \frac{g}{\Omega^2} = \frac{g}{4\pi^2f_0^2} = \frac{g}{\pi^2f_e^2}\approx 100m
\]

(7.1)

where \( g \) - acceleration due to gravity and \( \Omega \) - the natural frequency of the simple pendulum.

Thus, the length of the pendulum should be around 10m to get a frequency of about 1 rad/sec, and it must be around 100m long to lower the frequency to 0.316 rad/sec. Obviously, such a bulky device is difficult to build and operate. The only well known example of such a long pendulum (67 meters) is related to Foucault, who built it in 1851 to demonstrate the rotation of the Earth. Yet, the numerical simulations conducted by Xu et al. [7] for the deterministic system in Eq. (4.4), as well as the analysis of the stochastic system presented in Chapters 4 and 5 of the present thesis, revealed that the rotational motion of the pendulum in its mathematical description is possible for values of \( \lambda > 1 \). Ergo, a technological novelty is required, to materialize the mathematical potential.
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Instead of a simple pendulum, a physical or else compound pendulum, which natural frequency depends on the distance to its center of gravity and the moment of inertia, may be used to achieve any frequency, since its natural frequency does not depend only on the distance to the centre of gravity. In fact, the natural frequency is defined by the relation between the first and the second order static moments of the pendulum. Unfortunately, in practice it is not that easy to achieve low frequency due to physical tolerance and other constrains, dictated by a specific application. For instance, if one uses a disk of radius $R$, so that its moment of inertia with respect to its center is $mR^2/2$, which is pinned at a slightly shifted distance $h$ from its center of gravity, then the natural frequency of this system may be expressed as:

$$\omega_n = \sqrt{\frac{gh}{R^2/2 + h^2}}$$

(7.2)

The same natural frequency of $0.316$ rad/sec can be reached with a relatively small pendulum of $R = 1m$ and $h = 5.1 \times 10^{-3}m = 5mm$, or $R = 0.5m$ and $h = 1.27 \times 10^{-3}m = 1.27mm$. It is easy to see that it is extremely difficult to achieve such an accuracy, since the pin’s diameter $d_p$ may have to be significantly bigger than $h$ in order to hold the structure. Assuming that one could achieve this accuracy and tolerance in practice, it is impossible to adjust the natural frequency and torque, if needed, since they are connected with each other and the only value, which can be adjusted is $h$. Thus, a physical pendulum with given $R$ leaves no options to develop a system with prescribed frequency and torque, which is required in some applications. It may be confirmed that other cross sections, such as rectangular or square, make the design even worse in terms of the achievable low frequency.

The discussed shortcoming can be overcome using the design of the tri-pendulum, a sketch of which is shown in Fig. 7.1. The main idea is that, from the point of view of the dynamics of a SDOF nonlinear system, the kinematic response of the parametric simple pendulum in the state space would be identical with the tri-pendulum’s provided that the natural frequency of the simple pendulum would be equal to the tri-pendulum’s, i.e. $\Omega = \Omega_{eq}$, as it can be seen from Eq. (7.4). The major difference is that for a simple pendulum an unfeasible size would be required,
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while a trivially-sized design of the tri-pendulum could match the requirements as it will be demonstrated in Sec. 7.2. Moreover, the more general N-pendulum is proven to be much more suitable for the particular application, since it allows not only rendering the natural frequency of the pendulum independent of its length, but also adjusting the frequency and torque of the system independently. The latter is especially important in developing a wave power take-off device.

Although only strictly rectilinear motion of the buoy is considered herein, in general the motion may be more complex, incorporating planar deviations from the vertical position (pitch angle) due to incoming and outgoing waves [106, 107, 110].

![Figure 7.1: Sketch of the proposed horizontal axis PTO](image)

Furthermore, it should be stressed that the current design opens a wide range of possibilities, including capturing large waves and adjusting to a wave frequency by moving the carried masses along the arms, using a threaded rod for instance. From here on, the rods that are connected to the central pivot point and carry the masses $M$, will be refered to as the arms of the design.

### 7.2 The N-pendulum

Let's introduce an N-pendulum - a system of $N$ pendulums rigidly connected to a common ring, positioned at equally spaced intervals of $2\pi/N$, so that the bi-pendulum and tri-pendulum will have two and three arms of equal masses $m$ cor-
respondingly. Although it is possible to create a pendulum with not-equally-spaced arms, such a design is not considered herein. All arms except one carry a lumped mass \( M \), positioned at distance \( L_2 \) whereas the last arm carries the same mass at distance \( L_1 \), so that \( L_1 > L_2 \). The cases of even and odd number of arms could be considered separately.

The simplest example of an odd number of arms is the tri-pendulum, which is illustrated in Fig. 7.1. For the tri-pendulum the arms will be positioned at equally spaced intervals of 120° so that the equation of free motion may be written as:

\[
\ddot{\theta} + \Omega^2_{eq} \sin \theta = 0
\]

\[
\Omega^2_{eq} = \frac{Mg}{[3ml^2 + M(L_1^2 + 2L_2^2)]} \frac{(L_1 - L_2)}{g} \frac{\gamma - 1}{3\psi + \gamma^2 + 2}
\]

(7.3)

It should be noted that there is no restoring force from the equidistant arms themselves, since they have equal masses and shapes, therefore they are in equilibrium. Then Eq. (7.3) after some simplifications will reduce to:

\[
\ddot{\theta} + \Omega^2_{eq} \sin \theta = 0
\]

\[
\Omega^2_{eq} = \frac{Mg}{[3ml^2 + M(L_1^2 + 2L_2^2)]} \frac{(L_1 - L_2)}{g} \frac{\gamma - 1}{3\psi + \gamma^2 + 2}
\]

(7.4)

If \( M >> m \) the first term in the denominator \( \psi \) can be neglected. Eq. (7.4) indicates that the natural frequency of the system depends on the difference between \( L_1 \) and \( L_2 \) only. Figs 7.2(a) and 7.2(b) show the equivalent natural frequencies (in Hz) of the system for \( L_2 = 1m, L_2 = 3m \) and \( L_2 = 5m \) for the case of \( M >> m \), so that \( \psi = 0 \). It can be seen from Fig. 7.2(a) that some desired natural frequencies may be achieved by two different configurations for a given value of \( L_2 \), one of which corresponds to a relatively large value of the arm’s length \( L_1 \) (large values of \( \gamma \)). Moreover, the same frequency may be achieved for different values of \( L_1 \) and \( L_2 \); however, there is an upper boundary on the frequency which can be achieved by
Figure 7.2: (a) Equivalent frequency of the tri-pendulum given by Eq. (7.4) in Hz: $\Omega_1 - L_2 = 1\text{m}$, $\Omega_2 - L_2 = 3\text{m}$, $\Omega_3 - L_2 = 5\text{m}$; (b) Zoom in of Fig. 7.2(a).

each pendulum size. Namely, the larger the distance $L_2$, the lower the maximum frequency it can reach. Thus, the desired frequency equal to 0.316 rad/sec can be achieved by different layouts.

At this point one can generalize the model to any odd number of equally spaced arms. The equation of motion of such a system may be written as:

$$\left[Nml^2 + M(L_1^2 + (N-1)L_2^2)\right] \ddot{\theta} =$$

$$= -MgL_1 \sin \theta + MgL_2 \sum_{i=1,2,3,}^{(N-1)/2} \left\{ \sin \left( \frac{2i\pi}{N} - \theta \right) - \sin \left( \frac{2i\pi}{N} + \theta \right) \right\},$$

$$N = 1, 3, 5, 7, ...$$

After simplification once again, one arrives to the well-known pendulum equation - Eq. (7.3), with the following expression for the natural frequency:

$$\Omega_{eqF}^2 = \frac{L_1 - L_2}{G \left[Nml^2 + M(L_1^2 + (N-1)L_2^2)\right]} =$$

$$= \frac{g}{L_2 N \psi + \gamma^2 + N - 1}$$

The even number of arms is much easier to analyse since the contribution to the restoring force will come only from two arms located opposite to each other (at
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Figure 7.3: Equivalent natural frequency, $\Omega_{eq}$ of the N-pendulum with 2, 3 and 5 arms correspondingly for $L_2 = 3m$.

180$^\circ$), one of length $L_1$ and the other $L_2$. Thus Eq. (7.6) for the equivalent natural frequency is valid for odd as well as even number of equally spaced arms. Fig. 7.3 shows the variation of $\Omega_{eq}$ for a different number of arms (two, three and five), the same value of $L_2 = 3m$ and for the case of $M >> m$. As expected, the more arms the system has, the less the maximum frequency it may achieve.

It should be stressed that such a design is very easy to calibrate and it is not sensitive to small discrepancies of the arms during the manufacturing process, since moving the carried masses to a proper distance $\bar{L}_1$ would eliminate them.

7.3 Natural frequency & inertia

7.3.1 Unconstrained lengths

One might consider even more flexible configurations of the design regarding the arms’ length and the carried masses. To that end, let us first consider the case of a tri-pendulum of equal lumped masses $M$ as introduced before, only that the arms’ lengths are not constrained by $L_2 = L_3$, leading to the more generic $L_1 \neq L_2 \neq L_3$. In the following, the length of the arms will be non-dimensionalised with respect to the length of the shortest arm. Since this is a parametric study, in each case presented one arm will be assumed as being the shortest and the others will be normalized with respect to it. This is a useful manipulation, because as it can be seen in Figs 7.2(a) and 7.2(b) the resulting natural frequency is not the same for
different sizes of the tri-pendulum, an indicator of which is the shortest arm’s length. Then, correspondingly to the previous definitions, let $\gamma_2 = L_2/L_1$ and $\gamma_3 = L_3/L_1$. Following similar manipulations as for Eq. (7.4) and considering again the arms’ masses negligible, one would end up with:

\[
\Omega_{eq}^2 = g \frac{\sqrt{\left(1 - \gamma_2^2 + \gamma_3^2\right)^2 + 0.75(\gamma_2 - \gamma_3)^2}}{L_1(1 + \gamma_2^2 + \gamma_3^2)}
\]

\[I = ML_1^2 \left(1 + \gamma_2^2 + \gamma_3^2\right)
\]  

(7.7)

where $I$ is the inertia of the rotating parts.

Fig. 7.4(a) shows a contour plot of the equivalent natural frequency of the tri-pendulum with respect to what is considered to be the shortest arm’s length, i.e. $\Omega \sqrt{L_1}$. It can be seen that the desired frequency range, around $0.314\text{rad/s}$, could become easily achievable by regulating $L_1$ at values such as 2 or 3m, which are reasonably low from a structural point of view. However, another aspect for consideration would be the inertia of the rotating device and that is due to the fact that the bigger the inertia of the rotating parts, the bigger the generator it could drive. Thus, whereas the manufacturing and maintenance processes favor an as small as possible size, energy production would benefit from larger sizes. In Figs 7.4(b)-7.4(d), the normalised inertia of the rotating system over the mass $M$ of the lumped masses is presented for different values of $L_1 = 1, 3, 5m$. Along that, the target-frequency is plotted ($\Omega = 0.3\text{rad/sec}$) so as to attach the inertia values that could be achieved with such a design to the desired frequency.

Obviously, the inertia of the rotor is proportional to the squared length of the arms so its value is increasing to the upper right of each figure. Let us now discuss the impact of the inertia on the potentially produced energy. A main advantage of the proposed concept is the straightforward PTO system where a conventional generator is to be attached directly to the shaft of the rotor. This is important in a sense that no intermediate system is required for transforming the wave power into electrical other than a coupling and a gearbox in contrast with existing WEC technologies.
where it is rather common for hydraulic systems, linear generators or turbines to be used for ultimately producing electricity. Having the generator driven directly by the rotor’s shaft would definitely decrease the complexity of the WEC. In that case, the generator would add in Eq. (7.3) a resisting torque which would be normalized by the rotor’s inertia. So, the bigger the inertia that is excited by the waves, the bigger the generator that could be run.

7.3.2 Uneven masses

Moving forward, let us now consider again a tri-pendulum where for the arms’ lengths it holds $L_1 > L_2 = L_3$ as before, but now the corresponding relation holds for the lumped masses as well, i.e. $M_1 > M_2 = M_3$. Again, we define $\gamma = L_1/L_2$
and we introduce $n = M_1/M_2$. The natural frequency and the system’s inertia in this case could be expressed by the following:

$$\Omega_{eq}^2 = \frac{g (n \gamma - 1)}{I_2 (n \gamma^2 + 2)}$$

$$I = M_2 L_2^2 (n \gamma^2 + 2)$$

Fig. 7.5 presents the values for the normalised frequency and inertia against $\gamma$ and $n$ in the same manner as in Fig. 7.4. The natural frequency with respect to the shortest length which is now assumed to be $L_2$, $\Omega \sqrt{L_2}$, is plotted in Fig. 7.5(a). The desired application-oriented frequency range is again achievable for reasonable values of $L_2$, fulfilling the structural requirements discussed previously. The rest of the plots, Figs 7.5(b)-7.5(d), depict the variation of the normalised system inertia, $I/M_2$, along a short range of the parameters for different length values, $L_2 = 1, 3, 5m$. The range of the inertia is seen to be similar with the previous case however the frequency follows rather linear isolines which slightly changes the possible matches of the targeted frequency with the system’s inertia.

Closing this section, two remarks could be made upon the behaviour of the frequency with respect to the given parameters. First, from both Figs 7.4(a) and 7.5(a) it is noticed that for bigger values of the shortest arm’s length, the required ratios to achieve the same frequency increase as well. This means that the length increase is not proportional in between the arms and rather extreme values would be required if the shortest arm is heavily lengthened. Secondly, these extreme values could well enough introduce impulse-like excitations of the pivot which would result in undesirable response of the rotor, let alone the thereafter structural concerns. In the same manner, it is fortunate that the sought frequency range is achievable for $n, \gamma, \gamma_2, \gamma_3$ ratio values close to 1 and thus extreme phenomena are avoided.

Performing a rough estimation of the mechanical power harvested from ocean waves by use of the tri-pendulum, consider the design as described last with $n = M_1/M_2$ and $\gamma = L_1/L_2$ and suppose $M_2 = 500kg$ and $L_2 = 5m$. That would direct us to Fig. 7.5(d). In order to approach the necessary natural frequency one would
Figure 7.5: (a) Natural frequency of the tripendulum with $L_1 > L_2 = L_3$ and $M_1 > M_2 = M_3$ with respect to the shortest length, $\Omega \sqrt{L_2}$, against $\gamma = L_1/L_2$ and $n = M_1/M_2$; Normalised inertia, $I/M_2$ for: (b) $L_2 = 1\, \text{m}$, (c) $L_2 = 3\, \text{m}$, (d) $L_2 = 5\, \text{m}$.

have to choose $n, \gamma \approx 1.1$ leading to $I/M_2 \approx 83\, \text{m}^{-2}$. Taking into account that the mechanical power of the rotor could be expressed as $P = I \ddot{\theta} \dot{\theta}$ and considering a period-1 rotational point of the parameters $(\nu, \lambda)$, then the average power extracted by the heaving motion of waves and transformed to mechanical power of the rotor would be around 4kW.

Scaling up the device for practical applications shows that it is possible to achieve much higher inertia values (see Fig. 7.6) therefore leading to greater power generation, however in this case one mass should be several times larger than the others and should be positioned far away from them, an extreme case of $n = 10, \gamma = 10$ shown in Fig. 7.6 being an example. In this configuration the desired natural frequency would be achieved only by applying unrealistic sizes due to the constrain
imposed by the frequency of the waves. This fact clearly states that in the scaling process the tri-pendulum tends to a structure of a regular pendulum.

7.4 Experimental setup

Parametric excitation of a pendulum has attracted significant interest of the scientific community regarding the stability boundaries, chaotic attractors and the bifurcations that have been observed. It is only reasonable that experimental investigation has been part of the ongoing research with the scope varying from identification of the chaotic attractors [8, 93] to the bifurcations occurring in an inverted pendulum [161] or even a double pendulum [162]. In the context of developing a pendulum-based WEC, rotational response of a parametric pendulum driven by a shaker was sought [163] and a benchmark - proof of concept - experimental study was conducted in a wave tank [164, 166].

However, most of the previous experiments concentrated on considerably higher frequencies than those observed in ocean waves. In this section, the development of an experimental apparatus is discussed, aiming to demonstrate the functionality of a tri-pendulum regarding wave energy extraction, as it was introduced in the previous sections. The main distinction is that the exciting force is designed to simulate ocean waves by applying frequencies and amplitudes much closer to those occurring in nature. Note that in the following, a tri-pendulum with three lumped masses and
massless arms and shaft will be referred to as the idealized system to distinguish it from the physical one.

7.4.1 The model

The underlying idea consists of a system capable of achieving the natural frequency that is required to fall into the primary parametric resonance given the limitations of the natural resource in the ocean. It has been proposed in the previous sections of this Chapter, to adopt a design consisting of three arms equally spaced at 120°. The basic design refers to three equal masses distributed at the three arms. The frequency variations are realized by placing these masses at different distances and specifically, two of them at $L_2$ and the third one at $L_1 > L_2$. Of course, a much greater flexibility underlies by varying the masses that each arm carries as well as introducing three unequal distances. However, the experimental work is only concerned with the basic design, both in the presentation of the model and the experimental investigation. In the case of the basic design then, with the pivot vertically displaced by $f(t)$, the equation of motion reads:

$$\left( I_c + I_v \right) \ddot{\theta} + c \dot{\theta} + M (L_1 - L_2) \left[ g + \ddot{f}(t) \right] \sin \theta = 0$$

with $I_c$ being the constant inertia of the parts free to move in the angular space and $I_v$ the configurable inertia. Also, $c$ is the viscous damping coefficient modelling the energy losses, $M$ the mass held by each arm and $\theta$ the angular displacement.

It is evident, that the natural frequency of Eq. (7.9) is mostly affected from the varying lengths $L_1$ and $L_2$ and indeed, by their difference. Thus, the achievable values of the natural frequency are decoupled by the length, contrary to the case of a simple pendulum [203]. One should note however, that the range of admitted values is not infinite but it is constrained by both $I_c$ and $I_v$. Thus, given an excitation frequency $\omega$, one could properly configure the tri-pendulum through $L_1$ and $L_2$ so that the parametric system would fall into the range of the primary resonance, and specifically in the corresponding rotational region. For the sake of an example, if the given $\omega = 1$ rad/sec, then a simple pendulum would need to extend to 39.24 m
in order to establish the primary resonance response at $\omega/\Omega = 2$, while one possible configuration of the idealized tri-pendulum is $L_1 = 0.52$ m and $L_2 = 0.5$ m.

Having raised then the potential usage of a tri-pendulum, the development of an experimental rig could be discussed. The main requirements could be condensed to the following: (a) vertical periodic motion of the tri-pendulum (Fig. 7.1) (b) amplitude and frequency of that considerably close to the realistic observations (c) capability of varying the frequency at will (d) recording of the angular response. The realization of this design would also need to comply with constrains on the total size imposed by the indoor infrastructure. A computer-based drawing of the experimental rig is shown in Fig. 7.7. First of all, the source of the vertical motion has to be chosen. A crank attached to a motor placed on the bottom of the rig will function as a reciprocal piston-like mechanism as to provide the vertical excitation to the tri-pendulum. A frame is required to support the tri-pendulum which is allowed though to move up and down through a roller-rail system with the latter rigidly attached to the frame. The design of the experiments targets an excitation amplitude of 0.5m at most. Furthermore, the radius of the tri-pendulum at test is designed at 1m. The circular motion of the crank of the motor is transduced to rectilinear through a connecting rod, connecting the edge of the crank to the pivot of the tri-pendulum. It is well known that the working point of that mechanism,
which could be also thought as the translation of the pendulum’s pivot, will follow a sinusoidal profile augmented by superharmonic excitations depending on the ratio of the length of the connecting rod over the crank’s. The acceleration of the pivot in this case can be fairly approximated by the following expression:

\[ \ddot{x} = \omega^2 r \left( \cos \omega t + \frac{\cos 2\omega t}{j} \right) \]  

(7.10)

where \( \omega \) - the motor’s speed in rad/sec, \( r \) - the crank’s radius, \( j = l/r \) - the size ratio and \( l \) - the length of the connecting rod. Obviously, in the limiting case of \( j \to \infty \) the excitation reduces to a perfect sinusoidal as in Eq. (4.4). It is also seen that the speed of the motor defines the excitation frequency and the crank radius defines the amplitude. The response of a tri-pendulum carrying equal masses \( M \) and excited by Eq. (7.10) is analyzed by means of numerical analysis and PSPs are constructed describing the amount of the exhibited rotational motion. Then, the governing equation would be:

\[ \theta'' + 2\beta \theta' + \left[ 1 + \lambda \left( \cos \nu \tau + \frac{\cos 2\nu \tau}{j} \right) \right] \sin \theta = 0 \]  

(7.11)

where \( \beta \) denotes the normalized coefficient of viscous damping. Fig. 7.8 shows the PSP calculated for different values of the size ratio. In these figures, red colors the parameter regions where over 90% of rotations were observed while blue those with less than 10%. Here, the period-doubling bifurcations are not considered and thus period-1, period-2 and so on responses are not separately displayed nor do different attractors such as the chaotic ones. The target of this investigation is to identify the parameters that would lead to rotational motion of the tri-pendulum simulating the vertical translation imposed by the described rig’s reciprocal mechanism. The damping coefficient is kept constant for all the plots taking a small value, \( \beta = 0.005 \), approaching the one of the experimental setup’s.

Fig. 7.8(d) assumes a size ratio \( j \to \infty \) practically devolving to the perfect harmonic excitation described in Eq. (4.4). This plot resembles as expected the ones
Figure 7.8: PSPs for a physical pendulum parametrically excited by Eq. (7.10) for: (a) $j = 2$ (b) $j = 3$ (c) $j = 4$ (d) $j = \infty$.

previously created for the perfect harmonic signal [183] and is shown to facilitate comparison. Further on, three values for the size ratio $j = 2, 3, 4$ are considered and the corresponding plots are shown in Figs 7.8(a)-7.8(c). A first observation would be that the boundaries separating oscillatory and asymptotically stable motion from the rotary and chaotic ones remain almost independent of the parameter $j$ something that especially holds for the primary resonance zone around $\nu = 2$. However, the picture is rather different when it comes to rotational and chaotic regions. While in the purely harmonically excited case the two rotational regions merge for $\lambda > 3.2$, they remain completely distinct for $j = 2$ shown in Fig. 7.8(a), separated by a long
chaotic attractor. Increasing the size ratio reshapes the plots towards the limiting case of $j \to \infty$ retaining though distinguishable differences in the internal structure of the map. Thus, an experimental investigation as the one described that would be based on Eq. (4.4) and not take into account the superharmonic excitation, would reflect significantly erroneous results depending on the selected size ratio $j$.

In order to render the superharmonics of the resulting motion negligible, the length of this crank has to be considerably bigger than the amplitude. Considering all these constrains, the design of the frame is led to a total 4m in height, 2m in width and 1m in depth.

7.4.2 Description

The experimental apparatus could be divided into three major sub-systems; the tri-pendulum, the mechanism that provides the motion and ensures its structural integrity and the data acquisition sub-system extending from the angular sensor to the post-processing of the data. A detailed technical information is provided in Appendix B, along with the preliminary tests of the damping identification in the tri-pendulum system.

Fig. 7.9 shows the tri-pendulum part. This is allowed to slide along a linear bearing – a rail-roller system, following the displacement imposed by the connecting rod.
Thus the displacement is applied on the tri-pendulum’s pivot resulting in its parametric excitation. The excitation is provided by the motor-crank system shown in Fig. 7.10(a), where the other end of the connecting rod is mounted. The crank has been designed with three mounting positions for the connecting rod to allow some flexibility on the excitation’s amplitude. The requirement for an amplitude close to the ones observed in the ocean along with structural concerns, have therefore led to a frame of 4 metres high and 2 metres wide, as it is shown in Fig. 7.10(b).

7.5 Results and analysis

In this section, the results of the experimental efforts concerned with the described tri-pendulum and rig are presented. The main goal driving the actualization of these experiments is twofold. On a first level, it is sought to demonstrate the equivalence of a realistic tri-pendulum design to a simple pendulum of unrealistic size. This equivalence is dictated by the need to fall into the primary parametric resonance leading to robust rotations in the context of developing a pendulum-based WEC. On
a second level, the multiplicity of the possible configurations standing as kinematically identical solutions is raised. This is rather important considering the direct relation of not only the magnitude of mass $m$ to the total inertia of the system, but of the distances $L_1$ and $L_2$ as well, and the consequential implications onto the potential generated power.

7.5.1 Preliminaries

Before getting into the main body of the experiments, one would have to clarify specific issues concerning the calculation of the natural frequency in the realized system, the damping accompanying the angular response of the pendulum, the modelling of the experimentally observed responses as well as the post-processing of the data involved in the presentation of the results.

**Natural frequency $\Omega$.** A short note on the calculation of the natural frequency of the experimental tri-pendulum is required since the idealized system can no longer describe it. This value is thought of as the natural frequency of an equivalent simple lumped mass pendulum and so, considering Eq. (7.9) it is defined as:

$$
\Omega_{eq} = \sqrt{\frac{Mg(L_1 - L_2)}{(I_c + I_v)}}
$$

(7.12)

$I_c$ refers to the inertia of the necessary parts for the structural realization of the tri-pendulum and include the moment of inertia with respect to the pivot $O$, of the shaft, the disk (or hub), the arms and the masses. Since these are solid bodies, their moment of inertia, following Stainer’s theorem, needs to consider the inertia around an axis perpendicular to the plane of angular motion. The configurable part, $I_v$, refers to the moment of inertia of the centre of mass of the masses carried by the arms with respect to the pivot $O$, directly related to and affected by the lengths $L_1$ and $L_2$ and thus characterized as configurable.
Damping identification. The selection of the excitation parameters and the possible combinations of the lengths $L_1$ and $L_2$ depend on the energy damped per cycle. This is expressed through the well-known effect of increasing viscous damping coefficient onto the parameter space response. Higher damping requires higher input energy meaning that the map of the different types of responses (oscillatory, rotary etc) is pushed to higher excitation amplitudes. Thus, in order to design a series of experiments that could be predicted by numerical simulations, the latter should be conducted for a viscous damping coefficient that closely models the damped energy. Before proceeding to the main part of the experiments, a series of free vibrations tests were undertaken to evaluate the energy losses. The logarithmic decrement method was applied – see Appendix B.4 – and an average value of $c = 0.10 \text{ kgm/s}$ has been found which will be used for the numerical simulations. Of course, the viscous damping coefficient $\beta$ will depend on the varying inertia as well since $2\beta = c/(I_c + I_v)$, but due to the very small value of the damping these changes will not drastically influence the numerical construction of the map of the responses (Figs 7.11(a) and 7.11(b)).

The construction of a map with respect to the excitation parameters separating the different types of responses will be used as a guide for the targeted experimental tests which in turn will be used to verify the capability of rotations for different configurations of the tri-pendulum, i.e. of $L_1$ and $L_2$.

PSPs. Modelling the response of the tri-pendulum follows a rationale that places rotational motion under the microscope. The target is to characterize the rotational capability for a range of the influencing parameters which are expressed through $\nu = \omega/\Omega$ and $\lambda = A\omega^2/g$ where $A$ is the excitation amplitude. This selection is not random but emerges by a common useful transformation of the time variable in Eq. (7.9) [183, 193].

This experimental study utilizes a reciprocal mechanism to replicate the motion of waves. As it was analyzed in Sec. 7.4.1, the motion of the working point includes superharmonics. In the experimental setup, $\max(j) = 4.8$ is used and thus, modelling
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Figure 7.11: Numerically constructed PSP of the response of the tri-pendulum to vertical periodic excitation. Colormap characterizes the percentage of rotational motion in the steady-state response with blue $< 10\%$ and red $> 90\%$. The points marked with $\times$ denote the different parameter pairs that were recorded irregardless of the multiplicity of the tri-pendulum configuration. The points marked with $\circ$ denote those points that were used to record identical response with different $L_1$, $L_2$ configuration. (a) non-dimensional damping coefficient $\gamma = 0.01$; (b) $\gamma = 0.05$.

The response to a monochromatic excitation is sufficient.

Fig. 7.11(a) shows the PSP for a low non-dimensional damping coefficient, $2\beta = c/(I\Omega) = 0.01$. Red again indicates the desired region of $> 90\%$ rotations with blue denoting the $< 10\%$. This map is constructed by counting the rotational motion for each case in the steady-state response with the specifics of their numerical construction being the same as in the previous chapters. Of course, once $I$ and $\Omega$ change, $\gamma$ changes with the possibility of an oscillatory point to become rotary with increased $I\Omega$ because the PSP itself would have been drawn downwards. Yet, this change would have to be considerably larger than those considered herein since $c$ is of very small value and this issue does not ultimately affect the experiments.

One aspect of the goal of the herein presented experiments is to demonstrate agreement between the numerical prediction of the response through PSPs with the experimentally recorded response of the tri-pendulum. To that end, the marked points in the PSP in Fig. 7.11(a) are targeted and investigated by use of the experimental rig. These points are selected in such a way so that experimental verification of the prediction of their response would attribute consistency to the PSP.

On a second level, the flexibility and configurable capability of the design is sought
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Figure 7.12: Angular output of the encoder; (a) Data as were recorded through the DAQ sub-system. Measurement is done in degrees, covering a range of 720° and reporting inexistent jumps; (b) Data resulting from post-processing of the raw data in Fig. 7.12(a) within the MATLAB environment. The issues raised have been corrected.

to be demonstrated by attempting to achieve identical response attached to one point in the PSP, with different values of \( L_1 \) and \( L_2 \).

**Post-processing.** The angular sensor is an optical encoder that is attached to the tri-pendulum’s shaft and has three digital outputs. Two of these are used to count how many of the 3000 marks dividing the circle have been observed. In that way the sensor gives exact information on the total angle run from the initiation of the measurements. The third one, known also as the index signal I, is used to signify the crossing of a unique mark which is utilized to denote a full revolution.

However, when the sensor powers up, it assumes an angular value equal to zero and this is because it cannot perform explicit angle measurements but only changes in angular position. Then, at the first activation of the index signal I, the output is normalised to zero again which results in a falsified output as could be seen in Fig. 7.12(a). It could also be seen that the range of the measurements extends up to two revolutions. In order to correct these two issues, a MATLAB script has been applied normalising the output within \([-\pi, \pi]\) and correcting the false jump. Note that the post-processed data assume for zero degrees the correct equilibrium point as this was the starting point of each measurement. This normalization leads to jump from \(-\pi\) to \(\pi\) when the motion is rotational, which nevertheless causes no
difficulties except for the calculation of the velocity where they are accounted for in the post-processing script.

As a final note before the presentation of the experimental results, the initial conditions of the tests have to be addressed. Recording of the angle would have to start as early as to capture the tri-pendulum at equilibrium, thus ensuring consistency of the measurements. However, due to the trivial stability of the equilibrium, the system had to be displaced even slightly by an external source in order for the excited response to unfold. The mathematical side of this could also be understood by observing Eq. (7.9) and noticing that \((\theta, \dot{\theta}) = (0, 0)\) is a fixed point.

### 7.5.2 Vertical excitation

The first set of experiments is related to using the PSP in Fig. 7.11(a) as a guide for predicting the response of the tri-pendulum. Let us note again that this map can only be used as guide and not as an exact predictor since the damping coefficient is approximated as a constant value among the different trials. The specifications of the configuration of the lengths and the rest of the parameters for these experiments are concentrated in Table 7.1. For each case, the parameter set \(\nu, \lambda\) is reported with

<table>
<thead>
<tr>
<th>(\omega) (rad/s)</th>
<th>(r) (m)</th>
<th>(L_1) (m)</th>
<th>(L_2) (m)</th>
<th>(\Omega) (rad/s)</th>
<th>(I_{tot}) (kgm(^2))</th>
<th>(l_{eq}) (m)</th>
<th>(\nu)</th>
<th>(\lambda)</th>
<th>(Re)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.255</td>
<td>0.400</td>
<td>0.400</td>
<td>0.370</td>
<td>0.741</td>
<td>2.533</td>
<td>17.876</td>
<td>1.690</td>
<td>0.060</td>
<td>F</td>
</tr>
<tr>
<td>1.255</td>
<td>0.450</td>
<td>0.400</td>
<td>0.370</td>
<td>0.741</td>
<td>2.533</td>
<td>17.876</td>
<td>1.690</td>
<td>0.070</td>
<td>F</td>
</tr>
<tr>
<td>2.215</td>
<td>0.400</td>
<td>0.298</td>
<td>0.249</td>
<td>1.235</td>
<td>1.488</td>
<td>6.435</td>
<td>1.800</td>
<td>0.200</td>
<td>F</td>
</tr>
<tr>
<td>2.710</td>
<td>0.400</td>
<td>0.390</td>
<td>0.300</td>
<td>1.506</td>
<td>1.839</td>
<td>4.323</td>
<td>1.800</td>
<td>0.300</td>
<td>F</td>
</tr>
<tr>
<td>3.150</td>
<td>0.400</td>
<td>0.281</td>
<td>0.200</td>
<td>1.743</td>
<td>1.233</td>
<td>3.228</td>
<td>1.800</td>
<td>0.400</td>
<td>O</td>
</tr>
<tr>
<td>3.745</td>
<td>0.350</td>
<td>0.430</td>
<td>0.249</td>
<td>2.078</td>
<td>1.944</td>
<td>2.273</td>
<td>1.800</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.678</td>
<td>0.400</td>
<td>0.321</td>
<td>0.200</td>
<td>2.039</td>
<td>1.347</td>
<td>2.360</td>
<td>1.800</td>
<td>0.550</td>
<td>R</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.410</td>
<td>0.249</td>
<td>2.001</td>
<td>1.863</td>
<td>2.451</td>
<td>1.750</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.481</td>
<td>0.300</td>
<td>1.947</td>
<td>2.214</td>
<td>2.587</td>
<td>1.800</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.386</td>
<td>0.249</td>
<td>1.892</td>
<td>1.772</td>
<td>2.741</td>
<td>1.850</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.745</td>
<td>0.350</td>
<td>0.403</td>
<td>0.249</td>
<td>1.971</td>
<td>1.838</td>
<td>2.525</td>
<td>1.900</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.502</td>
<td>0.400</td>
<td>0.533</td>
<td>0.350</td>
<td>1.750</td>
<td>2.770</td>
<td>3.202</td>
<td>2.000</td>
<td>0.500</td>
<td>O</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.433</td>
<td>0.300</td>
<td>1.753</td>
<td>2.006</td>
<td>3.191</td>
<td>2.000</td>
<td>0.500</td>
<td>O</td>
</tr>
<tr>
<td>2.760</td>
<td>0.400</td>
<td>0.300</td>
<td>0.240</td>
<td>1.383</td>
<td>1.452</td>
<td>5.128</td>
<td>1.990</td>
<td>0.310</td>
<td>O</td>
</tr>
<tr>
<td>2.215</td>
<td>0.400</td>
<td>0.288</td>
<td>0.249</td>
<td>1.112</td>
<td>1.460</td>
<td>7.934</td>
<td>2.000</td>
<td>0.200</td>
<td>F</td>
</tr>
<tr>
<td>1.920</td>
<td>0.400</td>
<td>0.277</td>
<td>0.249</td>
<td>0.952</td>
<td>1.431</td>
<td>10.829</td>
<td>2.020</td>
<td>0.150</td>
<td>F</td>
</tr>
<tr>
<td>1.565</td>
<td>0.400</td>
<td>0.268</td>
<td>0.249</td>
<td>0.790</td>
<td>1.480</td>
<td>15.701</td>
<td>1.980</td>
<td>0.100</td>
<td>F</td>
</tr>
</tbody>
</table>
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Table 7.2: Three points from the PSP corresponding to different responses (R, O, F) with three different configurations of $L_1$, $L_2$ each.

<table>
<thead>
<tr>
<th>$\omega$ (rad/s)</th>
<th>$r$ (m)</th>
<th>$L_1$ (m)</th>
<th>$L_2$ (m)</th>
<th>$\Omega$ (rad/s)</th>
<th>$I_{tot}$ (kgm$^2$)</th>
<th>$l_{eq}$ (m)</th>
<th>$\nu$</th>
<th>$\lambda$</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.284</td>
<td>0.200</td>
<td>1.946</td>
<td>1.029</td>
<td>2.591</td>
<td>1.800</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.481</td>
<td>0.300</td>
<td>1.947</td>
<td>2.214</td>
<td>2.587</td>
<td>1.798</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.210</td>
<td>0.350</td>
<td>1.945</td>
<td>3.186</td>
<td>2.593</td>
<td>1.800</td>
<td>0.500</td>
<td>R*</td>
</tr>
<tr>
<td>2.710</td>
<td>0.400</td>
<td>0.246</td>
<td>0.200</td>
<td>1.512</td>
<td>0.933</td>
<td>4.929</td>
<td>1.794</td>
<td>0.300</td>
<td>F</td>
</tr>
<tr>
<td>2.710</td>
<td>0.400</td>
<td>0.390</td>
<td>0.300</td>
<td>1.506</td>
<td>1.839</td>
<td>4.323</td>
<td>1.801</td>
<td>0.300</td>
<td>F</td>
</tr>
<tr>
<td>2.710</td>
<td>0.400</td>
<td>0.471</td>
<td>0.350</td>
<td>1.505</td>
<td>2.476</td>
<td>4.329</td>
<td>1.802</td>
<td>0.300</td>
<td>F</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.265</td>
<td>0.200</td>
<td>1.754</td>
<td>0.979</td>
<td>3.187</td>
<td>1.996</td>
<td>0.500</td>
<td>O</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.433</td>
<td>0.300</td>
<td>1.753</td>
<td>2.006</td>
<td>3.191</td>
<td>1.997</td>
<td>0.500</td>
<td>O</td>
</tr>
<tr>
<td>3.500</td>
<td>0.400</td>
<td>0.533</td>
<td>0.350</td>
<td>1.750</td>
<td>2.770</td>
<td>3.202</td>
<td>2.001</td>
<td>0.500</td>
<td>O</td>
</tr>
</tbody>
</table>

*Extreme vibrations caused by the large inertia did not allow rotational motion to settle

the experimental response characterized as \{R,O,F\} for rotating, oscillating and fixed point steady-state response respectively. The target is for points leading to rotations to demonstrate agreement with the predictions.

First, two points were investigated with very low $\lambda$ (0.06 and 0.07), expected to end up in a fixed point response, something that was verified. Further on, moving to a frequency ratio $\nu = 1.8$, the gradual increase of the amplitude was expected to drive the tri-pendulum to bifurcate from fixed point to rotations through oscillations. In fact, starting from $\lambda = 0.2$, for which the response could not escape the equilibrium well, the first rotating point was found for $\lambda = 0.5$ as expected. A second point for $\lambda = 0.55$ was recorded rotating so that the entrance into the rotational region would be further supported.

Next, it was attempted to cross the right boundary of the rotational region. The non-dimensional excitation amplitude was fixed at $\lambda = 0.5$ and the advance of the investigation was performed through changing $\nu$, expecting to cross the right boundary and bifurcate from rotations to oscillations. Indeed, the far left point was for $\nu = 1.75$, predicted to have a rotational response, as in fact was experimentally recorded. The rotational motion should be sustained for frequency as high as $\nu = 1.9$, totaling up to 4 recorded points leading to rotations. As soon as $\nu$ was increased to 2 the rotational motion bifurcated to oscillatory.

Then, decreasing the amplitude $\lambda$, the PSP informed us of returning to a fixed point.
response as the input energy would decrease, a development that was recorded for \( \lambda < 0.310 \), and is reported in Table 7.1. One could note that different configurations of \( L_1 \) and \( L_2 \) were used with no particular constraint as with the simple pendulum.

However, the capability of achieving the same natural frequency with different layouts, and thus decoupling the non-dimensional parameter pair \((\nu, \lambda)\) from the size of the device is demonstrated in the second set of the experiments, shown in Table 7.2. This table is divided into three sets. Each of them corresponds to one point in the PSP marked with \( \circ \) in Fig. 7.11(a). The target here is to use different layouts within each set, keeping however the controlling parameters constant and thus recording the same response. The results reported in Table 7.2 validate the configurable attribute of the tri-pendulum with the exception of one point were the inertia value was too big to be properly supported by the experimental rig. For the sake of an example, two different layouts of \( L_1 = 0.284m-L_2 = 0.2m \) and \( L_1 = 0.481m-L_2 = 0.3m \) lead to the same point in the PSP and fall into the rotational attractor. This flexibility in selecting the lengths is very important from the energy harvesting standpoint, since the bigger the moment of inertia the bigger the generator that could be attached to the rotor’s shaft. Moreover, the overall size of the device compared to a simple pendulum has been reduced several times for all the examined cases. This is evident by simply comparing the length of a simple pendulum, \( l_{eq} \), that would be required to achieve the same parameter pair with the longest of the arms, \( L_1 \), for each of the cases reported in the tables.

In Fig. 7.13, the recorded post-processed signals coming from two different sets, one rotational and one oscillatory are shown for consistency. The angular signal includes the transient period as well, while the velocity and the phase space incorporate only the steady-state response.

### 7.5.3 Tilted excitation

Previous studies [106, 110] have reported that planar excitation of the pendulum’s pivot draws the threshold for rotations towards lower \( \lambda \) values. Here, this numerically supported argument is investigated experimentally.
Planar excitation is thought to be the forcing of the pivot outside the vertical line. The elliptical trajectory of the pivot and the rectilinear one but at a tilt angle from the vertical direction have been studied by means of analytical [106] and numerical [110] methods. Due to the limitations of the rig, the only possible alteration in the imposition of the excitation was to divert its direction. Therefore, instead of a vertical driving of the tri-pendulum, the rail that guides its motion is tilted at 187°.
Table 7.3: Specifications of the experiments and responses with the excitation along a line tilted by $10^\circ$.

<table>
<thead>
<tr>
<th>$\omega$ (rad/s)</th>
<th>$r$ (m)</th>
<th>$L_1$ (m)</th>
<th>$L_2$ (m)</th>
<th>$\Omega$ (rad/s)</th>
<th>$I_{tot}$ (kgm$^2$)</th>
<th>$l_{eq}$ (m)</th>
<th>$\nu$</th>
<th>$\lambda$</th>
<th>Re</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.900</td>
<td>0.350</td>
<td>0.325</td>
<td>0.249</td>
<td>1.613</td>
<td>1.355</td>
<td>3.771</td>
<td>1.800</td>
<td>0.300</td>
<td>R</td>
</tr>
<tr>
<td>3.350</td>
<td>0.350</td>
<td>0.358</td>
<td>0.249</td>
<td>1.859</td>
<td>0.671</td>
<td>2.839</td>
<td>1.800</td>
<td>0.400</td>
<td>R</td>
</tr>
<tr>
<td>3.745</td>
<td>0.350</td>
<td>0.399</td>
<td>0.249</td>
<td>2.080</td>
<td>1.608</td>
<td>2.268</td>
<td>1.800</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.745</td>
<td>0.350</td>
<td>0.182</td>
<td>0.130</td>
<td>2.024</td>
<td>0.585</td>
<td>2.395</td>
<td>1.850</td>
<td>0.500</td>
<td>R</td>
</tr>
<tr>
<td>3.350</td>
<td>0.350</td>
<td>0.176</td>
<td>0.140</td>
<td>1.674</td>
<td>0.602</td>
<td>3.500</td>
<td>2.000</td>
<td>0.400</td>
<td>O</td>
</tr>
<tr>
<td>2.900</td>
<td>0.350</td>
<td>0.298</td>
<td>0.250</td>
<td>1.319</td>
<td>1.280</td>
<td>5.641</td>
<td>2.200</td>
<td>0.300</td>
<td>O</td>
</tr>
<tr>
<td>2.370</td>
<td>0.350</td>
<td>0.276</td>
<td>0.250</td>
<td>0.986</td>
<td>1.219</td>
<td>10.083</td>
<td>2.400</td>
<td>0.200</td>
<td>O</td>
</tr>
</tbody>
</table>

$10^\circ$ with respect to the vertical axis, as could be seen in Fig. 7.10(b). Hence, the tri-pendulum is excited by a planar force and expected to demonstrate rotations for lower $\lambda$ values.

In order to test this premise, direct comparison with the experimental results obtained from the vertical driving is sought. In particular, the points in the PSP in Fig. 7.11(a) consisting an upwards path, denoted by the up-pointing arrow, are

Figure 7.14: Experimental post-processed recorded response to tilted excitation; rotating response for $\nu = 1.800$, $\lambda = 0.300$ ((a)-(c)); oscillating response for $\nu = 2.400$, $\lambda = 0.200$ ((b)-(d)).
revisited. Starting from a point which already demonstrated rotational response \( \nu = 1.800, \lambda = 0.500 \), the amplitude is decreased down to the other points that were tested (\( \lambda = 0.4 \) and 0.3). This corresponds to the first three cases presented in Table 7.3. Comparing the response to the vertical excitation with the one to the tilted one, it could be extracted that the rotational region expands to lower \( \lambda \) values. Instead of the oscillatory response observed for \( \lambda = 0.4 \) and the fixed point one (\( \lambda = 0.3 \)), purely rotational response was recorded (see Fig. 7.14(a)).

Moreover, another characteristic of the system under tilted excitation is that the fixed point response observed for vertical excitation tranforms to oscillatory [110]. Decreasing \( \lambda \) does not lead to equilibrium but rather in an steady-state oscillatory response with its amplitude reducing with lower \( \lambda \). Indicatively, one could see the last three cases presented in Table 7.3 and the recorded signal in Fig. 7.14(b).

### 7.6 Summary

Ocean waves are characterized by a rather low mean frequency. This physical property imposes a technological limitation on the development of the pendulum-based WEC, since an unfeasibly long pendulum would be required for rotational motion to be established. In this chapter, a novel design of a compound pendulum is proposed to overcome this issue, consisting of three pendulums integrated into one.

The investigation of the natural frequency of the tri-pendulum has shown that the required size of this device is several times smaller than a simple pendulum’s. Moreover, the analysis demonstrated that it is possible to achieve a particular value of the natural frequency with different configurations of the masses carried by the arms of the tri-pendulum. This means that a device, manageable in size, could be set to rotate from ocean waves. Furthermore, different layouts are possible, such that a maximized performance is achieved, given that the size of the generator that could be driven by this device depends on the position of the masses.

An experimental rig was developed in order to verify the theoretical predictions that the response of the tri-pendulum is equivalent to that of a simple pendulum. Several
points in the numerically constructed PSP were tested, confirming the advantages of this design. In addition, three points in the PSP were selected and the response of the tri-pendulum was recorded for different layouts of the masses, aiming to demonstrate the flexibility in the configuration of the device.

However, the experimental endeavour revealed an issue too. Even though the frequency ratio $\nu$ could be manipulated to take the desired value, it was much more difficult to control the second influential parameter $\lambda$. This is because $\nu$ explicitly depends on the system’s natural frequency, while $\lambda$ depends only on the excitation characteristics since $\lambda = A\nu^2/l_{eq} = A\omega^2/g$. This is the reason why it was not possible to test points in the PSP for $\lambda > 0.6$. 
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Conclusions and Future Work

The study included in this thesis initiates from the development of a WEC, based on the dynamics of the parametric pendulum. It is well-known in the deterministic theory that there is a rich diversity of different types for the response of the pendulum to parametric excitation applied to its pivot. The therein potential of establishing rotational motion could be exploited for transforming the kinetic energy of the bobbing ocean waves to rotary kinetic energy. Thus, the possibility of conversion to electricity acquires an enthusiastic groundwork. Yet, two main issues had remained unanswered in the literature. First, the motion of ocean waves is random, a property which may as well draw a significantly different picture for the resulting dynamics. This stochastic dynamical system though is a rather fundamental one, surpassing the boundaries of a single application. And so, an added interest arises when the rotary response of the pendulum under stochastic environmental excitation is sought, motivating a broader investigation. Second, there had been an important technological limitation that needed to be overcome, relating to the low mean frequency observed in the ocean. In the present thesis, it has been attempted to address these two issues. The recognized necessary steps were delineated in Sec. 1.2 and the major conclusions stemming from the present work are discussed in the following section, with recommendations for further development closing this Chapter.
8.1 Major conclusions

Overall, rotational motion of a pendulum under stochastic parametric excitation is possible and could be sustained even for relatively large noise intensity values. This could be achieved especially for the designs that allow better performance and have been discussed herein. However, a significant impact of the noise intensity has been revealed on the parameter regions for which this could be observed, incorporating elements of the behaviour of the linear system but introducing new effects as well. The topography of the maps documented for the deterministic response has been found to follow particular patterns with increasing noise intensity, regarding both the intensity and robustness of rotations but the displacement of the rotational parameter regions too. The stochastic properties of the excitation then, hold a key role in the design process of pendulum-based systems when the parametric interaction with the environment is random. Moreover, a particularly interesting finding is related to the stability of a pendulum’s node equilibrium when the mounting platform is undergoing impacting motion. The instability boundaries have been found to succumb to significant alterations with respect to the case of impacts-free motion; yet, new relationships have been found that dictate the evolution of these boundaries in the parameter space against the controlling parameters: noise intensity, distance to the barrier, energy dissipation, mass distribution.

8.1.1 Vertically excited parametric pendulum

Random parametric excitation of a lumped mass pendulum in the purely vertical direction was first considered. The excitation was modelled as both a simple white noise and a narrow-band excitation given by the RPM. The latter has been seen to closely approximate the power distribution spectrum of ocean waves. Besides, this model quite adequately represents a number of environmental loads. The focus of the analysis was on the potential of rotational motion as a response to the stochastic parametric excitation. PSPs with respect to the non-dimensional forcing parameters \((\nu, \lambda)\) were constructed based on MC simulations so as to explore this potential and moreover, to match the presence of rotary response with the parameter regions that lead to it for different noise intensity values.
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It has been found that increasing magnitude of the variance of the random phase, $D$, degenerates the purely rotational regions to less robust rotations. Indicatively, the highest rotational ratio observed for $D = 0.3$ varies between 70-80% for a much narrower parameter region than the robust, > 90% one recorded for lower $D$ values. This is also reflected in the PDFs that were calculated through a numerical PI method. Furthermore, increasing noise introduces the tendency of the two separate rotational regions of the deterministic response to merge into a single one. Additionally, small changes in the noise intensity function in a similar way to the damping coefficient, displacing upwards in the $\lambda$ axis the parameter regions leading to different rotational ratios. Furthermore, the damping coefficient not only controls the placement of the different types of response on the parameter map, but higher values have been found to enhance the robustness of rotary motion due to the increased capacity of dissipating small fluctuations. The opposite effect was observed for the white noise excitation, where a given damping coefficient has an upper bound of the rotational ratio to which the response converges for increasing noise intensity. When only dry friction is considered, the PSPs have shown an intensification of the rotational motion with increasing noise. Another effect of noise is that the boundaries separating the oscillatory or asymptotically stable regions from the rotational have been found to be wider for higher $D$ values. Last, the stochastic properties of the excitation render the initial conditions of this dynamical system less important.

8.1.2 Tilted excitation

A step forward in the modelling of the stochastic parametric pendulum was taken, considering a still rectilinear but non-vertical excitation. In this case an extra term arises in the equation of motion representing the forcing of the system in the horizontal direction. This component is considered to be in phase with the vertical one resulting in a rectilinear displacement of the pendulum’s pivot. Then, the tilt angle of the line of the excitation with respect to the vertical axis becomes another influential parameter worth investigating. PSPs were extracted from MC simulations characterizing the rotational ratio of the response for two different approaches. First, the vertical and horizontal amplitudes were selected such that the half stroke of the pivot would be directly comparable to the previous analysis for the vertical
excitation. It has been found that in this case, increasing tilt angle $\psi$ changes the PSP at the expense of rotational regions. On the other hand, if the vertical amplitude is kept the same as in the purely vertical excitation, then the major effect of increasing tilt angle is that the boundaries between rotational and oscillatory regions are brought downwards in the $\lambda$ axis.

8.1.3 Autoparametric system

The fundamental autoparametric system consisting of a lumped mass pendulum mounted on a linear SDOF base has been considered, always regarding the potential of rotational motion of the pendulum. The coupled system is examined when a narrow-band stochastic process is induced as base excitation. MC-based PSPs have been constructed with a slightly different procedure in order to ensure the narrow-band properties of the base’s response. It has been shown that introducing the linear base intermediate to the stochastic excitation and the pendulum results in significant enforcement of the rotational response when the pendulum’s mass is considerably smaller than the base’s, rendering it negligible. This is a result of the combined influence of the base’s dynamic amplification factor depending on the base’s damping coefficient and the filtering of the fast fluctuations of the excitation through the base’s stiffness. Wider regions of dominant rotations (> 90%) for even smaller $\lambda$ values have been observed. It has been seen that higher values of damping result in more robust and intense rotational regions and the rotations are reinforced against the randomness of the exciting frequency. Moreover, it has been found that when the coupling is considered, relatively high mass ratio values effectively cancel the advantage of filtering the excitation leading to a response that approaches the one without the SDOF system. On the other hand, small values of this ratio slightly enhance the rotational motion, while when these masses are equal, the desired response decreases. However, the rotational motion is still maintained even at a lower level, around 75%, when the damping coefficient is chosen properly. The latter also gives rise to the option of using the filter for controlling purposes as well.
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8.1.4 Multiple pendulums

The response of two coupled pendulums has been considered when being mounted on the same linear SDOF base. A narrow-band stochastic process based on the RPM provides a base excitation to the system. The aim of this investigation was to explore the potential of both pendulums - a tuned and a detuned - to establish rotational motion with emphasis put onto the influence of one onto the other. Direct comparison of the pendulums’ response with the performance of a single decoupled pendulum has been done by examining selected parameters and reporting the exhibited rotational motion in contrast with oscillatory. Moreover, synchronizing phenomena were sought through computation of the cross-correlation coefficient $\rho$. It has been shown that $\rho$ could be used to indicate the existence of rotational trajectories of the detuned pendulum when the tuned one is always rotating.

Furthermore, PSPs have been constructed describing the rotational motion of the detuned pendulum for a wide range of the system’s exciting parameters. These are used to demonstrate the influence of the coupling between the pendulums and the noise intensity on the parameter regions were rotational response is found. Numerical MC simulations have shown that rotational motion is achievable in the case of the two coupled pendulums, in both the deterministic and stochastic cases. Increasing noise intensity has the effect of reducing the rotational capability of the system, previously observed for the single parametric pendulum. Moreover, the joint influence of the coupling and the uncertainty drives the tuned pendulum to experience less robust rotations, even though as a single pendulum it is configured to acquire a rotational response. It has also been observed that increasing the value defining the mass ratio $\psi$ leads to more intense interaction between the pendulums as expected and less rotations, although a range where both pendulums purely rotate could be found. The interaction has also been found to incur jumps between different types of attractors, while the detuning between the pendulums affects their response since higher detuning drives each pendulum closer to their corresponding uncoupled response.
8.1.5 Impacting motion

Approximate analytical and numerical stability analysis of an impacting autoparametric pendulum was considered. The impacts were first considered to be elastic \((r = 1)\) and the perfect detuning case between the primary mass and the pendulum \((\delta = \Omega_2 - \Omega_1 = 0)\) was analyzed. The averaging procedure, applied to the original set of equations, has shown, for the uncoupled motion of the primary mass and pendulum \((\gamma = 0)\), that the impact condition significantly changes the shape of the instability domain both in the mean and mean-square sense, making it asymmetric and shifted to the right from the original resonance axis \((\Delta = \omega - 2\Omega_1 = 0)\). Thus, it has been shown that the instability domain has been reduced in size, making the system stable where it would not be for impact free oscillations. Moreover, it has been shown that there is a critical value of noise intensity \(\sigma_{\text{crit}}^2 = 32\beta\), crossing of which moves the instability domains to the region of negative \(\Delta\) values. Therefore, to make the system stable for noise intensities values below the critical, one has to keep a negative detuning \(\Delta\). It has also been demonstrated that increasing the distance to the barrier not only reduces the instability domain, but also turn it counterclockwise.

Numerical MC simulations were used to calculate the system response for the general case of \(\gamma \neq 0\). It has been shown that the coupling between the two subsystems is accompanied by a greater stabilization effect for low values of \(\lambda\). On the other hand, starting from a certain value of \(\gamma\) this effect diminishes, leading to a limiting shape of the instability domain. Moreover, numerical MC simulations were utilized to calculate the LLE and evaluate the influence of non-elastic impacts \((r < 1)\). The instability domain is still found on the same \(\Delta\) semi-plane with lower \(r\) increasing the lowest unstable point, due to the higher energy dissipation at the moment of impacts that these restitution coefficients represent.

Finally, it should be stressed that although the impacting motion can reduce the instability domain and even shift it to the right, it does not remove it completely. Varying the parameter \(\delta\) would make it possible to move the instability domain even further to the right or left.
8.1.6 Experiments

An experimental investigation of the response of a parametrically excited physical pendulum has been also conducted. The system at hand, a tri-pendulum, consists of three simple pendulums integrated into one. The interest is focused onto the capability of establishing rotational response in view of the WEC application. The purpose of introducing this design is to overcome the limitations imposed by the physical resource of ocean waves onto the capability of a simple pendulum to fall into the primary parametric resonance.

The motivation for the herein presented experiments is twofold. First, a correspondence to the response exhibited by a simple pendulum was sought. In that sense, the target of the first set of the experiments was to demonstrate the equivalence between the response of the tri-pendulum to the one of a simple pendulum under the same exciting conditions. The benefit attached to the tri-pendulum however, is that of its size. Whereas a simple pendulum would require an extremely long structure, sometimes even unfeasible for technological applications, the tri-pendulum would provide an equivalent behaviour (i.e. rotational) with not only realistic size but a multiplicity of configurations. Hence, this first sets of the experiments demonstrated that one could use the numerically constructed PSP characterizing the type of the response for the tri-pendulum with a direct equivalence.

Moreover, a second set of experiments was conducted, concerned with just three exciting cases, unique in the non-dimensional parameter space that controls the nature of the response. For each of these points, different configurations of the distances of the masses from the pivot were tested, resulting though in the same parameter space point, only by changing the distances and keeping the rest of the parameters constant. This is impossible to be accomplished by a simple pendulum which natural frequency is one-on-one related to its length. Thus, the experiments demonstrated the capability of the tri-pendulum to change its size but not the controlling parameters that regulate its response. This is a rather important characteristic when energy harnessing is concerned, holding a relatively strong decoupling of the size of the device with its functionality. One needs only to consider the potential of an
enlarged generator attached to the device’s rotor without the functionality being affected since the lengths $L_1$ and $L_2$ could be configured to maintain the exact same functionality.

Last but not least, a modification of the classical vertical excitation was examined in the available experimental rig. The direction of the driving force was tilted by $10^\circ$ and the conclusions of previous numerical studies were partly tested. Particularly, it had been found that a tilted direction of the excitation would draw the $\lambda$ threshold for rotations downwards. Indeed, it has been experimentally found that points in the PSM that would fall into the oscillatory or fixed point attractor, would inherit rotational response only by shifting the direction of the excitation.

### 8.2 Future work

The herein investigation demonstrated several interesting findings related to the rotational response of a pendulum under stochastic parametric excitation. At the same time though, it gave rise to new challenges, listed in the following:

1. The representation of the stochastic excitation for real-world systems could be better achieved with more complicated models, such as the CARMA process. Then, the influence of stochasticity on the rotational parameter regions could be studied in a more realistic context.

2. A further improvement of the stochastic excitation should be considered with an elliptic mean trajectory of the pendulum’s pivot. Rotational motion under this type of excitation should then be investigated.

3. Based on the herein investigation of the occurrence of rotational motion in a given random environment, the next step would be to evaluate the reliability of this motion. The first-time passage over a suitable threshold connected to the rotary trajectory would reveal the elapsed time between the initiation of the motion and the first rotation.
4. A computational challenge that emerged is the application of the numerical PI method for M-DOF systems. Contemporary advances in numerical analysis should be exploited to deteriorate the “curse of dimensionality”.

5. A control method based on the stochastic optimal control techniques would be rather beneficiary with the target being to sustain rotational motion. Preferably, a passive control law should be sought to minimize the energy requirements for its application.

6. Building upon the investigation of the stability of the pendulum’s bottom equilibrium, the impacting autoparametric system with the original pendulum dynamics should be looked upon. Numerical investigation of the rotational motion should then be conducted to reveal the influence of the impacting motion of the platform.

7. The novel design proposed herein might have offered a solution to the problem of the low frequency of ocean waves, however only very low values of the non-dimensional amplitude $\lambda$ would be possible, detaining the pendulum response outside the rotational regions. Therefore, another technological breakthrough is required.

8. Since rotational motion has been recorded with a configurable design, the extracted power should then be measured.
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Formulas for impacting motion

A.1 Joint influence of $h^*$, $\alpha$ and $\beta$ in the deterministic case

Substituting Eq. (6.10) into Eq. (6.15) and solving with respect to $\lambda$, the boundaries of the instability domains could be extracted. Then, the RHS boundary reads:

$$
\lambda_R = \frac{9\pi^2}{64} \frac{9 \Delta^2 h^* \Omega^2_\delta - 3 \Delta h^* \Omega^2_\delta \sqrt{\Delta^2 - 32 \beta^2}}{(1 - 9 h^* \Omega^4_\delta)} + 
+ \frac{9\pi^2}{64} \sqrt{\frac{\Delta^2 + \alpha^2 - 9 \alpha^2 \Omega^4_\delta}{(1 - 9 h^* \Omega^4_\delta)}} \sqrt{\frac{\Delta^2 - 3 \sqrt{\Delta^2 - 32 \beta^2 \Delta - 16 \beta^2}}{(1 - 9 h^* \Omega^4_\delta)}}$

(A.1)

while for the LHS, the formula would be:

$$
\lambda_L = \frac{9\pi^2}{64} \frac{9 \Delta^2 h^* \Omega^2_\delta + 3 \Delta h^* \Omega^2_\delta \sqrt{\Delta^2 - 32 \beta^2}}{(1 - 9 h^* \Omega^4_\delta)} + 
+ \frac{9\pi^2}{64} \sqrt{\frac{\Delta^2 + \alpha^2 - 9 \alpha^2 \Omega^4_\delta}{(1 - 9 h^* \Omega^4_\delta)}} \sqrt{\frac{\Delta^2 + 3 \sqrt{\Delta^2 - 32 \beta^2 \Delta - 16 \beta^2}}{(1 - 9 h^* \Omega^4_\delta)}}$

(A.2)
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A.2 Mean stability for $h^* = 0$

In order to extract the mean stability boundaries in this case, Eq. (6.34) is substituted in Eq. (6.32) and the resulting equation is solved with respect to $\lambda$. That gives for the RHS boundary:

$$\lambda_R^{\tau} = \frac{9\pi^2}{128} \frac{\sqrt{(2\alpha + \sigma^2) \alpha (4\alpha^2 + 4\alpha \sigma^2 + \sigma^4 + 4\Delta^2)}}{2\alpha + \sigma^2} \cdot \frac{20\Delta^2 - 6\Delta \sqrt{4\Delta^2 - 128\beta^2 - 32\beta \sigma^2 - 2\sigma^4 - 64\beta^2 - 16\beta \sigma^2 - \sigma^4}}{2\alpha + \sigma^2}$$  \hspace{1cm} (A.3)

and for the LHS one:

$$\lambda_L^{\tau} = \frac{9\pi^2}{128} \frac{\sqrt{(2\alpha + \sigma^2) \alpha (4\alpha^2 + 4\alpha \sigma^2 + \sigma^4 + 4\Delta^2)}}{2\alpha + \sigma^2} \cdot \frac{20\Delta^2 + 6\Delta \sqrt{4\Delta^2 - 128\beta^2 - 32\beta \sigma^2 - 2\sigma^4 - 64\beta^2 - 16\beta \sigma^2 - \sigma^4}}{2\alpha + \sigma^2}$$  \hspace{1cm} (A.4)

Fig. 6.7 presents the boundaries based on these two equations.
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Supplementary material of experiments

B.1 Tri-pendulum part.

The core of this experimental study lies within the tri-pendulum part (Fig. 7.9). In this figure, one could see at the bottom, the connecting rod that transfers the circular motion provided by the motor to the tri-pendulum sub-system. The plate holding the bearings that carry the shaft of the tri-pendulum shown in Fig. B.1, is attached to the frame through a roller that is allowed to perform translational motion within a rail. The latter is rigidly bolted onto the frame.

The frequency configuration is achieved through the position of the masses that the tri-pendulum carries. These masses were parted from a 5” (127mm) stainless steel bar to a thickness of 50mm before being drilled with a 1” (25.4mm) hole through the centre for the arm and two grubscrews opposite one another to secure it in place on the arm. The masses were then weighed and the heaviest two had material removed until they were identical to the lightest mass, producing 3 identical masses of 4.725kg each, shown in Fig. B.2.

Aluminium tubes of 1” (25.4mm) outer diameter with a wall thickness of 1/16” (1.5875mm) and 1.25m in length were used as arms. These were chosen to keep the weight of the arms to a minimum while still providing enough strength and stiffness in the arm not to cause vibrations. Each arm fits into one of the six available mounting points on the disk (the hub) – Fig. B.3- and has a 1” (25.4mm) solid
aluminium push transition fit plug inserted into the bottom to locate securely in the
disk and further increase the stiffness and strength at the point of highest stress.
Each plug had two threaded holes through it and using four bolts each arm was
secured in place with two bolts fastened from each side. This gave a very secure
fixing between the arm and the disk ensuring minimal movement and vibrations in
the arm.

Fig. B.3 presents computer based drawings of the hub. The disk is made from
4” (101.6mm) diameter, 40mm thick aluminium bar with six 1” push transition
fit holes as mounting points 60° apart for the arms, drilled onto the curved face
of the cylinder. Each mounting point has two “through all” M5 sliding clearance
fit holes for the M5 bolts to be used to secure the arms in place. A maximum
of three mounting points were used at any one time however six mounting points
were necessary to allow flexibility in the setup. It is possible for a bi-pendulum to
be configured by removing one arm and placing the other two arms opposite each
other. The other advantage of six mounting points is that one (up to a possible
three depending on their location on the disk) of the mounting points can sustain
damage without needing to scrap the disk as it would still be possible to use it.
The disk was designed to be as symmetrical as possible to avoid any imbalance as it
spins and to be as small as possible to reduce weight and overall size of the device.

The disk is mounted on a horizontal shaft, Fig. B.1, made from aluminium bar
1” (25.4mm) diameter to allow the tri-pendulum to rotate about a horizontal axis.
This shaft is supported by two 1” (25.4mm) plumber bearings that have the dust
caps and grease removed to minimise the damping in the system. This is acceptable
as the tri-pendulum is rotating at a fraction of the design speed of the bearings.
At the end of the shaft is an adapter and coupling to connect an angular encoder
(Fig. B.4) to record the angular response of the tri-pendulum. The coupling was
added between the shaft adapter and the encoder to allow for small misalignments
and vibrations.

The two plumber bearings and encoder are mounted on an aluminium plate. Under
this plate there is an adapter to connect the vertical rod, or the “piston” of the
Appendix B. Supplementary material of experiments

reciprocal mechanism, to the tri-pendulum. The bottom edge of this rod is threaded for a spherical joint to be mounted, intended to connect the connecting rod to the tri-pendulum sub-system. This is necessary since the reciprocal mechanism forces the connecting rod to move in the vertical plane, while the roller has to pushed upwards and drawn downwards on a straight line.

B.2 Motorizing

The experimental apparatus is housed in a frame made from $40 \times 40 \times 4\text{mm}$ black steel square section and was constructed in two pieces for manufacture and assembly (Figs B.5 and B.6). The top section is a $2D \ 2 \times 2m$ frame supported by four legs at $18.3^\circ$. In the middle of the $2D$ frame is a vertical bar to allow the mounting of the $1.5m$ T-rail along its length. The bottom section of the frame is a box measuring $2x2x1m$ with two additional bars traversing the bottom of the frame to locate the verticals bars on which the motor and gearbox drive is mounted (Fig. 7.10(a)).

The connecting rod is made from the same tubes that were used for the arms. The top edge of the connecting rod is connected through a spherical joint to the vertical rod where the roller is clamped on. The length of the connecting rod had to be considerably larger than the amplitude of the excitation. This is imposed so that the superharmonics that arise in the motion of the working point of the reciprocal mechanism (the top edge of the crank) would be rendered negligible thus approximating a sinusoidal motion. Since the designed maximum amplitude is $0.5m$, a length of $2.4m$ for the crank is chosen to overcome the discussed issue. Note that this leads to a required height for the frame $>3.5m$ with the total design of $4m$-high frame covering that.

The bottom edge of the $2.4m$ long $1”$ (25.4mm) diameter aluminium connecting rod is then connected through another spherical joint to the crank, drawings of which are shown in Fig. B.7. The connecting rod is attached to the crank through a studded rod end and can be placed at any of the 4 drilled threaded holes on the crank. These holes basically provide 4 positions for the connection at 0.35, 0.4, 0.45, 0.5
m, forming 4 different radii of the reciprocal mechanism. In that way, each of these positions regulates the amplitude of the excitation. However, the crank extends in both ways with respect to the shaft of the motor (Fig. 7.10(a)). One side is used for the connection with the connecting rod and the transfer of the motion to the tri-pendulum. The other one carries counterweights in order to reduce the load applied to the motor gearbox and soften impulse loads arising at 0 and $\pi$ angle of the crank position.

The reciprocal mechanism to simulate waves is driven by an electric motor: NORD SK 80 S/4 with a gearbox: SK92172VF-80 S/4 ratio 22.78:1. The speed of the motor is set in RPM using an inverter: SK500e. The speed of the motor however is not the speed of the output as there is a 22.78:1 ratio gearbox on the motor, the speed of the motor on the inverter therefore had to be set at 22.78x the desired output speed.

B.3 Measurement

For measuring the angular displacement of the excited tri-pendulum, an Agilent AEDA-3300 AM encoder – Fig. B.4 – with resolution of 3000 counts per revolution, outputting a digital signal was attached to the tri-pendulum shaft (see Fig. 7.9). The signal from the encoder was sent to the DAQ card: NI USB 6211, which was then connected by USB to a computer running Labview software. Any post-acquisition data processing required on the raw data was done in MATLAB before plotting for analysis.
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Figure B.1: CAD drawings of the designed tri-pendulum without the arms. The mounting plate, ball bearings, encoder and the hub are assembled.

Figure B.2: The weights grab-screwed on the the arms to configure the tri-pendulum’s natural frequency.
Appendix B. Supplementary material of experiments

Figure B.3: CAD drawings of the hub.

Figure B.4: CAD drawings of the angular encoder.
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Figure B.5: CAD drawings of the frame: 3D, front and right views of the bottom part.

Figure B.6: CAD drawings of the frame: 3D, front and right views of the top part.
B.4 Damping identification

In order to quantify the damping coefficient $c$ of Eq. (7.11) the logarithmic decrement method is used. This procedure includes free vibrations of the tri-pendulum that are recorded, Fig. B.8. Then, the damping coefficient is estimated based on the

![Figure B.8: Application of the logarithmic decrement method. Free decaying vibrations (black line); Time-dependent amplitude with the estimated damping coefficient (red line).]
response amplitude values:

\[ c = \frac{1}{\pi} \ln \frac{A_i}{A_{i+1}} \]  

where \( A_i \) is the amplitude at the \( i \)-th cycle and \( A_{i+j} \) – the amplitude \( j \) cycles after.
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