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Abstract

We consider the numerical approximation of stochastic differential and partial differential equations S(P)DEs, by means of time-differencing schemes which are based on exponential integrator techniques. We focus on the study of two numerical schemes, both appropriate for the simulation of Stratonovich- interpreted S(P)DEs. The first, is a basic strong order 1/2 scheme, called Stratonovich Exponential Integrators (SEI). Motivated by SEI and aiming at benefiting both from the higher order of the standard Milstein scheme and the efficiency of the exponential schemes when dealing with stiff problems, we develop a new Milstein type scheme called Milstein Stratonovich Exponential Integrators (MSEI).

We prove strong convergence of the SEI scheme for high-dimensional semilinear Stratonovich SDEs with multiplicative noise and we use SEI as well as the MSEI scheme to approximate solutions of the stochastic Landau-Lifschitz- Gilbert (LLG) equation in three dimensions. We examine the $L^2(\Omega)$ approximation error of the SEI and MSEI schemes numerically and we prove analytically that MSEI achieves a higher order of convergence than SEI.

We generalise SEI so that it is suited not only for Stratonovich SDEs, but also for Itô and for SDEs interpreted by the 'in-between' calculi. Moreover, we provide a general expression for the predictor contained in SEI and we study the theoretical convergence for the generalised version of the scheme. We show that the order of the scheme used in order to obtain the predictor as well as the stochastic integral interpretation do not affect the overall order of the scheme.

We extend the convergence results for SEI to a space-time context by considering a second order semilinear Stratonovich SPDE with multiplicative noise. We discretise in space with the finite element method and we use SEI for discretising in time. We consider the case where we have trace class noise and we examine analytically the strong order of convergence for SEI.

We implement SEI as a time discretisation scheme and present the results when simulating SPDEs with stochastic travelling wave solutions. Then, we use an alternative method, called 'freezing' method, for approximating wave solutions and estimating the speed of the waves for the stochastic Nagumo and FitzHugh-Nagumo models. The wave position and hence the speed is found by minimising the $L^2$ distance between a reference function and the travelling wave. While the results obtained from the two different approaches agree, we observe that the behaviour of the wave solution is captured in a smaller computational domain, when we use the freezing method, making it more efficient for long time simulations.
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Chapter 1

Introduction

During the past few decades, there has been an increase in the use of stochastically forced models. As a consequence of the extended use, the complexity of the stochastic differential equations (SDEs) models and sometimes even the absence of exact analytic solutions, the interest for the study of numerical methods that approximate solutions of SDEs has increased as well. Similarly with the deterministic ordinary differential equations, there are numerous factors that have to be considered when developing or choosing an existing scheme to be used for approximating SDEs. These factors among others include the nature of the problem, for example linear, semi-linear, etc, the type of the noise that we have, the size of our system, the accuracy and the time within one wishes it to be solved. This thesis focuses on the development, implementation and analysis of numerical schemes that approximate solutions of SDEs.

We start from this introductory chapter, where we give some background on stochastic calculus and we review the definitions of stochastic integrals interpreted both in Itô and in Stratonovich sense, in multiple dimensions. Next, we set up the context for stochastic differential equations (SDEs), we present the assumptions that determine existence and uniqueness of solutions and we give the connection that exists between Itô and Stratonovich interpreted SDEs.

Driven by the aim to investigate and analyse new numerical schemes for approximating solutions to SDEs, we review some of the standard schemes that exist in the literature and we provide the definitions of two common notions of convergence. Finally, we make a list of inequalities and useful lemmas that we use frequently throughout this thesis.
1.1 Stochastic integral and properties

Let us start from the Itô stochastic integral

\[ \int_0^T U(t) dW(t). \]

In the above, \( U(t) \) is a stochastic process integrated with respect to a Wiener Process in the interval \([0, T]\). The procedure to be followed for constructing the stochastic integral is similar to the construction of the Riemann integral, in the sense that they are both based on the idea of passing the limit in approximating sums. However, given a partition of the interval in which we integrate, unlike Riemann, stochastic integrals depend on the choice of the intermediate points. As a result, there are several different interpretations, the most widely used of which being the Itô and the Stratonovich integrals. To give the definitions of Itô and Stratonovich integrals and to mention some of their differences, some preliminary definitions are firstly required.

**Definition 1.1.1. Filtration**

Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space.

i. A filtration \( \{\mathcal{F}_t : t \geq 0\} \) is a family of \( \sigma \)-algebras \( \subseteq \mathcal{F} \) that are increasing.

ii. A filtered probability space is a quadruple \((\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\), where \((\Omega, \mathcal{F}, \mathbb{P})\) is a probability space and \( \{\mathcal{F}_t : t \geq 0\} \) is a filtration of \( \mathcal{F} \).

iii. If \( \{U(t) : t \geq 0\} \) is a stochastic process, let \( \mathcal{F}_t \) be the smallest \( \sigma \)-algebra such that \( U(s) \) is measurable for all \( s \leq t \). \( \{\mathcal{F}_t : t \geq 0\} \) is called the natural filtration of \( U(t) \).

The filtration \( \mathcal{F}_t \) may be thought of, as all the information provided until time \( t \).

**Definition 1.1.2. Adapted Processes**

In a filtered probability space \((\Omega, \mathcal{F}, \mathcal{F}_t, \mathbb{P})\), a real valued stochastic process \( \{U(t, \omega) : t \geq 0, \omega \in \Omega\} \) is called adapted with respect to \( \mathcal{F}_t \), if \( U(t, \omega) \) is \( \mathcal{F}_t \)-measurable for all \( t \geq 0 \).

The Itô integral is initially defined for a class of functions called simple processes. Given a partition \( \{t_k\}_{k=0}^{n-1} \) of \([0, T]\), simple processes, also called step processes, take only a finite number of values i.e. \( U(t) \equiv U(t_k) \) for \( t_k \leq t < t_{k+1} \). An additional requirement is that the processes are adapted, hence \( U(t_k) \) is \( \mathcal{F}_{t_k} \)-measurable, for
all $k = 0, 1, \ldots, n - 1$. Then the Itô integral for simple processes is defined as

$$
\int_0^T U(t)dW(t) := \sum_{k=0}^{n-1} U(t_k)(W(t_{k+1}) - W(t_k)).
$$

Next, we extend the above definition to a wider class of processes, called progressively measurable. For $U(t, \omega)$ to be progressively measurable, it means that it is, in a sense, appropriately jointly measurable in the variables $t, \omega$ together, see [14, 70] for more. This implies that $U(t, \omega)$ is $\mathcal{F}_t$-measurable and hence $\mathcal{F}_t$-adapted, according to Definition 1.1. Then, the Itô integral is defined in the following way.

**Definition 1.1.3. [70]**

Let $L^2(\Omega, \mathbb{R})$ denote the space of all real valued, progressively measurable processes $U(t, \omega) : [0, T] \times \Omega \to \mathbb{R}$ such that

$$
\mathbb{E} \left[ \int_0^T U(t, \omega)^2 dt \right] < \infty.
$$

**Definition 1.1.4. Itô integral in one dimension [63]**

Let $U(t, \omega) \in L^2(\Omega)$. Then the Itô integral of $U$ is given by

$$
\int_0^T U(t, \omega)dW(t) := \lim_{n \to \infty} \int_0^T U_n(t, \omega)dW(t), \text{ in } L^2(\Omega)
$$

where $\{U_n\}_{n \geq 0}$ is a sequence of step processes in $L^2(\Omega)$, such that they converge to $U$ in the mean square sense, i.e.

$$
\int_0^T \mathbb{E}\left[|U(t) - U_n(t)|^2\right] dt \to 0, \text{ as } n \to \infty.
$$

Such sequence exists for all $U(t, \omega)$ in $L^2(\Omega)$, for details see [63]. The one-dimensional definition can now be extended to higher dimensions in the following way.

**Definition 1.1.5. Itô integral in high dimensions**

Let $W = (W_1, W_2, \ldots, W_m)$ be an $m$-dimensional Wiener process and let $L^2_{\mathcal{H}} = L^2(\Omega, \mathbb{R}^{d \times m})$ be the set of $\mathbb{R}^{d \times m}$-processes $u = [u_{ij}(t, \omega)]$ such that $u_{ij}$ belongs to $L^2(\Omega, \mathbb{R})$ for all $i = 1, \ldots, d, j = 1, \ldots, m$. Then the Itô integral in $n$ dimensions is given by

$$
\int_0^T u(t, \omega)dW(t) := \lim_{n \to \infty} \int_0^T u_n(t, \omega)dW(t), \text{ in } L^2(\Omega).
$$
Where
\[ \int_0^T u(t, \omega) dW(t) = \int_0^T \begin{pmatrix} u_{11} & \cdots & u_{1m} \\ \vdots & \ddots & \vdots \\ u_{d1} & \cdots & u_{dm} \end{pmatrix} \begin{pmatrix} dW_1 \\ \vdots \\ dW_m \end{pmatrix} \]

is a column vector in \( L^2(\Omega, \mathbb{R}^d) \) with \( i \)-th component given by
\[ \sum_{j=1}^m \int_0^T u_{ij}(t) dW_j(t). \]

Two important properties of the Itô integral are the Itô’s isometry and the martingale property as seen below in Proposition 1.1.6. For a proof of the proposition see [63].

**Proposition 1.1.6. Itô integral properties [63]**

Let \( u(t, \omega) \in \mathcal{L}^2_h \), then the Itô integral satisfies the following properties.

1. **Itô’s isometry**
\[ \mathbb{E} \left[ \left\| \int_0^T u(t) dW(t) \right\|^2 \right] = \int_0^T \mathbb{E} \left[ \|u(t)\|^2_F \right] dt. \]

2. **Martingale Property**
\[ \mathbb{E} \left[ \int_0^T u(t) dW(t) \right] = 0. \]

Note that when we deal with matrices we use the standard Frobenius norm for matrices, defined by summing up the absolute squares of the elements of the matrix and then taking the square root of the sum. We denote this by \( \| \cdot \|_F \).

Having defined the Itô interpretation of the stochastic integral, let us now see how the stochastic integral is defined in the Stratonovich case. Similarly with the Itô case, we consider a partition \( \{ t_k \}_{k=0}^n = \{ 0 = t_0 < t_1 < \ldots < t_n = T \} \) of \([0, T]\). We now evaluate the integrand \( U(t) \) at the midpoint \( \frac{t_k + t_{k+1}}{2} \) of each subinterval \( [t_k, t_{k+1}] \). That is we approximate \( U(t) \) by \( \frac{U(t_{k+1}) + U(t_k)}{2} \). We also consider the so called Brownian increments \( \Delta W_k = W(t_{k+1}) - W(t_k) \), and we define
\[ Z_n := \sum_{k=0}^{n-1} \frac{U(t_{k+1}) + U(t_k)}{2} \Delta W_k. \]

Then, the Stratonovich integral of \( U(t) \) with respect to the Wiener process \( W(t) \), is taken by the following limit
\[ \int_0^T U(t) \circ dW(t) = \lim_{n \to \infty} Z_n. \]
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Note that, throughout this thesis we use the above notation and more specifically the \( \circ \) symbol, to distinguish the Stratonovich from the Itô integral. So, the definition of the Stratonovich integral is given below.

**Definition 1.1.7. Stratonovich integral in one dimension** \([78, 42, 4]\)

Let \( W(t) \) be a Wiener process and \( \varphi : \mathbb{R} \times [0, T] \rightarrow \mathbb{R} \) is a \( C^2 \) function such that

\[
E \left[ \int_0^T |\varphi(W, t)|^2 dt \right] < \infty,
\]

then

\[
\int_0^T \varphi(W, t) \circ dW := \lim_{n \to \infty} \sum_{k=0}^{n-1} \varphi \left( \frac{W(t_{k+1}) + W(t_k)}{2}, t_k \right) (W(t_{k+1}) - W(t_k)).
\]

Alternatively, one can define the Stratonovich integral using as a reference the Itô one. We give this approach in the following definition which is also extended in higher dimensions.

**Definition 1.1.8. Stratonovich integral in high dimensions**

Let \( W(t) \) be an \( m \)-dimensional Wiener process and let \( \varphi : \mathbb{R}^d \times [0, T] \rightarrow \mathbb{R}^{d \times m} \) be a \( C^2 \) function such that

\[
E \left[ \int_0^T |\varphi(u, t)|^2 dt \right] < \infty,
\]

where \( u(t) \) is a real valued stochastic process in \( L^2(\Omega, \mathbb{R}^d) \). Then, the Stratonovich integral is defined by

\[
\int_0^T \varphi(u(t)) \circ dW(t) := \int_0^T \varphi(u(t)) dW(t) + \frac{1}{2}[\varphi(u), W].
\]

Where \( [\varphi(u), W] \) is the quadratic variation, given by the following limit in \( L^2(\Omega) \)

\[
[\varphi(u), W] := \lim_{\Delta t \to 0} \sum_{k=0}^{n-1} \left( \varphi(u(t_{k+1})) - \varphi(u(t_k)) \right) \left( W(t_{k+1}) - W(t_k) \right),
\]

with \( \Delta t := \max_{k} (t_{k+1} - t_k) \).

Definition 1.1.8 implies that there is a connection between the two different interpretations of the stochastic integral. This connection is given by the so called Itô-Stratonovich correction that we see later on in this chapter.
Apart from the connection though, there are some differences between the two integrals. The more obvious difference is the choice of the intermediate points. As seen in the construction process of the integral, the integrand is evaluated at the left-end point in case of the Itô integral while it is evaluated at the midpoint in case of Stratonovich. In fact, it can be evaluated at any chosen point and this choice determines a new integral. We generalise the definition of stochastic integral in Chapter 3. Another difference is that, unlike Itô, the Stratonovich integral has some properties which are similar to those of the classical calculus. More specifically, the Stratonovich integral is constructed in a way so that the standard-calculus chain rule holds. This property makes the Stratonovich integral a natural choice for a variety of models in physics and computational biology. Some examples of such models can be found in [16, 42]. On the other hand, the Stratonovich integral does not have the martingale property. This, makes the Itô integral widely used in stochastic financial analysis.

After reviewing the definitions of the Itô and Stratonovich integrals, we can now consider the one-dimensional Itô SDE given in the following form

$$du = f(u)dt + g(u)dW.$$  \hspace{1cm} (1.1)

Here $u(t, \omega)$ is a real-valued stochastic process in $L^2(\Omega, \mathbb{R})$, note that for simplicity’s sake we often use the notation $u(t)$ or $u$ instead of $u(t, \omega)$. The functions $f$ and $g$ both take values in $\mathbb{R}$ for the one-dimensional case and are often called drift and diffusion terms respectively. If $g(u)$ is a constant, we say that we have additive noise whereas if $g(u)$ depends on $u$ we say that we have multiplicative noise. The same applies to the high dimension Itô SDE

$$d\mathbf{u} = \mathbf{F}(\mathbf{u})dt + \mathbf{G}(\mathbf{u})d\mathbf{W},$$  \hspace{1cm} (1.2)

where $\mathbf{u} = (u_1, \ldots, u_n) \in \mathbb{R}^d$, $\mathbf{F} : \mathbb{R}^d \to \mathbb{R}^d$ and $\mathbf{G} : \mathbb{R}^d \to \mathbb{R}^{d \times m}$, that is

$$G(u_1, \ldots, u_n) = \begin{pmatrix} G_{11}(\mathbf{u}) & \cdots & G_{1m}(\mathbf{u}) \\ \vdots & \ddots & \vdots \\ G_{d1}(\mathbf{u}) & \cdots & G_{dm}(\mathbf{u}) \end{pmatrix}.$$ 

Also, $\mathbf{W}(t) = (W_1(t), \ldots, W_m(t))$ with $W_k(t)$ being independent of $W_\ell(t)$ for $k \neq \ell$ and $k, \ell = 1, \ldots, m$. Next, we establish the context in which we are working, by including a list of assumptions that, among others, ensure the existence and uniqueness of a solution for the type of SDEs that we consider.
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Assumption 1.1.9. **Lipschitz condition**

The functions \( F : \mathbb{R}^d \to \mathbb{R}^d \), \( G : \mathbb{R}^d \to \mathbb{R}^{d \times m} \) satisfy the Lipschitz condition. That is, there exist constants \( K, L > 0 \) such that for \( u, v \in \mathbb{R}^d \)

\[
\| F(u) - F(v) \|_2^2 \leq K \| u - v \|_2^2
\]

and

\[
\| G(u) - G(v) \|_F^2 \leq L \| u - v \|_2^2.
\]

Assumption 1.1.10. **Linear growth condition**

Both \( F \) and \( G \) satisfy the linear growth condition. That is, there exist constants \( K, L > 0 \) such that for \( u \in \mathbb{R}^d \)

\[
\| F(u) \|_2^2 \leq K (1 + \| u \|_2^2)
\]

and

\[
\| G(u) \|_F^2 \leq L (1 + \| u \|_2^2).
\]

Then, under Assumptions 1.1.9 and 1.1.10 there exists a unique solution to (1.2) that satisfies the following integral equation

\[
u(t) = u(0) + \int_0^t F(u(s))ds + \int_0^t G(u(s))dW(s) \quad (1.3)
\]

or for \( d = m = 1 \) the solution \( u \) satisfies

\[
u(t) = u(0) + \int_0^t f(u(s))ds + \int_0^t g(u(s))dW(s). \quad (1.4)
\]

For a proof of the existence and uniqueness we refer to [42, 54, 58, 63]. Note that the Lipschitz and the linear growth conditions are strong assumptions to impose on the drift and diffusion terms that restrict the class of the problems for which we can prove existence and uniqueness. Therefore, there is a big interest in finding ways to ‘relax’ these assumptions. There is not any work towards this direction included in this thesis, however, some approaches can be found in [24, 59, 80].

Now, we look back at Definition 1.1.8 where apart from the Stratonovich integral, we also review the definition of the quadratic variation. Under the assumptions that \( \varphi(u) \) is a \( C^2 \) function and that \( u \) is a solution of equation (1.1), it turns out that for \( d = m = 1 \)

\[
[\varphi(u), W] = \int_0^t \varphi'(u(s))g(u(s))ds.
\]
Then,
\[ \int_0^t \varphi(u(s)) \circ dW(s) = \int_0^t \varphi(u(s))dW(s) + \frac{1}{2} \int_0^t \varphi'(u(s))g(u(s))ds. \]

In particular for \( \varphi(u) = g(u) \), we have that
\[ \int_0^t g(u(s)) \circ dW(s) = \int_0^t g(u(s))dW(s) + \frac{1}{2} \int_0^t g'(u(s))g(u(s))ds. \quad (1.5) \]

On the other hand, \( (1.4) \) can be equivalently written as
\[ u(t) = u(0) + \int_0^t \tilde{f}(u(s))ds + \int_0^t g(u(s))dW(s) + \frac{1}{2} \int_0^t g'(u(s))g(u(s))ds, \quad (1.6) \]
where \( \tilde{f}(u(s)) = f(u(s)) - \frac{1}{2} g'(u(s))g(u(s)) \). Then, by \( (1.5) \) we have that \( (1.6) \), and hence \( (1.4) \) is equivalent to
\[ u(t) = u(0) + \int_0^t \tilde{f}(u(s))ds + \int_0^t g(u(s)) \circ dW(s). \quad (1.7) \]

Note that, equation \( (1.7) \) is the integral form of the one-dimensional Stratonovich SDE
\[ du = \tilde{f}(u)dt + g(u) \circ dW. \quad (1.8) \]

This connection between \( (1.4) \) and \( (1.7) \) enables the user to convert an Itô SDE to its equivalent Stratonovich SDE and vice versa. We call it Itô-Stratonovich correction because the transformation is achieved simply by switching or ‘correcting’ the drift term from \( f \) to \( \tilde{f} \) or from \( \tilde{f} \) to \( f \) in the opposite case. For more details we refer to [54].

The Itô-Stratonovich correction can be extended to higher dimensions as well. More specifically, the \( i \)-th component of the Itô SDE
\[ du_i = F_i(u)dt + \sum_{j=1}^m G_{ij}(u)dW_j(t), \quad i = 1, \ldots, d \]
with integral form
\[ u_i(t) = u_i(0) + \int_0^t F_i(u(s))ds + \sum_{j=1}^m \int_0^t G_{ij}(u(s))dW_j \]
is equivalent to the corresponding \( i \)-th component of the Stratonovich equation
\[ du_i = \tilde{F}_i(u)dt + \sum_{j=1}^m G_{ij}(u) \circ dW_j(t) \]
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with integral form

\[ u_i(t) = u_i(0) + \int_0^t \tilde{F}_i(u(s))ds + \sum_{j=1}^{m} \int_0^t G_{ij}(u(s)) \circ dW_j(s), \quad (1.9) \]

where \( \tilde{F}_i(u(s)) = F_i(u(s)) - \frac{1}{2} \sum_{j=1}^{m} \partial G_{ij}(u) \partial u_i. \)

Note that existence and uniqueness of solution to the Stratonovich SDE are satisfied by imposing Assumptions 1.1.9 and 1.1.10 to \( \tilde{F}_i, \) as we did to \( F_i \) in the Itô case. This implies that further to \( F_i(u) \) we also require that \( G(u) \) is differentiable with Lipschitz derivative that satisfies linear growth. For more details, see for example [45] where the authors prove existence of a unique solution in the case where \( G(u) \) satisfies the Frobenius condition or [50] where existence and uniqueness of a Stratonovich-interpreted SDE is proved for the case of scalar processes.

From now on when we work with Stratonovich SDEs we use the following d-dimensional equation

\[ du = F(u)dt + G(u) \circ dW \quad (1.10) \]

and we require that \( G(u) \) is differentiable with Lipschitz derivative that also satisfies the linear growth condition. Then there exists a unique solution that satisfies

\[ u(t) = u(0) + \int_0^t F(u(s))ds + \int_0^t G(u(s)) \circ dW(s). \quad (1.11) \]

### 1.2 Numerical schemes for SDEs and convergence

In this section, we present a selection of standard numerical schemes for SDEs together with some of their features. What we call a scheme, basically consists of a time discretization technique which is applied to the continuous form of the SDE that we are dealing with. Towards this direction, we firstly consider a discretisation of the time interval \([0, T]\) by defining a step-size \( \Delta t = \frac{T}{N} \), with \( N \) being an integer standing for the number of steps. Then, we look at the solution of the SDE at times \( t_n = n\Delta t \) and we denote the exact solution at time \( t_n \) by \( u(t_n) \), while the approximate solution, given by some numerical scheme, will be denoted as \( u_n \).

Once a scheme has been applied, the more natural question to ask is how efficient it is, that is how well and how fast it approximates the exact solution, assuming the latter exists. Before introducing any numerical schemes for SDEs, we need to define a notion of their convergence. Throughout this thesis, we are using the concept of strong convergence which concerns finding how big the mean of the difference between the exact and the approximate solution can become. When we deal with a numerical scheme that converges strongly to our exact solution, we expect to get
that the mean of the difference described above, goes to zero as $\Delta t$ goes to zero. The order of convergence is given in the following definition, for more details we refer to [21, 22, 43, 54].

Definition 1.2.1. **Strong Convergence** [43]

Let $u_n$ be the numerical approximation of the exact solution $u(t_n)$ of an SDE considered in the time interval $[0, T]$. A method is said to have strong convergence equal to $\gamma$ if there exists a constant $C$, independent of $\Delta t$, such that

$$
\sup_{0 \leq t_n \leq T} \| u(t_n) - u_n \|_{L^2(\Omega, \mathbb{R}^d)} \leq C \Delta t^\gamma
$$

for $\Delta t$ sufficiently small, $T = n\Delta t$ and with $\| \cdot \|_{L^2(\Omega, \mathbb{R}^d)} := \left( \mathbb{E}[\| \cdot \|^2_{\Omega, \mathbb{R}^d}] \right)^{1/2}$

Note that in the one-dimensional case, the above definition reduces to the mean square absolute difference, i.e.

$$
\sup_{0 \leq t_n \leq T} \mathbb{E}[|u(t_n) - u_n|] \leq C \Delta t^\gamma.
$$

Another notion of convergence is the weak convergence that concerns the average solution behaviour. In order to examine weak convergence, one has to firstly choose an appropriate function $\Phi$ that must satisfy some polynomial smoothness conditions and then look at the weak error which measures the difference between the mean of $\Phi(u_n)$ and the mean of $\Phi(u(t_n))$. This essentially means that weak convergence measures in a sense the error of the means in contrast to strong convergence that measures the mean of the error. Throughout this thesis we do not examine weak convergence of the presented numerical schemes, however, for completeness purposes we provide the following definition and we refer to [21, 22, 42, 43] for further reading.

Definition 1.2.2. **Weak Convergence** [43]

Let $u_n$ be the numerical approximation of the exact solution $u(t_n)$ of an SDE considered in the time interval $[0, T]$. A method is said to have weak convergence equal to $\gamma$ if there exists a constant $C$ such that for all functions $\Phi$ in some class

$$
|\mathbb{E}(\Phi(u_n)) - \mathbb{E}(\Phi(u(T)))| \leq C \Delta t^\gamma
$$

for $\Delta t$ sufficiently small and $T = n\Delta t$.

1.2.1 Itô Euler-Maruyama scheme

One of the most standard methods for numerically approximating solutions of Itô stochastic differential equations is the Euler-Maruyama method. The Euler-Maruyama
or stochastic Euler method is an altered version of the standard deterministic Euler method so that it can be applied to SDEs.

Consider the Itô SDE (1.2) and let Assumptions 1.1.9 and 1.1.10 hold. Then, the solution of (1.2) considered in the discretised time intervals \([t_n, t_{n+1}]\) satisfies the following integral equation

\[
\mathbf{u}(t_{n+1}) = \mathbf{u}(t_n) + \int_{t_n}^{t_{n+1}} F(\mathbf{u}(s)) ds + \int_{t_n}^{t_{n+1}} G(\mathbf{u}(s)) d\mathbf{W}(s). \quad (1.14)
\]

In order to derive the Euler-Maruyama scheme, we approximate the functions \(F, G\) in the intervals \([t_n, t_{n+1}]\), by taking their Taylor expansions around \(\mathbf{u}(t_n)\), see more in [42]. Recall from the definition of the Itô stochastic integral that we evaluate the integrand at the left-end point of each subinterval and note that our choice of \(\mathbf{u}(t_n)\) here aims at being consistent with this definition. This observation is important for understanding the difference later when we derive schemes for Stratonovich SDEs. We denote the time-step \((t_{n+1} - t_n)\) by \(\Delta t\) and the Brownian increments \((\mathbf{W}(t_{n+1}) - \mathbf{W}(t_n))\) by \(\Delta \mathbf{W}_n\). Hence the Euler-Maruyama scheme is given by

\[
\mathbf{u}_{n+1} = \mathbf{u}_n + F(\mathbf{u}_n) \Delta t + G(\mathbf{u}_n) \Delta \mathbf{W}_n. \quad (1.15)
\]

An example of using the Euler-Maruyama scheme for approximating the solution of an SDE can be seen in Figure (1.1). It turns out that the Euler-Maruyama scheme converges with a strong order \(O(\Delta t^{1/2})\), which can be seen in Figure 1.2. We should not fail to mention that Assumptions 1.1.9 and 1.1.10 are essential for the strong convergence of Euler-Maruyama. Should these not be satisfied, strong convergence is not guaranteed, see [32].

The idea behind examining strong convergence numerically, is to consider a small \(\Delta t_{ref}\) as a reference time step and then use this to create bigger increments which are multiples of the reference one. Next, we measure the difference between the approximate solution when \(\Delta t\) is relatively big and the solution when we use \(\Delta t_{ref}\). We repeat this procedure several times and we take the mean of all the differences recorded. This gives us an estimate of the error between the exact and the approximate solution. In Figure 1.3 we can see the difference between the reference and the approximate solution of one sample path. The Algorithms that have been used for generating Figures 1.1 and 1.2 can be found in the corresponding section of the Appendix.
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Figure 1.1: Euler-Maruyama approximate solution of the SDE \( du = f(u)dt + g(u)dW \), where \( f(u) = u \), \( g(u) = \frac{1}{2}u \). The solution is approximated in the time interval \([0, 1]\) with time step-size \(10^{-3}\) and with initial condition \( u_0 = 1\).

Figure 1.2: Strong convergence rate of Euler-Maruyama scheme with reference time step-size \(2^{-14}\), \( M = 200\) samples. The dashed line is the reference line with slope \(1/2\) while the solid one shows convergence with order \(O(\Delta t^{1/2})\). The plot is on a logarithmic scale.
Figure 1.3: Solution approximated by the Euler-Murayama scheme for two different sizes of $\Delta t$. The red path is considered as the reference path while the blue one as the approximate. See Appendix, algorithm 7.3.2 for $M = 1$.

1.2.2 Itô Milstein scheme

Another standard higher order method is Milstein’s method. We start from looking at the solution of equation (1.2) considered in the time interval $[r, t]$

$$u(t) = u(r) + \int_r^t F(u(s))ds + \int_r^t G(u(s))dW(s).$$

Similarly with Euler-Maruyama, we evaluate $F(u(s))$ at the left-end point $u(r)$ and we Taylor expand $G(u(s))$ about $u(r)$. Note that, for the diffusion term $G(u(s))$, we now use the higher order approximation

$$G(u(s)) = G(u(r)) + DG(u(r))(u(s) - u(r)) + R_T,$$

where $R_T$ is the Taylor expansion remainder term and $DG(u) : \mathbb{R}^{d \times d} \rightarrow \mathbb{R}^d$, for $d = m$, is a rank-three tensor given by

$$DG(u) = \begin{pmatrix} \nabla G_{11}(u) & \ldots & \nabla G_{1d}(u) \\ \vdots & \ddots & \vdots \\ \nabla G_{d1}(u) & \ldots & \nabla G_{dd}(u) \end{pmatrix}.$$

Note that $(u(s) - u(r)) \in \mathbb{R}^d$, so the product $DG(u(r))(u(s) - u(r))$ belongs to $\mathbb{R}^{d \times d}$. More details of this operation and on tensors’ background can be found in the corresponding section of the Appendix. Then, using the Euler-Maruyama scheme, we substitute for $(u(s) - u(r))$ to obtain
\[ u(t) = u(r) + \int_r^t F(u(r))\,ds + \int_r^t G(u(r))\,dW(s) \]
\[ + \int_r^t DG(u(r))\left(G(u(r))\int_r^\tau dW(\tau)\right)\,dW(s) + R_M, \tag{1.16} \]

where \( R_M \) is a remainder term given by
\[ R_M = R_T + R_E + \int_r^t DG(u(r))\left(F(u(r))\int_r^\tau d\tau\right)\,dW(s). \]

Then, equation (1.16) considered in the time intervals \([t_n, t_{n+1}]\) reads
\[ u(t_{n+1}) = u(t_n) + \int_{t_n}^{t_{n+1}} F(u(t_n))\,ds + \int_{t_n}^{t_{n+1}} G(u(t_n))\,dW(s) \]
\[ + \int_{t_n}^{t_{n+1}} DG(u(t_n))\left(G(u(t_n))\int_{t_n}^s dW(\tau)\right)\,dW(s) + R_M. \tag{1.17} \]

Then, the double integral can be expanded according to Example 3 of the Appendix and the \( i \)-th component of the Itô Milstein scheme is given by
\[ u_{i,n+1} = u_{i,n} + F_i(u_n) + \sum_{\ell=1}^d G_{i\ell}(u_n)\Delta W_{\ell,n} + \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^d \frac{\partial G_{i\ell}(u_n)G_{kj}(u_n)}{\partial u_k} \Delta W_{j,n}(\Delta W_{j,n}^2 - \Delta t) \]
\[ + \frac{1}{2} \sum_{j<k}^d \sum_{\ell=1}^d \left( \frac{\partial G_{i\ell}(u_n)G_{kj}(u_n)}{\partial u_k} + \frac{\partial G_{i\ell}(u_n)G_{k\ell}(u_n)}{\partial u_k} \right) \Delta W_{j,n}\Delta W_{\ell,n} \]
\[ + \frac{1}{2} \sum_{j<k}^d \sum_{\ell=1}^d \left( \frac{\partial G_{i\ell}(u_n)G_{kj}(u_n)}{\partial u_k} + \frac{\partial G_{i\ell}(u_n)G_{k\ell}(u_n)}{\partial u_k} \right) A_{j\ell,n}, \tag{1.18} \]

where \( A_{j\ell,n} \) is called the Lévy area of \((W_j, W_\ell)\) and is given in general by the following expression
\[ A_{ij,n} = A_{ij}(t_n, t_{n+1}) = \int_{t_n}^{t_{n+1}} \int_{t_n}^s dW_i(\tau)dW_j(s) - \int_{t_n}^{t_{n+1}} \int_{t_n}^s dW_j(\tau)dW_i(s). \tag{1.19} \]

This, represents the area enclosed between the curve of \( t \in [t_n, t_{n+1}] \rightarrow (W_i(t), W_j(t)) \) and its chord, see [53].

In order to implement Milstein’s scheme numerically, one has to simulate the Lévy area, that is the double stochastic integrals of (1.19). There are several ways
for simulating double or in general multiple stochastic integrals in the literature. One of these methods is based on a Karhunen-Loève or Fourier series expansion of a Brownian bridge process. For this method for the Itô case we refer to [44] while for Stratonovich SDEs we refer to [42] where the authors use the Fourier expansion to obtain an approximation of a Brownian bridge process and then they show that integrals with respect to such a process converge to Stratonovich integrals. An application of the same method for the approximation of Itô multiple integrals, that arise in a chemical Langevin system, can be found in [33].

Another way to define multiple stochastic integrals against Brownian motion is the use of the theory of rough paths. In order to do this, one has to construct an approximation that converges to a given Brownian trajectory. It is not within the scope of this thesis though to further examine this method, for more details we refer to [52, 53] and references therein.

In our approach, we simulate the double stochastic integrals that arise when dealing with higher order schemes, according to a method suggested by [40] and implemented in [23]. The idea behind this method, is to use a simpler numerical scheme for simulating the integrals themselves. In particular, let \( I_{i,j}(t_n, t_{n+1}) \) denote the double integral \( \int_{t_n}^{t_{n+1}} \int_{t_n}^{s} dW_i(\tau)dW_j(s) \). Then, \( I_{2,1}(t_n, t_{n+1}) \) for example, denotes the integral \( \int_{t_n}^{t_{n+1}} \int_{t_n}^{s} dW_2(\tau)dW_1(s) \). We consider the two-dimensional SDEs system

\[
du_1 = u_2 dW_1 \\
du_2 = dW_2,
\]

(1.20)

over the time interval \([t_n, t_{n+1}]\) with initial condition \((0, W_2(t_n))\). It is easy to see that the solution of (1.20) at time \( t = t_{n+1} \) gives \( I_{2,1}(t_n, t_{n+1}) \), that is \( u_1(t_{n+1}) = I_{2,1}(t_n, t_{n+1}) \), \( u_2(t_{n+1}) = \Delta W_{2,n} = W_2(t_{n+1}) - W_2(t_n) \). So, we can use for example the Euler-Maruyama scheme for solving the system (1.20) and therefore obtain an approximation for the stochastic integral. The Euler-Maruyama approximate solution in our case is given by

\[
u_{1,n+1} = u_{1,n} + u_{2,n} \Delta W_{1,n} \\
u_{2,n+1} = u_{2,n} + \Delta W_{2,n}.
\]

(1.21)

We rename \( u_{1,n+1} \) to \( \hat{v}_{1,n+1} \) to conclude that the double integral term in Milstein scheme is given by

\[
A_{12,n} = I_{12}(t_n, t_{n+1}) - I_{21}(t_n, t_{n+1}) = \hat{v}_{1,n+1} - v_{1,n+1}.
\]
where \( \hat{v}_{1,n+1} \) is obtained in a similar way with \( v_{1,n+1} \) just by interchanging the indices 1 and 2 in (1.20).

Milstein’s method converges with a strong order of \( O(\Delta t) \), see Figure 1.5. When we simulate the double stochastic integrals by means of the auxiliary system above, the strong order of convergence remains \( O(\Delta t) \), under the assumption that we use the same step-size both for the Euler-Maruyama approximation of (1.20) and for the numerical scheme (1.18).

### 1.2.3 Exponential integrators for Itô SDEs

The next scheme is an extension of the standard deterministic exponential time differencing schemes. These schemes, also found in the literature as exponential integrators, are known to be efficient for solving large systems of stiff differential equations, see for example [26] and [12]. This is achieved by bringing the original problem to a semilinear form and combining the exact solution of the linear part with an explicit approximation of the non-linear one. For more information related to deterministic exponential schemes we refer to [27, 28, 29]. The extension to SDEs was considered in [36] while the extension to SPDEs was considered in [55].

We consider a semilinear Itô SDE of the form (1.2), with drift given by

\[
Au + F(u) = (Au + F(u))dt + G(u)dW,
\]

where \( F(u) \) is in general nonlinear and satisfies Assumptions 1.1.9 and 1.1.10 as before and \( A \in \mathbb{R}^{d \times d} \) is a linear bounded operator.

The Itô exponential integrators scheme that we review in this section is called SETD and can be derived by using the variation of constants formula, as applied in [1]. Then, a solution of (1.22), considered in the time interval \([t_n, t_{n+1}]\) satisfies

\[
\begin{align*}
\hat{u}(t_{n+1}) & = e^{\Delta t A} u(t_n) + \int_{t_n}^{t_{n+1}} e^{(t_{n+1} - s)A} F(u(s)) ds + \int_{t_n}^{t_{n+1}} e^{(t_{n+1} - s)A} G(u(s)) dW(s) \\
\end{align*}
\]

We evaluate \( F(u(s)) \) and \( G(u(s)) \) at the left-end point \( u(t_n) \) and we approximate them by \( F(u(t_n)) \) and \( G(u(t_n)) \) respectively. We compute the deterministic integral and approximate the stochastic one so that one version of the SETD scheme is given by

\[
\begin{align*}
\hat{u}_{n+1} & = e^{\Delta t A} u_n + \phi(\Delta t A) F(u_n) + e^{\Delta t A} G(u_n) \Delta W_n, \\
\end{align*}
\]

where \( \phi(\Delta t A) = A^{-1}(e^{\Delta t A} - I) \), with \( I \in \mathbb{R}^{d \times d} \) being the identity matrix.

In Figure 1.4 we use (1.24) to solve a one-dimensional Itô SDE with multiplicative noise. The figure was generated using Algorithm 7.3.5 of the Appendix. SETD converges strongly with order 0.5, as it can be seen in Figure 1.5. Later on,
we review an analogue of the above numerical scheme, derived for Stratonovich-interpreted SDEs.

Figure 1.4: Approximate solution of $du = (Au + f(u))dt + g(u)dW$ with $f = u$, $g(u) = -2u$, $A = 1$, after $10^4$ iterations and with initial condition $u_0 = 1$.

Figure 1.5: Orders of strong convergence for the Itô schemes Euler-Maruyama, Milstein and ETD. $M = 200$ samples, reference step-size $2^{-12}$.

### 1.2.4 Exponential Milstein-type scheme for Itô SDEs

In this section we see an exponential analog of Milstein’s scheme for Itô SDEs. We review the derivation of the scheme, following the approach of [37]. Based on this idea, we derive a new exponential-based Milstein-type scheme for Stratonovich SDEs later in Chapter 2.

Under Assumptions [1.1.9](#) and [1.1.10](#) we consider an Itô SODE of the same form as in equation (1.22) with solution given by

$$u(t) = e^{(t-r)A}u(r) + \int_r^t e^{(t-s)A}F(u(s))ds + \int_r^t e^{(t-s)A}G(u(s))dW(s).$$

In order to derive the higher order scheme, we firstly Taylor expand $F(u(s))$ and
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The Euler-Maruyama scheme we have that

\[ u(t) = e^{(t-r)A}u(r) + \int_r^t e^{(t-s)A}F(u(r))ds + \int_r^t e^{(t-s)A}G(u(r))dW(s) \]  
(1.25)

\[ + \int_r^t e^{(t-s)A}DG(u(r))(u(s) - u(r))dW(s) + R_T, \]

where \( R_T \) stands for a higher order term that comes from the Taylor expansion. By the Euler-Maruyama scheme we have that

\[ u(s) = u(r) + F(u(r))(r - s) + G(u(r)) \int_r^s dW(\tau) + R_E, \]

where \( R_E \) denotes the remainder term of the Euler-Maruyama approximation. If we substitute for the difference \( u(s) - u(r) \) in equation (1.25) above and we ‘drop out’ the remainder terms \( R_T, R_E \), we get

\[ u(t) = e^{(t-r)A}u(r) + \int_r^t e^{(t-s)A}F(u(r))ds + \int_r^t e^{(t-s)A}G(u(r))dW(s) \]

\[ + \int_r^t e^{(t-s)A}DG(u(r))(G(u(r)) \int_r^s dW(\tau))dW(s). \]  
(1.26)

Note that apart from the remainder terms \( R_T, R_E \) we also ‘drop out’ the term \( F(u(r))(r - s) \) which corresponds to the approximation of the drift term. The reason for this is that, as in the Itô Milstein scheme of Subsection 1.2.2, this term does not really contribute anything towards achieving a higher order. Then, the approximate solution as given by equation (1.26), considered in the time intervals \([t_n, t_{n+1}]\) reads

\[ u(t_{n+1}) = e^{A\Delta t}u(t_n) + F(u(t_n)) \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}ds + G(u(t_n)) \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}dW(s) \]

\[ + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}DG(u(t_n))(G(u(t_n)) \int_{t_n}^{s} dW(\tau))dW(s). \]  
(1.27)

Finally, we write (1.27) in a component-wise form, so the \( k \)-th component of the higher order exponential Milstein-type scheme is given by

\[ u_{k,n+1} = \sum_{q=1}^{d} a_{kq} u_q + \sum_{q=1}^{d} a_{kq} F_q(u_n) + \sum_{q=1}^{d} \sum_{j=1}^{m} a_{kq} G_{qj}(u_n) \Delta W_{j,n} \]

\[ + \frac{1}{2} \sum_{q=1}^{d} \sum_{i=1}^{d} \sum_{l=1}^{d} a_{kq} \frac{\partial G_{qi}}{\partial u_l} (u_n) G_{li}(u_n) \left( \Delta W_{i,n}^2 - \Delta t \right). \]
where \( a_{kq} \) are the \( kq \)-elements of the operator \( e^{\Delta tA} \). The double integral of the fourth term of (1.27) has been expanded as in Example 4 of the Appendix, more details about the derivation can be found in [54]. Note that, the scheme as given in (1.28), approximates solutions for systems of Itô-interpreted SDEs with general noise i.e. non-diagonal, non-commutative, multiplicative. In case of diagonal noise, the non-diagonal terms cancel out, hence the scheme reduces to

\[
\begin{aligned}
    u_{k,n+1} &= \sum_{q=1}^{d} a_{kq} u_q + \sum_{q=1}^{d} a_{kq} F_q(u_n) + \sum_{q=1}^{d} a_{kq} G_{kk}(u_n) \Delta W_{k,n} \\
    &\quad + \frac{1}{2} \sum_{q=1}^{d} \frac{\partial G_{kk}(u_n)}{\partial u_k} (\Delta W_{k,n}^2 - \Delta t). \\
\end{aligned}
\]

(1.29)

Moreover, in case of commutative noise, i.e.

\[
\frac{\partial G_{qj}(u_n)}{\partial u_\ell}(u_n) = \frac{\partial G_{qi}(u_n)}{\partial u_\ell}(u_n),
\]

the scheme is simplified to

\[
\begin{aligned}
    u_{k,n+1} &= \sum_{q=1}^{d} a_{kq} u_q + \sum_{q=1}^{d} a_{kq} F_q(u_n) + \sum_{q=1}^{d} \sum_{j=1}^{m} a_{kq} G_{qj}(u_n) \Delta W_{j,n} \\
    &\quad + \frac{1}{2} \sum_{q=1}^{d} \sum_{i=1}^{m} \sum_{\ell=1}^{d} a_{qj} \frac{\partial G_{qi}(u_n)}{\partial u_\ell} (\Delta W_{i,n}^2 - \Delta t) \\
    &\quad + \frac{1}{2} \sum_{q=1}^{d} \sum_{i=1}^{m} \sum_{j=1}^{d} a_{kq} \left( \frac{\partial G_{qj}(u_n)}{\partial u_\ell}(u_n) + \frac{\partial G_{qi}(u_n)}{\partial u_\ell}(u_n) \right) \Delta W_{i,n} \Delta W_{j,n}. \\
\end{aligned}
\]

(1.30)

To sum up, in the cases of diagonal and commutative noise we end up with reduced versions of the original scheme, as given in (1.28) for general noise. The reduced versions (1.29) and (1.30), both benefit from not containing the double integral-terms, the simulation of which turns out to be quite challenging.

This Milstein-type scheme is known to converge faster than both the Euler-Maruyama scheme and the Itô exponential integrators scheme of Subsection 1.2.3. Its order of convergence is approximately \( O(\Delta t) \), as it can be seen in Figure 1.6, which makes it more efficient than the previously mentioned schemes especially in case of commutative noise where the double integral computation can be avoided.

An extension of the scheme for SPDEs as well as the proof of strong convergence
Figure 1.6: Itô exponential Milstein for 3-d Langevin system as given in (2.20). $M = 100$ samples, general i.e. non-diagonal, non-commutative noise. Noise intensity $\sigma = 0.1$, reference step-size $2^{-14}$.

can be found in [37]. We examine the rate and prove strong convergence for a Stratonovich equivalent of this higher order SDEs scheme, in Section 2.3 of Chapter 2.

The numerical schemes that have been reviewed so far, concern approximating solutions to Itô SDEs. However, one could use the Itô-Stratonovich correction formula to convert a Stratonovich SDE into an equivalent Itô and then apply any of the above or other Itô numerical scheme for solving it. Alternatively, we can use numerical schemes that have been derived for and apply to Stratonovich-interpreted SDEs. The following numerical scheme, called Heun’s method is one of them.

### 1.2.5 The stochastic Heun method

Heun’s method is a specific case of a Runge-Kutta numerical scheme. The idea behind the deterministic scheme in order to approximate a point of a solution, is the following. Predict the left-end point tangent which underestimates the solution, then use Euler’s method to predict the right-end point and hence predict the right-end point tangent. Next, find the line passing through the left-end point and having the same slope as the right-end point tangent; this overestimates the solution. Finally, take the line that starts at the left-end point and has the average slope of the tangent that underestimates the solution and the line that overestimates it.

We can now see the stochastic version of Heun’s method and in order to do this let us consider the d-dimensional Stratonovich SDE of equation (1.10). Then, the stochastic Heun scheme, as derived in [42], reads

$$u_{n+1} = u_n + \frac{1}{2} \left( F(u_n) + F(\tilde{u}_{n+1}) \right) \Delta t + \frac{1}{2} \left( G(u_n) + G(\tilde{u}_{n+1}) \right) \Delta W_n. \quad (1.31)$$
By $\hat{u}_{n+1}$, we simply denote the point $u_{n+1}$, which in the literature is often called predictor or supporting value. The prediction step calculates a rough approximation of the solution, typically using an explicit method. The corrector step on the other hand, uses the initial guess to perform the iteration of the implicit method and complete the approximation. Using this approach, one aims at gaining an improvement of the accuracy over an explicit scheme. However, the price that has to be paid lies in the computational effort required for estimating $\hat{u}_{n+1}$ and evaluating $G(\hat{u}_{n+1})$.

For Heun’s method, $\hat{u}_{n+1}$ is taken from the Euler-Maruyama scheme in the following way

$$\hat{u}_{n+1} = u_n + F(u_n)\Delta t + G(u_n)\Delta W_n. \quad (1.32)$$

We work later in Chapter 3 on a generalised version of another predictor-corrector type scheme for which $\hat{u}_{n+1}$ may be taken from any explicit numerical scheme and we show how the choice of $\hat{u}_{n+1}$ affects the overall performance.

It is proved in [75] that Heun’s method converges with a strong order of $O(\Delta t)$. However, in preparation for the proofs of Chapters 2 and 3, we give the basic steps of our approach to the strong convergence proof in the simplified one dimensional case.

As explained in the strong convergence section, we are going to seek for an upper bound for the difference between the exact and the approximate solution. In order to do this we need a sort of preparatory step which involves writing both solutions in a form that is convenient for our analysis. We start from the exact solution of the one-dimensional Stratonovich SDE of the form (1.8) which considered in the time intervals $[t_n, t_{n+1}]$ satisfies the integral equation

$$u(t_{n+1}) = u(t_n) + \int_{t_n}^{t_{n+1}} f(u(s))ds + \int_{t_n}^{t_{n+1}} g(u(s)) \circ dW(s). \quad (1.33)$$

By the Itô-Stratonovich correction formula, (1.33) is equivalent to

$$u(t_{n+1}) = u(t_n) + \int_{t_n}^{t_{n+1}} f(u(s)) + \int_{t_n}^{t_{n+1}} g(u(s))dW(s) + \frac{1}{2} \int_{t_n}^{t_{n+1}} g(u(s))g'(u(s))ds. \quad (1.34)$$

Then, (1.34) is finally written as the following recurrence

$$u(t_n) = u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} f(u(s))ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} g(u(s))dW(s)$$

$$+ \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} g(u(s))g'(u(s))ds. \quad (1.35)$$

As regards the approximate solution, we start from rewriting the equivalent one-
dimensional case of \((1.31)\) in the following way

\[
u_{n+1} = u_n + \frac{1}{2} \int_{t_n}^{t_{n+1}} (f(u_n) + f(\tilde{u}_{n+1})) ds + \frac{1}{2} \int_{t_n}^{t_{n+1}} (g(u_n) + g(\tilde{u}_{n+1})) dW(s). \tag{1.36}\]

Then, we substitute for the predictor \(\tilde{u}_{n+1}\) and we Taylor expand \(f(\tilde{u}_{n+1})\) and \(g(\tilde{u}_{n+1})\) about \(u_n\) to get

\[
f(\tilde{u}_{n+1}) = f(u_n) + f(u_n) f'(u_n) \Delta t + R_f,
\]

\[
g(\tilde{u}_{n+1}) = g(u_n) + g(u_n) g'(u_n) \Delta W_n + R_g
\]

where \(R_f := g(u_n) f'(u_n) \Delta W_n + h.o.t, R_g := f(u_n) g'(u_n) \Delta t + h.o.t\). So, \((1.36)\) can be rewritten as the following recurrence

\[
u_n = u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} f(u_k) ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} g(u_k) dW(s) \tag{1.37}
\]

\[
+ \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} f(u_k) f'(u_k) \Delta t ds + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} g(u_k) g'(u_k) dW^2(s).
\]

Now, we consider the difference between the exact and the approximate solution i.e. \((1.35)-(1.37)\) and we group it in the following terms.

\[
I := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (f(u(s)) - f(u_k)) ds
\]

\[
II := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (g(u(s)) - g(u_k)) dW(s)
\]

\[
III := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (g(u(s)) g'(u(s)) - g(u_k) g'(u_k)) ds
\]

\[
IV := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} f(u_k) f'(u_k) \Delta t ds + R_f + R_g.
\]

Note that the initial conditions are not included in any of the above terms. This is because we assume that there is no noise in the initial data, hence the two terms cancel out. Moreover, for term \(III\) we have used the rule provided in Lemma \(1.4.1\).
Then, we look at the mean square error as given by

$$\|u(t_n) - u_n\|_{L^2(\Omega, \mathbb{R})} = \left( \mathbb{E}[\|u(t_n) - u_n\|^2_2] \right)^{1/2}.$$ 

By substituting for the difference $u(t_n) - u_n$ we have

$$\|u(t_n) - u_n\|_{L^2(\Omega, \mathbb{R})} = \left( \mathbb{E}[\|I + II + III + IV\|^2_2] \right)^{1/2} \leq 2 \left( \mathbb{E}[\|I\|^2_2] + \mathbb{E}[\|II\|^2_2] + \mathbb{E}[\|III\|^2_2] + \mathbb{E}[\|IV\|^2_2] \right)^{1/2}.$$ 

Then, we can work out the individual estimates and at the end put them together in order to obtain the final estimate. Terms $\mathbb{E}[\|I\|^2_2]$ and $\mathbb{E}[\|III\|^2_2]$ may be handled in a similar way. That is, use the Lipschitz condition for $f$ and $gg'$ as given in Assumptions 1.1.9 and 2.1.2 to show that the two terms are bounded by $\sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|^2_2] \, ds$. For the term $\mathbb{E}[\|II\|^2_2]$, we additionally use Itô’s Isometry, as seen in Proposition 1.1.6, to derive the same upper bound. Finally, the term $\mathbb{E}[\|IV\|^2_2]$ turns out to be bounded by $\Delta t^2$. By putting everything together, using Gronwall’s Lemma and taking the square root, we obtain strong order of $O(\Delta t)$.

In Figures 1.7, 1.8 we see a one-dimensional and a two-dimensional example, both simulated by using Heun’s scheme. Heun’s function-file for Matlab can be found in Algorithm 7.3.4 in Appendix.

![Graph](image)

Figure 1.7: Solution approximated by $10^4$ iterations of Heun’s scheme. $f(u) = u$, $g(u) = 2u$, initial condition $u_0 = 1$. 
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0.1.6 Stratonovich exponential integrators

The following, is another numerical scheme for approximating solutions of Stratonovich SDEs. The scheme, firstly introduced in [1], is called the Stratonovich Exponential Integrators (SEI) and is a method that is based on the definition of the Stratonovich integral and also that, in a similar way to the Exponential Integrators for Itô, involves exponential functions derived by using the variation of constants formula.

In this section, we just review the derivation of SEI. In Chapter 2 however, we illustrate some numerical examples of the performance of the scheme as regards the errors and the order of convergence. Additionally, we investigate analytically its strong convergence in the mean square sense, that is by considering the expectation of the difference between the exact and the approximate solution squared.

So, let us consider a semilinear Stratonovich SDE of the form (1.10), with drift given by $Au + F(u)$

$$du = (Au + F(u))dt + G(u) \circ dW,$$  \hspace{1cm} (1.38)

with some initial condition $u(0) = u_0$, with $A$ being a bounded linear operator and with $F$, $G$ satisfying Assumptions 1.1.9 and 1.1.10 as before. Then, under these Assumptions and after applying the variation of constants formula, (1.38) has a unique solution which satisfies the following integral equation

$$u(t) = e^{tA}u_0 + \int_0^t e^{(t-s)A}F(u(s))ds + \int_0^t e^{(t-s)A}G(u(s)) \circ dW(s),$$  \hspace{1cm} (1.39)

or the following equation considered in the time intervals $[t_n, t_{n+1}]$

$$u(t_{n+1}) = e^{\Delta tA}u(t_n) + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}F(u(s))ds + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}G(u(s)) \circ dW(s)$$  \hspace{1cm} (1.40)

Similarly with SETD, in order to derive a scheme that approximates the solution

Figure 1.8: Approximate solution of a two-dimensional Stratonovich SDE with $F(u) = u$ and $G(u) = \begin{pmatrix} 2u_1 & 0 \\ 0 & 2u_2 \end{pmatrix}$. The initial condition is $(u_1(0), u_2(0)) = (0.5, 2)$.
of (1.38), we evaluate $F(u(s))$ at the point $u(t_n)$, we compute the deterministic integral and we approximate the stochastic integral by evaluating the function $G$ at the mid-point of the integration interval. In particular, the deterministic integral is given by

$$\int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} F(u(t_n)) ds = A^{-1}(e^{\Delta tA} - I)F(u(t_n))$$

and the stochastic integral, as suggested by the definition of Stratonovich integral, is approximated by

$$\int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} G(u(s)) \circ dW(s) \approx \frac{1}{2} e^{\frac{\Delta tA}{2}} (G(u(t_n)) + G(u(t_{n+1}))) \Delta W_n,$$

where $\Delta W_n$ denotes the Brownian increments $W(t_{n+1}) - W(t_n)$. Then, we substitute (1.41) and (1.42) in (1.40) to get

$$u_{n+1} = e^{\Delta tA}u_n + \phi(\Delta tA)F(u_n) + \frac{1}{2} e^{\frac{\Delta tA}{2}} (G(u_n) + G(\tilde{u}_{n+1})) \Delta W_n,$$

where $\phi(\Delta tA) = A^{-1}(e^{\Delta tA} - I)$ and $\tilde{u}_{n+1}$ is a predictor given for example by Euler-Maruyama as in (1.32). Note that (1.43) is the form of the numerical scheme that can be implemented for numerical use, later in Chapter 2, we also use a different form of (1.43) which is more suitable for the analysis that we do.

The numerical experiments that have been carried out in [1] suggest that the SEI scheme converges with a strong order of approximately $O(\sqrt{\Delta t})$. We confirm this result in Chapter 2 where we give a proof of strong convergence.

### 1.3 Numerical comparisons

After reviewing some numerical schemes for approximating solutions of either Itô or Stratonovich SDEs, in this section, we compare the results that we get when using the previously presented schemes. Note that in the cases where we compare a scheme originally derived for Itô with a scheme for Stratonovich, we have to consider a corrected version of one of the two in order to reassure that we are comparing solutions of the same problem. In Figures 1.9 - 1.12 we plot on the left hand side the solution of the SDE approximated by two different schemes each time. On the right hand side, we plot the absolute difference between the approximations given by the two schemes on a logarithmic scale. This, indicates that the approximations provided by the previously mentioned numerical schemes agree at least to some extent. For all the comparisons, we have considered the same multiplicative noise, one-dimensional toy-example which we approximate in the interval $[0, 1]$ by performing $10^4$ iterations. The initial conditions are $u_0 = 1$ and the functions used are $f(u) = u, g(u) = -2u$.
for all the cases.

Figure 1.9: Comparison between corrected Euler-Maruyama and stochastic Heun schemes for approximating a Stratonovich SDE with $f(u) = u$, $g(u) = -2u$, $u_0 = 1$.

Figure 1.10: Comparison between Heun and Stratonovich Exponential Integrators for approximating a Stratonovich SDE with $f(u) = u$, $g(u) = -2u$ and $u_0 = 1$.

Figure 1.11: Comparison between Euler-Maruyama and ETD for approximating the equivalent Itô SDE of Figures 1.9 and 1.10
Figure 1.12: Corrected Euler-Maruyama compared to Exponential Integrators for Stratonovich for approximating an SDE with \( f(u) = u, \) \( g(u) = -2u \) and \( u_0 = 1. \)

### 1.4 Some useful tools

In the last section of this chapter, we give a collection of Lemmas and other tools that turn out to be useful for our analysis throughout this thesis.

We start from the following result which just states what is the variance of the Brownian increment of zero mean. A sketch of the proof for the following lemma can be found in Section 7.2 of the Appendix.

**Lemma 1.4.1.** \([15]\)**

Let \( \{W(t) : t \geq 0\} \) be a Wiener process and consider an SDE of the form (1.1). Then

\[
E[(dW_t)^2] = dt.
\]

One of the inequalities that we use later on in order to obtain estimates for several terms is Gronwall’s Inequality. Given that a function satisfies a specific integral inequality, Gronwall’s Inequality or Lemma provides an upper bound for the function.

**Lemma 1.4.2. Gronwall’s Inequality \([42, 58]\)**

Let \( \alpha, \beta : [t_0, T] \to \mathbb{R} \) integrable with

\[
0 \leq \alpha(t) \leq \beta(t) + L \int_{t_0}^{t} \alpha(s) ds, \quad t \in [t_0, T], \quad L > 0
\]

then

\[
\alpha(t) \leq \beta(t) + L \int_{t_0}^{t} e^{L(t-s)} \beta(s) ds, \quad t \in [t_0, T].
\]

**Lemma 1.4.3. Jensen’s Inequality \([54, 63]\)**

Let \( \phi : \mathbb{R} \to \mathbb{R} \) be a convex function and \( X \) be a real valued random variable with
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\[ \mathbb{E}(X) < \infty. \text{ Then} \]
\[ \phi(\mathbb{E}(X)) \leq \mathbb{E}(\phi(X)). \]

In particular, for \( p > 1 \):
\[ (\mathbb{E}|X|)^p \leq \mathbb{E}(|X|^p). \]

**Theorem 1.4.4. Fubini’s Theorem** [54, 74]

Let \((X, \mathcal{F}_1, \mu)\) and \((Y, \mathcal{F}_2, \lambda)\) be \(\sigma\)-finite measure spaces and let \(u : X \times Y \to Z\) be a measurable function such that
\[ \int_Y \left( \int_X \|u(x, y)\|_Z d\mu(x) \right) d\lambda(y) < \infty. \]

Then, \(u\) is integrable with respect to the product measure \((\mu \times \lambda)\) and
\[ \int_{X \times Y} u(x, y) d(\mu \times \lambda)(x, y) = \int_Y \left( \int_X u(x, y) d\mu(x) \right) d\lambda(y) = \int_X \left( \int_Y u(x, y) d\lambda(y) \right) d\mu(x). \]

In other words, under the conditions specified above, the double integral may be given by an expression of iterated integrals and the order of integration may be reversed.

**Lemma 1.4.5. Hölder’s Inequality** [2]

Let \( p, q \in [1, \infty] \) with \( \frac{1}{p} + \frac{1}{q} = 1 \). Assume that \( u, v \) are measurable functions with respect to some measure \( \mu \) and that \( u \in L^p \) and \( v \in L^q \). Then, \( uv \in L^1 \) and
\[ \|uv\|_1 = \int |uv| d\mu \leq \|u\|_p \|v\|_q. \]

**Lemma 1.4.6. Minkowski’s Inequality** [85]

Let \( u, v \in L^p \), then
\[ \|u + v\|_p \leq \|u\|_p + \|v\|_p. \]

So far we have considered Itô and Stratonovich semilinear SDEs of the form \((1.22)\) and \((1.38)\) respectively, where \( A \) was a bounded linear operator (matrix) in \( \mathbb{R}^{d \times d} \). At this stage, in preparation for looking at SPDEs, we extend our definitions and consider \( A \) to be a linear operator on a Hilbert space \( H \) with norm \( \| \cdot \|_H \).

In what follows, we consider the semigroup approach which will later enable us to see an SPDE as an SDE on a suitable function space. We start from defining a semigroup.

**Definition 1.4.7. Semigroup** [72]

On a Hilbert space \( H \) we define a family of operators \( \{S(t)\}_{t \geq 0} \) which satisfy the properties
\[ S(0) = I \]
\begin{equation*}
S(t)S(s) = S(s)S(t) = S(s + t) \quad \forall s, t \geq 0 \text{ and } S(t) \text{ is continuous } \forall t \geq 0.
\end{equation*}

We call the family \( \{S(t)\}_{t \geq 0} \) a \( C^0 \) semigroup.

**Assumption 1.4.8.** We assume that \( A \) is a linear operator and that \((-A)\) generates an analytic semigroup \( e^{-tA}, \ t > 0 \).

We further assume that \( A \) generates the semigroup of operators \( e^{tA} \). Then, some properties of \( e^{tA} \) are given in the following Proposition

**Proposition 1.4.9.** **Smoothing Properties of the semi-group \([20, 56, 66, 68]\)**

Let \( H \) be a Hilbert space and \( L(H) \) the set of bounded linear mappings from \( H \) to \( H \). Also let \( \alpha > 0, \beta \geq 0, \ 0 \leq \gamma \leq 1 \). Then there exists \( C > 0 \) such that

\[
\|(-A)^\beta S(t)\|_{L(H)} \leq Ct^{-\beta}, \quad t > 0,
\]

\[
\|(-A)^{-\gamma}(I - S(t))\|_{L(H)} \leq Ct^\gamma, \quad t \geq 0.
\]

In addition,

\[
(-A)^\beta S(t) = S(t)(-A)^\beta \text{ on } D((-A)^\beta).
\]

This section concludes the introductory chapter which provides the necessary background for studying numerical schemes for SDEs and establishes the framework within which we work. We start Chapter \[2\] by proving that the SEI scheme, reviewed in subsection 1.2.6, converges with a strong order of approximately \( O(\sqrt{\Delta t}) \). Later in Chapter \[2\], we suggest a new Milstein-type exponential scheme for Stratonovich SDEs and we prove that it converges strongly with a higher order than SEI.
Chapter 2

Stratonovich Exponential Integrators

2.1 Strong convergence of SEI in d dimensions

In this section we prove analytically strong convergence for the SEI scheme as given in equation (1.43). Let us consider the semilinear Stratonovich SDE of the form (1.38) in the bounded time interval \([0, T]\) with \(t_0 = 0\) and final computational time \(T\). We consider the case \(d = m\) with multiplicative noise and with the same assumptions as in Chapter 1. Note that for additive noise, \(G(u)\) does not depend on \(u\) and the Stratonovich SDE coincides with the Itô. This is very easy to see, simply recall the Itô-Stratonovich correction formula, as seen in equation (1.9), and check that the correction term becomes zero when \(G(u)\) is constant.

Further to the assumptions that we impose on \(F\) and \(G\) in Chapter 1, we require that they also satisfy the following.

**Assumption 2.1.1.** We assume that \(F(u)\) and \(G(u)\) are twice continuously differentiable with uniformly bounded second derivatives.

**Assumption 2.1.2.** Let \(c(u) = (c_1(u), \ldots, c_d(u)) \in \mathbb{R}^d\) with \(c_i(u) = \sum_{j=1}^{m} \frac{\partial G_{ij}(u)}{\partial u_i}\). We assume that there exists a constant \(C_l > 0\) such that \(c(u)\) satisfies

\[
\|c(u) - c(v)\|_2^2 \leq C_l \|u - v\|_2^2, \quad \text{for } u, v \in \mathbb{R}^d.
\]

Note that in this context, the Lipschitz condition implies linear growth of the function. The opposite however, is not true. Later on, when we consider SPDEs, the linear growth condition will be a useful tool in our analysis. Then, under 1.1.9, 1.1.10 and the extra Assumption 2.1.2, after applying the variation of constants formula, the mild solution of (1.38) satisfies the integral equation (1.39), or the
following Itô equation considered in the time interval \([t_n, t_{n+1}]\), which is equivalent to (1.40).

\[
\mathbf{u}(t_{n+1}) = e^{\Delta t A} \mathbf{u}(t_n) + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} \mathbf{F}(\mathbf{u}(s)) \, ds + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} \mathbf{G}(\mathbf{u}(s)) \, d\mathbf{W}(s)
\]

\[+ \frac{1}{2} \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} \mathbf{c}(\mathbf{u}(s)) \, ds.
\]

If we consider the above equation 'piecewisely' in the subintervals \([t_k, t_{k+1}], k = 0, \ldots, n - 1\), the exact solution is given by

\[
\mathbf{u}(t_n) = e^{\Delta t A} \mathbf{u}_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{k+1}-s)A} \mathbf{F}(\mathbf{u}(s)) \, ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{k+1}-s)A} \mathbf{G}(\mathbf{u}(s)) \, d\mathbf{W}(s)
\]

\[+ \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{k+1}-s)A} \mathbf{c}(\mathbf{u}(s)) \, ds. \tag{2.1}\]

Note that, (2.1) is the so called 'corrected' version of the Stratonovich solution. The reason for which we consider this version is because it enables us to use the Itô isometry, an important tool for the analysis that follows.

Next, we derive a slightly different form of the approximate solution given by the SEI scheme in (1.43), to be used for the convergence proof. Recall that we distinguish between the exact and the approximate solution by using the notation \(\mathbf{u}(t_n)\) and \(\mathbf{u}_n\) respectively, when both are evaluated for example at the same time \(t_n\). Looking back at (1.43), we start by expanding \(G(\tilde{\mathbf{u}}_{n+1})\) in the following way. Let \(\tilde{\mathbf{u}}_{n+1}\) be given by

\[
\tilde{\mathbf{u}}_{n+1} = \mathbf{u}_n + (A\mathbf{u}_n + \mathbf{F}(\mathbf{u}_n)) \Delta t + G(\mathbf{u}_n) \Delta \mathbf{W}_n.
\]

Then,

\[
G(\tilde{\mathbf{u}}_{n+1}) = G\left(\mathbf{u}_n + (A\mathbf{u}_n + \mathbf{F}(\mathbf{u}_n)) \Delta t + G(\mathbf{u}_n) \Delta \mathbf{W}_n\right) := G(\mathbf{u}_n + \mathbf{h}),
\]

where

\[
\mathbf{h} := (A\mathbf{u}_n + \mathbf{F}(\mathbf{u}_n)) \Delta t + G(\mathbf{u}_n) \Delta \mathbf{W}_n. \tag{2.2}\]

Next, we Taylor expand \(G(\mathbf{u}_n + \mathbf{h})\) about \(\mathbf{u}_n\) in the interval \([t_n, t_{n+1}]\) to get

\[
G(\mathbf{u}_n + \mathbf{h}) = G(\mathbf{u}_n) + DG(\mathbf{u}_n)[\mathbf{h}] + \mathbf{R}_1,
\]

where \(DG(\mathbf{u}) : \mathbb{R}^{d\times d} \to \mathbb{R}^{d^3}\) is a rank-three tensor as defined in Subsection 1.2.2.
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for more details see Section 7.1 of the Appendix. The second order remainder term $R_1$, is given by the following formula in integral form

$$R_1 = \frac{1}{2!} \int_0^1 (1 - \theta) h^T D^2 G(u_n + \theta h) h d\theta,$$

where $D^2 G(u) : \mathbb{R}^{d \times d} \to \mathbb{R}^d$ is a rank-four tensor, including up to second order partial derivatives, given by

$$D^2 G(u) = \begin{pmatrix}
\nabla^2 G_{11}(u) & \cdots & \nabla^2 G_{1d}(u) \\
\vdots & \ddots & \vdots \\
\nabla^2 G_{d1}(u) & \cdots & \nabla^2 G_{dd}(u)
\end{pmatrix},$$

with $ij$-elements

$$\nabla^2 G_{ij}(u) = \nabla \left( \nabla G_{ij}(u) \right) = \nabla \left( \frac{\partial G_{ij}(u)}{\partial u_1}, \ldots, \frac{\partial G_{ij}(u)}{\partial u_d} \right)^T$$

and

$$\nabla \frac{\partial G_{ij}(u)}{\partial u_k} = \left( \frac{\partial^2 G_{ij}(u)}{\partial u_k \partial u_1}, \ldots, \frac{\partial^2 G_{ij}(u)}{\partial u_k^2}, \ldots, \frac{\partial^2 G_{ij}(u)}{\partial u_k \partial u_d} \right)^T,$$

for fixed $i, j, k = 1, \ldots, d$.

We can now substitute for $G(\tilde{u}_{n+1})$, hence the third term of (1.43) is given by

$$\frac{1}{2} e^{\frac{\Delta t}{2}} \left( G(u_n) + G(\tilde{u}_{n+1}) \right) \Delta W_n = \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2}} G(u_n) dW(s)$$

$$+ 1/2 \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2}} DG(u_n) [h] dW(s) + 1/2 \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2}} R_1 dW(s).$$

Thus, the approximate solution can be rewritten as

$$u_{n+1} = e^{\Delta t A} u_n + \int_{t_n}^{t_{n+1}} e^{(t_{n+1} - s)A} F(u_s) ds + \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2}} G(u_n) dW(s)$$

$$+ 1/2 \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2}} c(u_s) ds + 1/2 \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2}} DG(u_n) F(u_n) \Delta tdW(s)$$

$$+ 1/4 \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2}} \left( \int_{0}^{1} (1 - \theta) D^2 G(u(t_n) + \theta h) [h]^2 d\theta \right) dW(s),$$

where $c(u_n) \in \mathbb{R}^d$ is as defined in Assumption 2.1.2. This leads us to the following recurrence, which is the form of the approximate solution that we use for analysis.
Note that it includes the Taylor error from the prediction term.

\[ u_n = e^{t_n A} u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} F(u_k) ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} G(u_k) dW(s) \]

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} \hat{c}(u_k) ds + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} DG(u_k) F(u_k) \Delta t dW(s) \]

\[ + \frac{1}{4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} \left( \int_0^1 (1-\theta) h^T D^2 G(u_k + \theta h) h d\theta \right) dW(s). \]

The Stratonovich interpretation of the stochastic integral is reflected not only by the evaluation of the diffusion \( G \) at the midpoints, but also by the evaluation of the exponential term at the midpoint of each subinterval, as seen in the terms \( e^{(t_n-t_{k+\frac{1}{2}})A} \).

To prove strong convergence for the Stratonovich SEI scheme, we consider the difference between (2.1) and (2.4), that is, the difference between the exact and the approximate solution in the mean square sense. We consider

\[ \| u(t_n) - u_n \|_{L^2(\Omega; \mathbb{R}^d)} = \left( \mathbb{E} \| u(t_n) - u_n \|_2^2 \right)^{1/2}. \]

Then, the difference at the final approximation step is given by

\[ u(t_n) - u_n = e^{t_n A} u_0 - e^{t_n A} u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} F(u(s)) ds - \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} G(u_k) dW(s) \]

\[ + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} \hat{c}(u(s)) ds - \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} \hat{c}(u_k) ds \]

\[ - \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} DG(u_k) F(u_k) \Delta t dW(s) \]

\[ + \frac{1}{4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} \left( \int_0^1 (1-\theta) h^T D^2 G(u_k + \theta h) h d\theta \right) dW(s). \]

As we did for the sketch of the proof for the Heun scheme in Subsection 1.2.5, we assume that there is no error in the initial data \( u_0 \), thus when we consider the difference between the exact and the approximate solution, the initial condition
terms cancel out. Next, (2.5) is grouped in the following terms

\[ I := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} \left( F(u(s)) - F(u_k) \right) ds \]

\[ II := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left( e^{(t_n-s)A} G(u(s)) - e^{(t_n-t_{k+1})A} G(u_k) \right) dW(s) \]

\[ III := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left( e^{(t_n-s)A} c(u(s)) - e^{(t_n-t_{k+1})A} c(u_k) \right) ds \]

\[ IV := -\frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+1})A} D G(u_k) F(u_k) \Delta t dW(s) \]

\[ -\frac{1}{4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+1})A} \left( \int_0^1 (1 - \theta) h^T D^2 G(u_k + \theta h) h d\theta \right) dW(s). \]

Following the above notation, by the triangle inequality we have

\[ \left\| u(t_n) - u_n \right\|_{L^2(\Omega, \mathbb{R}^d)} = \left( \mathbb{E} \left[ \left\| I + II + III + IV \right\|^2 \right] \right)^{1/2} \]

\[ \leq 2 \left( \mathbb{E} \left[ \| I \|^2 \right] + \mathbb{E} \left[ \| II \|^2 \right] + \mathbb{E} \left[ \| III \|^2 \right] + \mathbb{E} \left[ \| IV \|^2 \right] \right)^{1/2}. \]

Now, we consider each term separately and at the end we deduce the order of convergence by putting all the estimates together.

**Lemma 2.1.3.** Let Assumptions 1.1.9 and 1.1.10 hold. Then

\[ \mathbb{E} \left[ \| I \|^2 \right] \leq C_1 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \| u(s) - u_k \|_2^2 \right] ds, \]

where \( C_1 = C_2 T \sup_{t_0 \leq s \leq T} \mathbb{E} \left[ \| e^{(T-s)A} \|_F \right] \) is a positive constant independent of \( \Delta t \) and \( C_1 \) is the Lipschitz constant.

**Proof.**

First of all

\[ \mathbb{E} \left[ \| I \|^2 \right] = \mathbb{E} \left[ \left\| \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} \left( F(u(s)) - F(u_k) \right) ds \right\|^2 \right]. \]

By Hölder’s Inequality 1.4.5, we get that

\[ \mathbb{E} \left[ \| I \|^2 \right] \leq \mathbb{E} \left[ T \int_{t_0}^T \| e^{(T-s)A} \left( F(u(s)) - F(u_k) \right) \|^2 ds \right]. \]
Then, by considering the expectation as an integral, Fubini’s Theorem 1.4.4 yields
\[
\mathbb{E}[\|I\|_2^2] \leq T \int_0^T \mathbb{E}[\|e^{(T-s)A}(F(u(s)) - F(u_k))\|_2^2] \, ds
\]
\[= T \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-t)A}(F(u(s)) - F(u_k))\|_2^2] \, ds.\]

Using again Hölder’s Inequality 1.4.5 we get that
\[
\mathbb{E}[\|I\|_2^2] \leq T \sum_{k=0}^{n-1} \sup_{t_k \leq s \leq t_{k+1}} \mathbb{E}[\|e^{(t_n-t)A}\|_F^2] \int_{t_k}^{t_{k+1}} \mathbb{E}[\|F(u(s)) - F(u_k)\|_2^2] \, ds,
\]
which by Lipschitz Assumption 1.1.9 becomes
\[
\leq C_l^2 T \sum_{k=0}^{n-1} \sup_{t_k \leq s \leq t_{k+1}} \mathbb{E}[\|e^{(t_n-t)A}\|_F^2] \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|_2^2] \, ds.
\]

The fact that \(A\) is a bounded operator implies that the term \(e^{(t_n-t)A}\) is also bounded as \(s\) varies between \([t_k, t_{k+1}]\). Hence, we have the result.

The term \(\mathbb{E}[\|II\|_2^2]\) is handled as two different terms, the first of which is bounded in a similar way with \(\mathbb{E}[\|I\|_2^2]\). For the second term we need some further tools. We introduce the notation \(e^{sA} := S(s)\) and based on the following Remark 2.1.4 and Proposition 1.4.9, we are going to find an upper bound for the second term of \(\mathbb{E}[\|II\|_2^2]\).

**Remark 2.1.4.**

\[S(t_n - s) - S(t_n - t_{k+\frac{1}{2}}) = S(t_n - s)(-A)^\gamma (-A)^{-\gamma} (I - S(s - t_{k+\frac{1}{2}}))\]
\[= (-A)^\gamma S(t_n - s)(-A)^{-\gamma} (I - S(s - t_{k+\frac{1}{2}})),\]
where \(0 \leq \gamma \leq 1\).

**Lemma 2.1.5.**

Let Assumptions 1.1.9 1.1.10 hold. Then
\[
\mathbb{E}[\|II\|_2^2] \leq C_{2,1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|_2^2] \, ds + C_{2,2} \Delta t (\ln(\Delta t))^2,
\]
where
\[
C_{2,1} = 2C_l^2 T \sup_{0 \leq s \leq T} \mathbb{E}[\|e^{(T-s)A}\|_F^2]
\]
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and

\[ C_{2,2} = 2C^2 \sup_{0 \leq k \leq n-1} \mathbb{E}\left[\|G(u_k)\|_F^2\right] \]

are positive constants independent of \( \Delta t \) and \( C > 0 \) constant as in Proposition 1.4.9.

Proof.

We add and subtract \( S(t_n-s)G(u_k) \) to \( II \) and apply Itô’s isometry to get

\[
\mathbb{E}\left[\|II\|_2^2\right] = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|S(t_n-s)(G(u(s))-G(u_k))+(S(t_n-s)-S(t_n-t_{k+\frac{1}{2}}))G(u_k)\|_F^2\right] ds
\]

\[
\leq 2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|S(t_n-s)(G(u(s))-G(u_k))\|_F^2\right] ds
\]

\[
+ 2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|(S(t_n-s)-S(t_n-t_{k+\frac{1}{2}}))G(u_k)\|_F^2\right] ds.
\]

So,

\[
\mathbb{E}\left[\|II\|_2^2\right] \leq 2\left(II_1 + II_2\right),
\]

where

\[ II_1 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|S(t_n-s)(G(u(s))-G(u_k))\|_F^2\right] ds \]

and

\[ II_2 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|(S(t_n-s)-S(t_n-t_{k+\frac{1}{2}}))G(u_k)\|_F^2\right] ds. \]

An upper bound for the term \( II_1 \) is given by (2.7) below and is found in a similar way to the bound for \( \mathbb{E}\left[\|I\|_2^2\right] \).

\[
II_1 \leq C_{2,1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|u(s) - u_k\|_2^2\right] ds,
\]

(2.7)

where \( C_{2,1} = 2C^2T \sup_{0 \leq s \leq T} \mathbb{E}\left[\|e^{(T-s)A}\|_F^2\right] \) and \( C_l \) is a Lipschitz constant.

We now obtain an upper bound on the term \( II_2 \). By Hölder’s inequality, Remark 2.1.4 with \( \gamma = 1 \) and Proposition 1.4.9 we get that

\[
II_2 \leq C^2 \sup_{0 \leq k \leq n-1} \mathbb{E}\left[\|G(u_k)\|_F^2\right] \left(\Delta t^2 + \sum_{k=0}^{n-2} \int_{t_k}^{t_{k+1}} \left(\frac{s-t_{k+\frac{1}{2}}}{t_n-s}\right)^2 ds\right)
\]

with \( C > 0 \) constant as in Proposition 1.4.9.

Since \( s \) takes its values from the interval \([t_k, t_{k+1}]\), we have that \( \frac{1}{t_n-s} \leq \frac{1}{t_n-t_{k+1}}. \)
Hence,

\[ I_2 \leq C^2 \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \|G(u_k)\|_F^2 \right] \left( \Delta t^2 + \sum_{k=0}^{n-2} \frac{1}{(t_n - t_{k+1})^2} \int_{t_k}^{t_{k+1}} (s - t_{k+\frac{1}{2}})^2 ds \right) \]

\[ \leq C^2 \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \|G(u_k)\|_F^2 \right] \left( \Delta t^2 + \Delta t \sum_{k=0}^{n-2} \frac{\Delta t^2}{(t_n - t_{k+1})^2} \right) \]

\[ \leq C_2 \Delta t \left( \ln(\Delta t) \right)^2, \quad (2.8) \]

with \( C_2 = C^2 \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \|G(u_k)\|_F^2 \right] \). Finally, combining (2.6) with (2.7) and (2.8) finishes the proof.

For the term \( III \) we work in a similar way as for \( II \). That is we apply Itô’s isometry and Minkowski’s inequality to get two terms which we bound separately in the following lemma.

**Lemma 2.1.6.**

*Let Assumptions \( 1.1.9, 1.1.10 \) and \( 2.1.2 \) hold. Then

\[ \mathbb{E} \left[ \|III\|_2^2 \right] \leq C_{3,1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|u(s) - u_k\|_2^2 \right] ds + C_{3,2} \Delta t \left( \ln(\Delta t) \right)^2, \]

where

\[ C_{3,1} = C^2 \sup_{0 \leq s \leq T} \mathbb{E} \left[ \|e^{(T-s)A}u\|_F^2 \right], \]

\[ C_{3,2} = C^2 \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \|G(u_k)\|_F^2 \right] \]

are positive constants independent of \( \Delta t \) and \( C_1, C \) are the Lipschitz and the constant from Proposition \( 1.4.9 \) respectively.*

**Proof.**

Follow the same steps as the proof of Lemma \( 2.1.5 \) to get that

\[ \mathbb{E} \left[ \|III\|_2^2 \right] \leq III_1 + III_2, \quad (2.9) \]

where

\[ III_1 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|e^{(t_n-s)A}(c(u(s)) - c(u_k))\|_2^2 \right] ds \]
and
\[ III_2 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \left\| \left( e^{(t_n-t_s)A} - e^{(t_n-t_{k+\frac{1}{2}})A} \right) c(u_k) \right\|^2 \right] ds. \]

Then the upper bounds for the terms \( III_1 \) and \( III_2 \), are given by the following equations.
\[ III_1 \leq C_{3.1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|u(s) - u_k\|^2 \right] ds \tag{2.10} \]
and
\[ III_2 \leq C_{3.2} \Delta t \left( \ln(\Delta t) \right)^2. \tag{2.11} \]

Combining (2.9) with (2.10) and (2.11) finishes the proof.

Finally, the upper bound for the fourth term is given in the following lemma.

**Lemma 2.1.7.**

*Under the Assumptions 1.1.9, 1.1.10 and the Assumption 2.1.2*

\[ \mathbb{E} \left[ \| IV \|^2 \right] \leq C_{4.1} \Delta t^3 + C_{4.2} (\Delta t^{7/2} + \Delta t^4), \]

where
\[ C_{4.1} = \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \| D(G(u_k)F(u_k)) \|^2 \right] \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \| e^{(T-t_{k+\frac{1}{2}})A} \|^2 \right] ds \]
and \( C_{4.2} \) are both positive constants independent of \( \Delta t \).

**Proof.**

As in the proofs of the previous lemmas, firstly notice that
\[ \mathbb{E} \left[ \| IV \|^2 \right] \leq IV_1 + IV_2 \tag{2.12} \]
where
\[ IV_1 := 2 \mathbb{E} \left\| \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} DG(u_k) F(u_k) \Delta t \mathbf{W}(s) \right\|^2 \]
and
\[ IV_2 := 2 \mathbb{E} \left\| \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\frac{1}{2}})A} \left( \int_0^1 (1-\theta) \mathbf{h}^T D^2 G(u_k + \theta \mathbf{h}) d\theta \right) \mathbf{W}(s) \right\|^2 \]
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As regards term $IV_1$, by Itô’s isometry and Hölder’s inequality we get

$$ IV_1 = 2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \left\| e^{(t_{n-k} - \frac{t_n}{2}) A} DG(u_k) F(u_k) \Delta t \right\|^2 \right] ds $$

$$ \leq 2 \sum_{k=0}^{n-1} \Delta t^2 \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \left\| DG(u_k) F(u_k) \right\|^2_F \right] \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \left\| e^{(t_{n-k} - \frac{t_n}{2}) A} \right\|^2_F \right] ds. $$

By Assumptions 1.1.9 and 1.1.10 on $F$, Assumption 2.1.2 and the boundedness of the exponential operator, we have

$$ IV_1 \leq C_{4,1} \Delta t^3, \quad (2.13) $$

where $C_{4,1} = \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \left\| DG(u_k) F(u_k) \right\|^2_F \right] \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \left\| e^{(T - t_{n-k}) A} \right\|^2_F \right] ds.$

We can now seek for an upper bound for the term $IV_2$. Since Assumption 2.1.1 holds, we have that $(1 - \theta) h^T D^2 G(u_k + \theta h) h$ is bounded in the interval $[0, 1]$. Thus,

$$ \int_0^1 (1 - \theta) h^T D^2 G(u_k + \theta h) h \, d\theta \leq \Delta t \max_{0 \leq \theta \leq 1} \left( (1 - \theta) h^T D^2 G(u_k + \theta h) h \right). $$

By Itô’s isometry, we further have that

$$ IV_2 \leq 2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \left\| e^{(t_{n-k} - \frac{t_n}{2}) A} \Delta t \max_{0 \leq \theta \leq 1} \left( (1 - \theta) h^T D^2 G(u_k + \theta h) h \right) \right\|^2_F \right] ds. $$

By boundedness of the exponential operator

$$ IV_2 \leq C \Delta t^2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \left\| \max_{0 \leq \theta \leq 1} \left( (1 - \theta) h^T D^2 G(u_k + \theta h) h \right) \right\|^2_F \right] ds $$

or

$$ IV_2 \leq C \Delta t^2 \mathbb{E} \left[ \left\| \sum_{k=0}^{n-1} \max_{0 \leq \theta \leq 1} \left( (1 - \theta) h^T D^2 G(u_k + \theta h) h \right) \Delta W_k \right\|^2 \right]. \quad (2.14) $$

Next we notice that, $h^T D^2 G(u_k + \theta h) h \Delta W_k$ is a vector in $\mathbb{R}^d$ with i-th component given by

$$ \sum_{j=1}^d \left( h^2_1 \frac{\partial^2 G_{ij}}{\partial u_1^2} + \ldots + h^2_1 h_d \frac{\partial^2 G_{ij}}{\partial u_d \partial u_1} + \ldots + h_d h_1 \frac{\partial^2 G_{ij}}{\partial u_1 \partial u_d} + \ldots + h_d^2 \frac{\partial^2 G_{ij}}{\partial u_d^2} \right) \Delta W_j $$

$$ = \sum_{j,k,\ell=1}^d h_k h_\ell \frac{\partial^2 G_{ij}}{\partial u_\ell \partial u_k} \Delta W_j, \quad i = 1, \ldots, d, \quad (2.15) $$
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where \( h_i = F_i(u) \Delta t + \sum_{j=1}^{d} G_{ij}(u) \Delta W_j \). Then \( h^k h_\ell \) in (2.15), is given by

\[
h^k h_\ell = F_k(u) F_\ell(u) \Delta t^2 + \sum_{j=1}^{d} G_{ij}(u) F_k(u) \Delta t \Delta W_j + \sum_{j=1}^{d} G_{kj}(u) G_{ij}(u) \Delta W_j \Delta W_j \\
+ \sum_{j=1}^{d} G_{kj}(u) F_\ell(u) \Delta t \Delta W_j.
\]

So, if we substitute for \( h^k h_\ell \) in (2.15), we get that the \( i \)-th component of \( h^\top D^2 G(u_k + \theta h) h \Delta W_k \) is given by

\[
\sum_{j,k,\ell=1}^{d} \left( F_k(u) F_\ell(u) \Delta t^2 + \sum_{j=1}^{d} G_{ij}(u) F_k(u) \Delta t \Delta W_j + \sum_{j=1}^{d} G_{kj}(u) G_{ij}(u) \Delta W_j \Delta W_j \\
+ \sum_{j=1}^{d} G_{kj}(u) F_\ell(u) \Delta t \Delta W_j \right) \frac{\partial^2 G_{ij}}{\partial u_\ell \partial u_k} \Delta W_j.
\]

It is then clear to see that if we substitute the above expression in (2.14), the components will be smaller or equal than

\[ C \Delta t^2 (\Delta t^{3/2} + \Delta t^2 + \Delta t^2 + \Delta t^{3/2}). \]

This leads to the following bound for the term \( IV_2 \)

\[ IV_2 \leq C_{4,2} \left( \Delta t^{7/2} + \Delta t^4 \right), \quad (2.16) \]

where \( C_{4,2} \) is a positive constant independent of \( \Delta t \). Putting together (2.13) and (2.16), we get the final estimate.

Lemma 2.1.7 indicates that the upper bound for the term \( \mathbb{E}[\|IV\|_2^2] \) is significantly smaller than the upper bounds of all the previous terms. This, enables us to ignore the above term when we look for an overall upper bound for the difference \( \|u(t_n) - u_n\|_{L^2(\Omega, \mathbb{R}^d)} \). Thus, putting everything from the previous lemmas together, we get that the order of strong convergence for the SEI scheme is given by the following theorem.

**Theorem 2.1.8.** Let \( u_n \), represented by (2.4), be the approximate solution of the semilinear Stratonovich equation (1.38) at time \( t_n = n \Delta t \), \( \Delta t > 0 \) and \( u(t_n) \) represented by (2.1) to be the exact solution of (1.38). Also, let Assumptions 1.1.9
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Then
\[
\left( \mathbb{E} \left[ \left\| u_n - u(t_n) \right\|^2 \right] \right)^{1/2} \leq C \sqrt{\Delta t \ln(\Delta t)},
\]
where \(C\) is a positive constant independent of \(\Delta t\).

Proof.
From Lemmas 2.1.3, 2.1.5 and 2.1.6 we have that
\[
\mathbb{E} \left[ \left\| u(t_n) - u_n \right\|^2 \right] \leq K \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \left\| u(s) - u_k \right\|^2 \right] + L \Delta t \left( \ln(\Delta t) \right)^2,
\]
where \(K, L\) are positive constants, \(K = C_1 + C_{2,1} + C_{3,1}\) and \(L = C_{2,2} + C_{3,1}\). By Gronwall’s lemma we get
\[
\mathbb{E} \left[ \left\| u(t_n) - u_n \right\|^2 \right] \leq L \Delta t \left( \ln(\Delta t) \right)^2 + K \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{K \Delta t (t-s)} \Delta t \left( \ln(\Delta t) \right)^2 ds
\]
\[
= L \Delta t \left( \ln(\Delta t) \right)^2 + K \Delta t \left( \ln(\Delta t) \right)^2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{K \Delta t (t-s)} ds
\]
\[
\leq C \Delta t \left( \ln(\Delta t) \right)^2.
\]
So, taking the square root gives
\[
\left( \mathbb{E} \left[ \left\| u_n - u(t_n) \right\|^2 \right] \right)^{1/2} \leq C \sqrt{\Delta t \ln(\Delta t)}.
\]

Practically, this means that the order of convergence of the SEI scheme for the general case, where \(G(u) \in \mathbb{R}^{d \times d}\) is the non-diagonal diffusion term, is \(O(\Delta t^{1/2-\epsilon})\), for any \(\epsilon > 0\). This can also be seen in the numerical examples of the following section.

Before moving to the numerical examples, we should not fail to attract the reader’s attention to the fact that although we obtained the predictor \(\tilde{u}_{n+1}\) by the Euler-Maruyama scheme here, it may as well be obtained by other numerical schemes like for example by the Itô exponential integrators scheme
\[
\tilde{u}_{n+1} = e^{\Delta t A} u_n + A^{-1} \left( e^{\Delta t A} - I \right) F(u_n) + e^{\Delta t A} G(u_n) \Delta W_n.
\]
In fact, the proof of convergence itself can be generalised to the case where \(\tilde{u}_{n+1}\) is
given by any numerical scheme with known rate of convergence. More details about this generalisation are given later in Chapter 3.

2.2 Strong convergence for SEI numerically

In order to investigate strong convergence for SEI numerically, we consider the difference between the 'exact' and the approximate solution. What is considered as exact solution in this context is denoted by \( u_{\text{ref}} \), while the approximate solutions for different step-sizes are denoted by \( u_{\text{dt}} \). The solution \( u_{\text{ref}} \) is given by SEI using a small step-size \( Dt \), considered as the reference step-size, while the solutions \( u_{\text{dt}} \) are given by the same scheme with bigger step-sizes \( k \cdot Dt \), multiples of the reference one. The mean is obtained by considering a sample average. In other words, we generate \( M \) sample paths given from the SEI scheme for \( k \) different step-sizes and we take the average difference between \( u_{\text{ref}} \) and \( u_{\text{dt}} \), where \( n \) is the final time step.

Algorithm 7.3.7 generates the sample paths from the SEI scheme. The inputs are the initial condition \( u_0 \), the time interval \([0, T]\), the number of iterations \( N \), the drift and diffusion terms \( A u + F(u) \) and \( G(u) \) respectively and their dimensions \( d \) and \( m \). Other inputs are the vector \( \kappa \), that consists of integer elements which are multiplied by \( Dt \) so as to create the different step-sizes as well as \( M \), which as mentioned previously denotes the number of the generated samples. The outputs are the solution \( u \) and the time vector \( t \). Note that the random variable \( u \) is a three dimensional array where \( u(\ell, j, n), \ell = 1, \ldots, d, j = 1, \ldots, M, \) and \( n = 1, \ldots, N + 1 \).

Algorithm 7.3.8 plots the error between the 'exact' and the approximate solutions. This is achieved by considering the difference between \( u_{\text{ref}} \) and \( u_{\text{dt}} \) for all the different step-sizes and for all the samples, taking the norm of the differences and the average of the norms.

We consider examples of semilinear Stratonovich SDEs in one, two and three dimensions and we examine both diagonal and non-diagonal multiplicative noise. In case of diagonal noise, \( G(u) \) is a \( d \times d \) matrix with non-zero coefficients in the diagonal and zeros everywhere else, while in case of non-diagonal noise \( G(u) \) is a \( d \times d \) matrix with non-zero coefficients. In Figure 2.1 we plot the solution of a toy example in one dimension while in Figures 2.2, 2.3, 2.5 and 2.6 we show convergence for different examples in two and three dimensions. Later, we use SEI to approximate solutions for the Landau-Lifshitz-Gilbert equation. We notice that strong convergence is of order \( O(\Delta t) \) for diagonal noise and of order \( O(\sqrt{\Delta t}) \) for non-diagonal noise.
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Figure 2.1: Approximate solution of \( du = (Au + f(u))dt + g(u) \circ dW \) with \( f(u) = u, g(u) = -2u, A = 1 \), after \( 10^4 \) iterations and with initial condition \( u_0 = 1 \).

Figure 2.2: Green line shows strong convergence of order \( O(\sqrt{\Delta t}) \) for 2-dimensional system with non-diagonal noise. More specifically, \( F(u) = 0.2u \), \( G(u) = \begin{pmatrix} 0 & 0.2u_1 \\ 2 & 0.2u_2 \end{pmatrix} \). Bottom blue line shows strong convergence of order \( O(\Delta t) \) for 2-dimensional system with diagonal noise. Drift term is the same and diffusion is given by \( G(u) = \begin{pmatrix} 0 & 0 \\ 0 & 0.2u_2 \end{pmatrix} \). \( M = 100 \) samples, reference step-size \( \frac{T}{N} = 2^{-11} \).
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Figure 2.3: Diagonal noise, three-dimensional example, that is \( u \in \mathbb{R}^3 \) and \( G(u) \in \mathbb{R}^{3 \times 3} \) is a \( 3 \times 3 \) matrix. Strong order of convergence is \( O(\Delta t) \) for this example with \( M = 300 \) samples and \( N = 2^{11} \).

Another example that we examine numerically is the stochastic Landau-Lifshitz-Gilbert (LLG) equation. The LLG equation is commonly used to model the evolution of magnetisation in a solid and more particularly in a ferromagnetic material. We look at the stochastic version of the LLG model for which there is evidence that it should be interpreted in the Stratonovich sense, see [10] and references therein.

On a bounded domain \( D \subset \mathbb{R}^2 \) let \( D_T := (0, T) \times D, \ M : D_T \to S^2 := \{ x \in \mathbb{R}^3 : |x| = 1 \} \) be the magnetisation and let \( h : D_T \to \mathbb{R}^3 \) denote the effective field. The stochastic LLG is interpreted in the Stratonovich sense and is given by

\[
dM(t, x) = M(t, x) \times [h(t, x) - \alpha M(t, x) \times h(t, x)] dt + \sigma M(t, x) \times dW(t, x), \quad (2.17)
\]

where \( \alpha > 0 \) is a damping parameter, \( \sigma \) is a constant that determines the noise intensity and \( W \) is an \( \mathbb{R}^3 \)-valued Wiener process. Following the same order with [5], we start from studying the Langevin dynamics for a finite number of ferromagnetic spins \( N \). In other words, we start from the system of SDEs that corresponds to the SPDE (2.17) as given in the following equation.

\[
dm_i(t) = m_i(t) \times [h_i(m(t)) - \alpha m_i(t) \times h_i(u(t))] dt + \sigma m_i(t) \times dW_i(t), \quad (2.18)
\]

where \( i = 1, \ldots, N, \ m \in (\mathbb{R}^3)^N \) with \( m = (m_1, \ldots, m_N)^T, \ W_i \) are \( \mathbb{R}^3 \)-valued Wiener processes and we consider some initial condition \( m_i(0) \) that satisfies \( |m_i(0)| = 1 \).

More specifically, we focus on the single spin example, i.e. \( N = 1 \) and we switch the notation to \( u(t) \) instead of \( m(t) \) in order to be consistent with the notation that we use throughout the thesis. Hence, (2.18) for \( N = 1 \) reads

\[
du(t) = u(t) \times [h(u(t)) - \alpha u(t) \times h(u(t))] dt + \sigma u(t) \times dW(t), \quad (2.19)
\]
with \( \mathbf{u} = (u_1, u_2, u_3)\top \), initial condition \( \mathbf{u}(0) = \mathbf{u}_0 = (0, 1, 0)\top \) and \( \alpha, \sigma \) being the regulating parameters as before. By using the distributivity rule of the cross product, we express the three-dimensional system in a component fashion.

\[
\begin{align*}
    du_1 &= (\alpha u_1^2 + \alpha u_2^2)dt + \sigma u_2 \circ dW_3 - \sigma u_3 \circ dW_2 ^{\ (2.20)} \\
    du_2 &= (u_3 - \alpha u_1 u_2)dt + \sigma u_3 \circ dW_1 - \sigma u_1 \circ dW_2 \\
    du_3 &= (-\alpha u_1 u_3 - u_2)dt + \sigma u_1 \circ dW_2 - \sigma u_2 \circ dW_1.
\end{align*}
\]

We approximate the solution of the system (2.20) by using both SEI, as given in equation (1.43) and the Euler-Maruyama scheme. Next, we compare the two results in Figure 2.4. Note that in order to use Euler-Maruyama, it is required to write (2.20) as its equivalent Itô-interpreted system according to the Itô-Stratonovich correction formula, more details of this can be found in Example 5 of the Appendix Chapter 7. As expected from our analysis, the convergence of SEI scheme is approximately of order \( O(\sqrt{\Delta t}) \), more precisely of order \( O(\Delta t^{1/2 - \epsilon}) \) for some small \( \epsilon > 0 \), since we have non-diagonal noise. The convergence rate for the non-diagonal noise case can be seen in Figure 2.5 while in Figure 2.6 we solve a similar to (2.20) system with diagonal noise.

Our numerical simulations indicate that unlike the approach of [5], our scheme does not guarantee the conservation of magnitude of magnetisation i.e. \(|\mathbf{m}(t)| = |\mathbf{m}(0)| = 1\). Of course one could overcome this by considering some type of artificial normalisation. In that case though, convergence needs to be reexamined.

Figure 2.4: LHS: Three-dimensional Langevin system approximated by SEI in blue and by corrected Euler-Maruyama in red. RHS: Absolute difference between the two approximations against time, in a log-log scale. Initial condition \( \mathbf{u}_0 = (0, 1, 0)\top \), noise intensity \( \sigma = 0.2 \), damping parameter \( \alpha = 0.25 \).
Figure 2.5: Strong convergence for SEI when solving the three-dimensional Langevin system (2.20). Using polyfit we get that the slope of the fitted line is 0.578590.

Figure 2.6: strong convergence for SEI solving a three-dimensional system of SDEs similar to (2.20) but with diagonal noise. Diffusion term is given by \( g_{\text{handle}} = @(u1,u2,u3) \left[ -\sigma * u1 \; 0 \; 0; 0 \; -\sigma * u2 \; 0; 0 \; 0 \; -\sigma * u3 \right] \). The slope of the fitted line is 1.028944.

### 2.3 Higher order exponential Milstein-type scheme for Stratonovich SDEs

In a similar way with the exponential Milstein-type Itô scheme of Section 1.2.4 in this section we derive a new higher order scheme for semilinear Stratonovich SDEs of the form (1.38).

#### 2.3.1 MSEI2

Under Assumptions 1.1.9, 1.1.10 and 2.1.2 the mild solution of equation (1.38) considered in the interval \([t, r]\), satisfies

\[
\begin{align*}
    u(t) &= e^{(t-r)A} u(r) + \int_r^t e^{(t-s)A} F(u(s)) ds + \int_r^t e^{(t-s)A} G(u(s)) \circ dW(s). 
\end{align*}
\]  

(2.21)
We Taylor expand $F(u(s))$ about the left end point $u(r)$ and $G(u(s))$ about the midpoint $u\left(\frac{r+t}{2}\right)$. However, instead of writing $G\left(u\left(\frac{r+t}{2}\right)\right)$, we further approximate to $\frac{1}{2}(G(u(r)) + G(u(t)))$ since this appears to be a natural choice for the approximation of the Stratonovich integral. Moreover, for the same reason, instead of $u\left(\frac{r+t}{2}\right)$ we look at $\frac{1}{2}(u(r) + u(t))$. By Taylor expanding $u\left(\frac{r+t}{2}\right)$ twice, once about $u(r)$ and once about $u(t)$, it is easy to check that $u\left(\frac{r+t}{2}\right) \approx \frac{1}{2}(u(r) + u(t))$ when $[t, r]$ is small.

Then, the solution satisfies

$$u(t) \simeq e^{(t-r)A}u(r) + \int_r^t e^{(t-s)A}F(u(r))ds + \frac{1}{2} \int_r^t e^{(t-s)A}(G(u(r)) + G(u(t))) \circ dW(s)$$

$$+ \int_r^t e^{(t-s)A}\left(u(s) - \frac{u(r) + u(t)}{2}\right) DG(u(r)) + DG(u(t)) \circ dW(s).$$

Next, we substitute for the difference $\left(u(s) - \frac{u(r) + u(t)}{2}\right)$ by the Euler-Maruyama scheme. Recall from the Milstein and exponential Milstein schemes for Itô SDEs, that when we substitute the above difference by the Euler-Maruyama approximation, we omit the term that corresponds to the approximation of the drift, see Subsections 1.2.2 and 1.2.4 Hence, we get

$$u(t) \simeq e^{(t-r)A}u(r) + \int_r^t e^{(t-s)A}F(u(r))ds + \frac{1}{2} \int_r^t e^{(t-s)A}(G(u(r)) + G(u(t))) \circ dW(s)$$

$$+ DG(u(r)) + DG(u(t)) \int_r^t e^{(t-s)A}\left(G(u(r)) + G(u(t))\right) \int_{s/2}^s dW(\tau) \circ dW(s).$$

(2.22)

We expand the double stochastic integral of (2.22), for details see Examples 6 and 7 of the Appendix, to get

$$\frac{DG(u(r)) + DG(u(t))}{2} \int_r^t e^{(t-s)A}\left(G(u(r)) + G(u(t))\right) \int_{s/2}^s dW(\tau) \circ dW(s) =$$

$$\frac{1}{8} e^{(t-r)A} \left(DG(u(r)) + DG(u(t))\right) \left(G(u(r)) + G(u(t))\right) \left((W(t) - W(\frac{t+r}{2}))^2 - (W(r) - W(\frac{t+r}{2}))^2\right).$$

The above integral considered in the time interval $[t_n, t_{n+1}]$ reads

$$\frac{DG(u(t_n)) + DG(\hat{u}(t_{n+1}))}{2} \int_{t_n}^{t_{n+1}} e^{(t_{n+1-s})A}G(u(t_n)) + G(\hat{u}(t_{n+1})) \int_{s/2}^s dW(\tau) \circ dW(s)$$
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2.3.2 MSEI

An alternative way for deriving a similar higher order scheme is to change slightly our approximation by using a combination of the left-end point and the mid-point for evaluating $G(u(t))$. This way, may be seen as an extra approximating step, where we Taylor expand $u(t)$ about $u(r)$ so that $u(t) = u(r) + D u(r)(t-r) + h.o.t.$ Then, $\frac{u(t) + u(r)}{2} = u(r) + D u(r)(t-r) + h.o.t$. Note that, in the discretised

$$u_{k,n+1} = \sum_{q=1}^{d} a_{qk} u_{q} + \sum_{q=1}^{d} a_{qk} F_q(u_n) + \sum_{q=1}^{d} \sum_{j=1}^{m} \tilde{a}_{qk} (G_{qj}(u_n) + G_{qj}(\tilde{u}_{n+1})) \Delta W_{j,n}$$

$$+ \frac{1}{8} \sum_{q=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{d} \tilde{a}_{qk} \left( \frac{\partial G_{qj}}{\partial u_l} (u_n) G_{lj}(u_n) + \frac{\partial G_{qj}}{\partial u_l} (\tilde{u}_{n+1}) G_{lj}(\tilde{u}_{n+1}) \right) I_{j} (t_{n+\frac{1}{2}}, s) J_{j}(t_{n}, t_{n+1})$$

$$+ \frac{1}{8} \sum_{q=1}^{d} \sum_{j=1}^{m} \sum_{l=1}^{d} \tilde{a}_{qk} \left[ \left( \frac{\partial G_{qj}}{\partial u_l} (u_n) G_{lj}(u_n) + \frac{\partial G_{qj}}{\partial u_l} (\tilde{u}_{n+1}) G_{lj}(\tilde{u}_{n+1}) \right) + \left( \frac{\partial G_{qj}}{\partial u_l} (u_n) G_{lj}(u_n) + \frac{\partial G_{qj}}{\partial u_l} (\tilde{u}_{n+1}) G_{lj}(\tilde{u}_{n+1}) \right) \right] A_{ij,n},$$

where $a_{qk}$, $\tilde{a}_{qk}$ are the $kq$-elements of the operators $e^{\Delta t A}$, $e^{\frac{\Delta t A}{2}}$, respectively. Also, $I_{i} (\frac{t_{n} + t_{n+1}}{2}, s) = I_{i} (t_{n+\frac{1}{2}}, s) := \int_{t_{n+\frac{1}{2}}}^{s} dW_{i}(\tau)$ and $J_{j}(t_{n}, t_{n+1}) := \int_{t_{n}}^{t_{n+1}} dW_{j}(s)$. 

This leads to a higher order scheme, given in component form by the following equation. We call this scheme Milstein-type Stratonovich Exponential Integrators (MSEI2) and as we did with SEI, we use it to approximate solutions of the three-dimensional Stratonovich Landau-Lifshitz-Gilbert equation \[ I_{2.20} \]. Our numerical experiments indicate that MSEI2 converges with a strong order of approximately $O(\Delta t)$ for the case of multiplicative noise, as seen in Figure \[ 2.7 \].
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version that we consider later on, the interval \((t - r)\) becomes \((t_{n+1} - t_n)\), that is
\[
\frac{u(t) + u(r)}{2} \approx u(r) + O(\Delta t).
\]

So, looking back at equation (2.21), we substitute for \(F(u(s)), G(u(s))\) and for the difference \(u(s) - u(r)\) given by the Euler-Maruyama scheme, skipping the drift term as before. Hence, our approximation becomes

\[
\begin{align*}
    u(t) &= e^{(t-r)}u(r) + \int_r^t e^{(t-s)A}F(u(r))ds + \frac{1}{2} \int_r^t e^{(t-s)A} \left(G(u(r)) + G(u(t))\right) \circ dW(s) \\
    &+ \int_r^t e^{(t-s)A} \left(G(u(r)) \left(\int_r^s dW(\tau)\right) \circ dW(s) + R_M(s; r, u(r)), \right)
\end{align*}
\]

where \(R_M\) is the remainder term from the expansions of \(F\) and \(G\) and the error from using Euler-Maruyama denoted by \(R_E\)

\[
R_M(s; r, u(r)) = \int_r^t e^{(t-s)A} DF(u(r))(u(s) - u(r)) ds + \int_r^t e^{(t-s)A} \int_0^1 (1 - \theta)D^2 G(u(r) + \theta(u(s)) - u(r))(u(s) - u(r))^2 d\theta \circ dW(s)
\]

\[
\int_r^t e^{(t-s)A} DG(u(r))(F(u(r))(t - r) + R_E) \circ dW(s).
\]

Then, equation (2.24) considered in the time interval \([t_n, t_{n+1}]\) yields

\[
\begin{align*}
    u(t_{n+1}) &= e^{\Delta tA}u(t_n) + F(u(t_n)) \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} ds \\
    &+ \frac{1}{2} \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t A}{2}} (G(u(t_n)) + G(\tilde{u}(t_{n+1}))) dW(s) \\
    &+ \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t A}{2}} DG(u(t_n))(G(u(t_n)) \int_{t_n}^s dW(\tau) \circ dW(s) + R_M(s; t_n, u(t_n)).
\end{align*}
\]

Figure 2.7: Strong convergence for MSEI 2 scheme approximating the LLG system (2.20) with non-diagonal, commutative noise against reference line with slope 1. M=100 samples, reference time step-size \(\Delta t = 2^{-14}\). The slope of the fitted line is 0.918767.
After expanding the double integral term in \((2.26)\) we obtain the \(k\)-th component of the scheme that approximates solutions to equation \((1.38)\) for general, i.e. non-diagonal, non-commutative, multiplicative noise.

\[
\begin{align*}
  u_{k,n+1} &= \sum_{q=1}^{d} a_{kq} u_q + \sum_{q=1}^{d} a_{kq} F_q(u_n) + \sum_{q=1}^{d} \sum_{j=1}^{m} \hat{a}_{kq} \left( G_{qj}(u_n) + G_{qj}(\tilde{u}_{n+1}) \right) \Delta W_{j,n} \\
  &+ \frac{1}{2} \sum_{q=1}^{d} \sum_{i=1}^{m} \sum_{\ell=1}^{d} \hat{a}_{kq} \frac{\partial G_{q\ell}}{\partial u_i} (u_n) G_{\ell i}(u_n) \Delta W_{j,n}^2 \\
  &+ \frac{1}{2} \sum_{q=1}^{d} \sum_{i<j}^{m} \sum_{\ell=1}^{d} \hat{a}_{kq} \left( \frac{\partial G_{qj}}{\partial u_i} (u_n) G_{\ell i}(u_n) + \frac{\partial G_{qj}}{\partial u_\ell} (u_n) G_{\ell j}(u_n) \right) I_i(t_n, s) J_j(t_n, t_{n+1}) \\
  &+ \frac{1}{2} \sum_{q=1}^{d} \sum_{i<j}^{m} \sum_{\ell=1}^{d} \hat{a}_{kq} \left( \frac{\partial G_{qj}}{\partial u_i} (u_n) G_{\ell i}(u_n) + \frac{\partial G_{qj}}{\partial u_\ell} (u_n) G_{\ell j}(u_n) \right) A_{ij,n},
\end{align*}
\]

where \(a_{kq}\) and \(\hat{a}_{kq}\), as before are the \(kq\)-elements of the operators \(e^\Delta t A\) and \(e^{\Delta t A/2}\) respectively and \(I_i(t_n, s) = \int_{t_n}^{s} dW(\tau), J_j(t_n, t_{n+1}) = \int_{t_n}^{t_{n+1}} \circ dW(s)\).

We call this scheme Milstein-type Stratonovich Exponential Integrators (MSEI) and its component wise form \((2.27)\) is the one to be used for numerical implementation. We use MSEI to approximate solutions of the Stratonovich LLG equation in Figure 2.8 where we compare it with the approximation given by the corrected Milstein scheme. In Figures 2.9 and 2.10 we compare our two approaches MSEI2 and MSEI and by computing the absolute difference between the different approximations, we deduce that they agree.
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Figure 2.8: Comparison between MSEI in black dashed line and Milstein in blue solid line, both for Stratonovich interpreted 3-d Langevin system. Noise intensity $\sigma = 0.1$.

Note that $\tilde{u}_{n+1}$ is as before a predictor that may be taken by Euler-Maruyama or other exponential scheme. Alternatively, instead of approximating $\tilde{u}_{n+1}$, one can expand $G(\tilde{u}_{n+1})$ around the point $u(t_n)$ for example. We follow the latter approach together with a continuous version of the scheme that is more useful for our analysis later. We compare the two different approaches in Figure 2.14.

In case of diagonal or commutative noise, recall from Subsection 1.2.4 that some reductions occur. These reductions apparently affect the order of convergence for the scheme. More specifically, the order of convergence for MSEI in case of non-diagonal commutative noise is approximately $O(\Delta t)$, as seen in Figure 2.12. As expected, this is slightly faster compared to the general non-commutative noise case where the order is approximately $O(\Delta t^{0.8})$, see Figure 2.13 and compare Figure 2.11 with Figure 2.12. The small reduction in the order of convergence is explained by the fact that in case of non-commutative noise, our scheme requires the approximation of the double integral term $A_{ij,n}$, which is achieved by solving the auxiliary system (1.20) by means of the Euler-Maruyama method.

In fact, there are two different step-sizes involved in our approximation, one for the Euler-Maruyama approximation of the auxiliary system and one for the MSEI scheme itself. Apparently, as Figure 2.11 suggests, using the same small step-size between Euler-Maruyama and MSEI, could help in achieving an overall order of strong convergence better than $O(\Delta t^{0.8})$ for the general case. This result is later confirmed by our analysis, where be prove strong convergence of order one for the general case.
The performances of MSEI2 and MSEI are similar, yet the computer process time for the second is slightly smaller. This is true both in the commutative and the non-commutative noise cases, as seen in Figures 2.12 and 2.13 respectively. Both MSEI2 and MSEI achieve a higher order of convergence for the non-diagonal noise case compared to the SEI scheme, analysed in Section 2.1.

Another factor that slightly affects the performance of MSEI is the use of predictor for the value of $\tilde{u}_{n+1}$. In our numerical approximations so far, we obtained $\tilde{u}_{n+1}$ by means of the exponential scheme of Subsection 1.2.3, we see later in Chapter 3 however, that we can substitute $\tilde{u}_{n+1}$ by any numerical scheme. In Figure 2.14 we compare the convergence rate and the computer process times of the case where we obtain $\tilde{u}_{n+1}$ by the scheme of Section 1.2.3 against the case where we just approximate $G(\tilde{u}_{n+1})$ by means of a Taylor expansion. As expected, convergence is slightly faster when using a predictor, whereas we get slightly bigger computer process times.

Before moving on to the analysis, we mention another approach that might worth considering in the future. Looking back at the derivation of MSEI scheme and in particular at equation (2.24), instead of using Euler-Maruyama to obtain the difference $u(s) - u(r)$, we could use the ETD scheme. Since the order of convergence for the two schemes is approximately the same, the above substitution is not expected to affect the overall order of convergence for MSEI. It might however increase the efficiency of the scheme.
Figure 2.10: Top figures: comparison between MSEI2 (magenta solid line) and corrected exponential Milstein (red solid line), bottom figures: comparison between MSEI (black dashed line) and corrected exponential Milstein (blue solid line), both for approximating Stratonovich Langevin system. Noise intensity $\sigma = 0.1$.

Figure 2.11: Stratonovich exponential Milstein (MSEI) for 3-d LLG (2.20) with non-diagonal, non-commutative, multiplicative noise without using a predictor. $M = 100$ samples, noise intensity $\sigma = 0.1$, reference time step-size $2^{-14}$. The slope of the fitted line is 0.794216.
Figure 2.12: Left figure shows strong convergence for the MSEI and MSEI2 schemes, both approximating solution to 3-D Langevin system with commutative noise. The slope of the best-fit line for MSEI is 1.075582 while for MSEI2 is 0.982340. Right figure shows the numerical error against computer process time.

Figure 2.13: Strong convergence for MSEI and MSEI2 schemes on the left, both when approximating solution to 3-D Langevin system with general i.e. non-diagonal, non-commutative noise. Slope of the best-fit line for MSEI is 0.839509 while for MSEI2 is 0.775424. Right figure shows the numerical error against computer process time.
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Figure 2.14: Comparison between the cases where we use a predictor and where we do not use one. The slope of the fitted line for the MSEI predictor case is 0.893925, while for the MSEI no-predictor is 0.812193. 3-d LLG system with non-diagonal, non-commutative noise. Reference time step-size is $2^{-12}$ and we have considered 500 samples.

In the analysis that follows, instead of approximating $\tilde{u}_{n+1}$ by a numerical scheme, we obtain it by Taylor-expanding $G(\tilde{u}(t_{n+1}))$ about $u(t_n)$. Then, (2.26) becomes

$$u(t_{n+1}) = e^{\Delta t A}u(t_n) + F(u(t_n)) \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} ds + \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2} A} G(u(t_n)) dW(s)$$

$$+ \frac{1}{2} \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t}{2} A} DG(u(t_n))(u(t_{n+1}) - u(t_n)) dW(s)$$

$$+ \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A} DG(u(t_n)) \left(G(u(t_n)) \int_{t_n}^{s} dW(\tau) \right) \circ dW(s)$$

$$+ R_T(s; t_n, u(t_n)) + R_M(s; t_n, u(t_n)),$$

where by $R_T$ we denote the remainder higher order term from the Taylor expansion. Note that $R_T$ has the same order with the the second term of $R_M$ as given in equation (2.25).

For the proof of convergence, following the same pattern with Subsection 2.1, we use the following version of the approximate solution which is just a recurrence of (2.28).
\[ u_n = e^{t_n A} u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} F(u_k) ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+1})A} G(u_k) dW(s) \]

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+1})A} DG(u_k)(u_{k+1} - u_k) dW(s) \]

\[ + \sum_{k=0}^{n-1} R_T(s; t_k, u_k) + \sum_{k=0}^{n-1} R_M(s; t_k, u_k). \]

Now, recall that the exact solution, after we apply the Itô-Stratonovich correction formula satisfies

\[ u(t_n) = e^{t_n A} u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} F(u(s)) ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} G(u(s)) dW(s) \]

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} c(u(s)) ds, \]

where \( c(u) \) is a vector in \( \mathbb{R}^d \) as defined in Assumption 2.1.2. After we Taylor-expand \( G(u(s)) \) about \( u_k \) in the subintervals \([t_k, t_{k+1}]\), the exact solution of (1.38) is given by

\[ u(t_n) = e^{t_n A} u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} F(u(s)) ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} G(u_k) dW(s) \]

\[ + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} DG(u_k)(u(s) - u_k) dW(s) \]

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} c(u(s)) ds + \sum_{k=0}^{n-1} R_T(s; t_k, u_k). \]

Finally, by substituting the difference \( u(s) - u_k \), the exact solution at time \( t_n \) is given by
\[ u(t_n) = e^{t_n A} u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} F(u(s)) ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} G(u_k) dW(s) \]

\[ + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} D G(u_k) \left( G(u_k) \int_{t_k}^{s} dW(\tau) \right) dW(s) \]

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} c(u(s)) ds + \sum_{k=0}^{n-1} R_T(s; t_k, u_k). \]

As for all the previous schemes, we aim at considering the difference between the exact and the approximate solution, i.e. (2.29) and grouping it in terms that are convenient for bounding separately. In that direction, we firstly 'pair' the drift and diffusion terms and then we notice that the double integral in (2.29) is a Stratonovich integral while the double integral in (2.31) is an Itô one. If we 'correct' the Stratonovich integral, expand them both and subtract them, after the cancellations that occur, we are left with \(-\frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} c(u_k) ds\). Next, we group this with the sixth term of (2.31) to get

\[ I := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} (F(u(s)) - F(u_k)) ds \]

\[ II := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-s)A} - e^{(t_n-t_k-\frac{1}{2})A}) G(u_k) dW(s) \]

\[ III := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} (c(u(s)) - c(u_k)) ds \]

\[ IV := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_k-\frac{1}{2})A} D G(u_k) (u_{k+1} - u_k) dW(s) \]

\[ V := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-t_k-\frac{1}{2})A} - e^{(t_n-s)A}) \int_{0}^{1} (1-\theta) D^2 G(u_k + \theta(u(s) - u_k)) (u(s) - u_k)^2 d\theta dW(s) \]
Lemma 2.3.1. Let Assumptions 1.1.9 and 1.1.10 hold. Then given in more detail in Lemma 2.1.3.

\[ \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_{n-1})A} - e^{(t_{n-s})A})D\mathbf{G}(\mathbf{u}_k)(\mathbf{F}(\mathbf{u}_k)(t_k - s) + R_E) d\mathbf{W}(s) \] 

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-s})A} \int_0^1 (1 - \theta) D^2G(\mathbf{u}_k + \theta(u_{k+1} - \mathbf{u}_k))(u_{k+1} - \mathbf{u}_k)^2 d\theta d\mathbf{W}(s) \] 

\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-s})A} D\mathbf{F}(\mathbf{u}_k)(\mathbf{u}(s) - \mathbf{u}_k) ds. \]

The upper bound for the first term is given by the inequality

\[ \mathbb{E}[\|I\|^2_2] \leq C_1 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|\mathbf{u}(s) - \mathbf{u}_k\|^2_2] ds, \]

with \( C_1 \) being a positive constant independent of \( \Delta t \). This result and its proof are given in more detail in Lemma 2.1.3.

**Lemma 2.3.1.** Let Assumptions 1.1.9 and 1.1.10 hold. Then

\[ \mathbb{E}[\|II\|^2_2] \leq C_2 \Delta t^{1+2\gamma}, \]

where \( \gamma \in \left( \frac{1}{2}, 1 \right) \) and \( C_2 \) is a positive constant independent of \( \Delta t \).

**Proof.** By Itô’s isometry, Remark 2.1.4 and Proposition 1.4.9 we get

\[ \mathbb{E}[\|II\|^2_2] = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_{n-s})A} - e^{(t_{n-s})A}\|^2_2] G(\mathbf{u}_k) ds \]

\[ \leq \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \|(A)^{-\gamma} (e^{(t_{n-s})A} - e^{(t_{n-s})A})\|^2_2 \mathbb{E}[\|(A)^{-\gamma} G(\mathbf{u}_k)\|^2_2] ds \]

\[ \leq C \int_{t_{n-1}}^{t_n} \|(A)^{-\gamma} (e^{(t_{n-s})A} - e^{(\Delta t A)})\|^2_2 ds \]

\[ + \sum_{k=0}^{n-2} \int_{t_k}^{t_{k+1}} \|(A)^{-\gamma} (e^{(t_{n-s})A} - e^{(\Delta t A)})\|^2_2 ds \]

\[ + \Delta t^2 \sum_{k=0}^{n-2} \int_{t_k}^{t_{k+1}} \|(A)^{-\gamma} e^{(t_{n-s})A}\|^2_2 ds \]
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\[ \leq C \int_{t_{n-1}}^{t_n} (s - t_{n-1})^{2\gamma} ds + \Delta t^2 \sum_{k=0}^{n-2} \int_{t_k}^{t_{k+1}} (t_n - s)^{2(\gamma - 1)} ds \]

\[ \leq C \Delta t^{(1+2\gamma)} + \Delta t^3 \left( \sum_{k=0}^{n-2} \int_{t_k}^{t_{k+1}} (t_n - t_{k+\frac{1}{2}})^{2(\gamma - 1)} \Delta t^{2(\gamma - 1)} \right) \]

\[ \leq C \Delta t^{(1+2\gamma)} + \Delta t^{(1+2\gamma)} \sum_{k=0}^{n-1} t_k^{2(\gamma - 1)} \leq K \Delta t^{(1+2\gamma)} \left( 2 + \frac{1}{1 - 2\gamma} \right) \]

\[ \leq C_2 \Delta t^{(1+2\gamma)}. \]

The above term II is similar with the term II_2 from Section 2.1. The proof followed here, as seen in [37], is essentially an alternative to the proof of Lemma 2.1.5.

**Lemma 2.3.2.** Let Assumptions 1.1.9, 1.1.10 and 2.1.2 hold. Then

\[ \mathbb{E}[\|III\|_2^2] \leq C_3 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|_2^2] \]

where \( C_3 \) is a positive constant independent of \( \Delta t \).

**Proof.** An upper bound for this term is found in a similar way with the term \( \mathbb{E}[\|I\|_2^2] \). For more details see proof of Lemmas 2.1.3 and 2.1.6.

**Lemma 2.3.3.** Let Assumptions 1.1.9, 1.4.8 and 2.1.2 hold. Then

\[ \mathbb{E}[\|IV\|_2^2] \leq C_4 \Delta t^2, \]

where \( C_4 \) is a positive constant independent of \( \Delta t \).

**Proof.** For this term we use Itô’s isometry, Assumption 2.1.2, the boundedness of the exponential operator and we take \( u_{k+1} \) by equation (1.23). Then,

\[ \mathbb{E}[\|IV\|_2^2] = \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[ \|e(t_n - t_{k+\frac{1}{2}})A DG(u_k)(u_{k+1} - u_k)\|_F^2 \right] ds \]

\[ \leq C \sup_{0 \leq k \leq n-1} \mathbb{E}\left[ (1 + \|u_k\|_2^2) \right] \left( \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[ \|e(t_n - t_{k+\frac{1}{2}})A(e^{\Delta t A} - I)u_k\|_2^2 \right] ds \]

\[ + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[ \|e(t_n - t_{k+\frac{1}{2}})A \int_{t_k}^{s} e^{(s-\tau)A} F(u(\tau)) d\tau \|_2^2 \right] ds \]

59
by Proposition 1.4.9 we have

\[ + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \| e^{(t_n-t_{k+\frac{1}{2}})A} \int_{t_k}^{s} e^{(s-\tau)A} G(u(\tau)) d\mathbf{W}(\tau) \|^2_2 \right] ds \]

We seek upper bounds for the last three terms above separately. For the first term, we have

\[ \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ (\Delta t)^{2\gamma} e^{(t_n-t_{k+\frac{1}{2}})A} (-A)^{-\gamma} (e^{\Delta t A} - I) u_k \|_{\mathbb{F}}^2 \right] ds \leq \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \| u_k \|_{\mathbb{F}}^2 \right] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left( \frac{\Delta t}{t_n - t_{k+\frac{1}{2}}} \right)^{2\gamma} ds \leq C_{4,1} \Delta t^{2\gamma+1} \]

where \( C_{4,1} \) is a positive constant independent of \( \Delta t \). Similarly for the second term,

\[ \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \| e^{(t_n-t_{k+\frac{1}{2}})A} \|_{\mathbb{F}}^2 \right] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \| e^{(s-\tau)A} F(u(\tau)) \|_{\mathbb{F}}^2 \right] ds \]

\[ \leq \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \| e^{(t_n-t_{k+\frac{1}{2}})A} \|_{\mathbb{F}}^2 \right] \sup_{0 \leq s \leq t_n} \sup_{t_k \leq \tau \leq s} \mathbb{E} \left[ \| e^{(s-\tau)A} F(u(\tau)) \|_{\mathbb{F}}^2 \right] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (s-t_k)^2 ds \leq \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \| e^{(t_n-t_{k+\frac{1}{2}})A} \|_{\mathbb{F}}^2 \right] \sup_{0 \leq s \leq t_n} \sup_{t_k \leq \tau \leq s} \mathbb{E} \left[ \| e^{(s-\tau)A} F(u(\tau)) \|_{\mathbb{F}}^2 \right] \Delta t^3 = C_{4,2} \Delta t^3. \]

Finally, for the third term,

\[ \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \| e^{(t_n-t_{k+\frac{1}{2}})A} \int_{t_k}^{s} e^{(s-\tau)A} G(u(\tau)) d\mathbf{W}(\tau) \|^2_2 \right] ds \]

\[ \leq \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \| e^{(t_n-t_{k+\frac{1}{2}})A} \|_{\mathbb{F}}^2 \right] \sup_{0 \leq s \leq t_n} \sup_{t_k \leq \tau \leq s} \mathbb{E} \left[ \| e^{(s-\tau)A} \|_{\mathbb{F}}^2 \right] \times \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \| e^{(s-\tau)A} G(u(\tau)) d\mathbf{W}(\tau) \|^2_2 \right] ds \leq \sup_{0 \leq k \leq n-1} \mathbb{E} \left[ \| e^{(t_n-t_{k+\frac{1}{2}})A} \|_{\mathbb{F}}^2 \right] \sup_{0 \leq s \leq t_n} \sup_{t_k \leq \tau \leq s} \mathbb{E} \left[ \| e^{(s-\tau)A} \|_{\mathbb{F}}^2 \right] \Delta t^2 = C_{4,3} \Delta t^2. \]
Using these individual estimates, we get
\[ \mathbb{E}[\|IV\|^2_2 \leq C_{4,1} \Delta t^{2\gamma+1} + C_{4,2} \Delta t^3 + C_{4,3} \Delta t^2]. \]

The observation \( \Delta t^2 \geq \Delta t^{1+2\gamma} \), for \( \gamma > \frac{1}{2} \) gives the final estimate.

**Theorem 2.3.4.**

Under the Assumptions 1.1.9, 1.1.10, 1.4.8 and 2.1.2, let \( u_n \) as represented by equation (2.29) be the approximate solution of the semilinear Stratonovich SDE (1.38) at time \( t_n = n \Delta t, \Delta t > 0 \). Also, let \( u(t_n) \), as given in (2.31), denote the exact solution of the same Stratonovich-interpreted SDE. Then

\[ \left( \mathbb{E}[\|u(t_n) - u_n\|_2^2] \right)^{1/2} \leq C \Delta t, \]

where \( C \) is a positive constant, independent of \( \Delta t \).

**Proof.** Putting the individual estimates from Lemmas 2.1.3 and 2.3.1-2.3.3 together, we get
\[ \mathbb{E}[\|u(t_n) - u_n\|_2^2] \leq K \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|^2_2]ds + L \Delta t^{1+2\gamma} + C_4 \Delta t^2, \]

where \( K = \max\{C_1, C_{3,1}\} \), \( L = \max\{C_2, C_{3,2}\} \) and \( C_4 \) as in Lemma 2.3.3. Recall that \( \Delta t^2 \geq \Delta t^{1+2\gamma} \), for \( \gamma > \frac{1}{2} \), hence

\[ \mathbb{E}[\|u(t_n) - u_n\|_2^2] \leq K \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|^2_2]ds + M \Delta t^2, \]

where \( M = \max\{L, C_4\} \). Then, by Gronwall’s lemma we get
\[ \mathbb{E}[\|u(t_n) - u_n\|^2_2] \leq K \Delta t^2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{K \Delta t(t-s)} ds + M \Delta t^2. \]

Since \( \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{K \Delta t(t-s)} ds \) is bounded we have that
\[ \mathbb{E}[\|u(t_n) - u_n\|^2_2] \leq C^2 \Delta t^2. \]

Taking square roots on both sides finishes the proof.

In this Chapter, we proved analytically and examined numerically strong convergence for the SEI and the new MSEI scheme, both suited for Stratonovich SDEs. In Chapter 3, we derive a new version of SEI that enables a generalisation of its
application to SDEs which are interpreted by any stochastic calculus. Then, we prove that the generalised version of SEI converges strongly and that the rate of convergence depends on the choice of the supporting value $\hat{u}_{n+1}$. 
Chapter 3

Generalised version of SEI scheme

In Subsection 1.2.3 and Section 2.1 we analysed an exponential based scheme for SDEs interpreted in the Itô and the Stratonovich sense. It turns out though that in some cases neither the Itô nor the Stratonovich integral is a suitable interpretation, see for example [17, 18, 48, 65]. Under this observation, in this chapter we consider a generalisation of the stochastic integral interpretation. Then, we extend the exponential scheme of Section 2.1 so that it applies to the new general context. Moreover, we provide a general expression for the predictor of the SEI scheme. This enables us to experiment with obtaining the predictor from explicit schemes of different orders and see how these orders affect the overall order of convergence for SEI.

3.1 Generalisation of the stochastic integral interpretation

Let us consider the one-dimensional general SDE of the form

\[ du = F(u)dt + G(u) \ast dW, \]  

which is equivalently given by the following integral equation in a time interval \([0, t]\)

\[ u(t) = u(0) + \int_0^t F(u(s))ds + \int_0^t G(u(s)) \ast dW(s). \]  

In this chapter, we are interested in defining the generalised version of the stochastic integral on the right hand side of equation (3.2). Moreover, we derive a scheme for approximating solutions to equations of the form (3.2). Taking into consideration the fact that the definition of the Itô and the Stratonovich integrals use the left-end point and the mid-point respectively for evaluating the integrable function, we
examine the generalisation of the stochastic integral interpretation, starting from the following one-dimensional definition which is extended to higher dimensions below.

**Definition 3.1.1. One-dimensional general stochastic integral** \[77\]

Let \( u \) be a real-valued stochastic process in \( L^2(\Omega, \mathbb{R}) \) and let \( \phi : \mathbb{R} \times [0, T] \to \mathbb{R} \in C^2(\mathbb{R}) \) such that \( \mathbb{E} \left( \int_0^T |\phi(u(s), s)|^2 \, ds \right) < \infty \). Then,

\[
\int_0^T \phi(u(s), s) \ast dW(s) := \lim_{N \to \infty} \frac{1}{N} \sum_{j=0}^{N-1} \phi(\tilde{z}_j, t_j) \Delta W_j,
\]

where \( t_j := j \Delta t, \tilde{z}_j = (1 - \alpha)u(t_j) + \alpha u(t_{j+1}), \Delta W_j = W(t_{j+1}) - W(t_j) \) are Brownian increments and \( \alpha \in [0, 1] \).

Note that for \( \alpha = \frac{1}{2} \) the above definition gives \( \tilde{z}_j = \frac{1}{2}(u(t_j) + u(t_{j+1})) \), which corresponds to the point choice for the Stratonovich integral, while \( \alpha = 0 \) gives \( \tilde{z}_j = u(t_j) \), that is the left-end point which corresponds to the Itô integral. We are also interested in finding a connection between the different interpretations, similar to the Itô-Stratonovich correction formula. Recall from equations (1.4) and (1.7) of Chapter [1] for example, that for \( d = m = 1 \), if \( u \) is a solution of the Itô SDE \( du = f(u) \, dt + G(u) \, dW \), then

\[
\int_0^t \phi(u(s)) \circ dW(s) = \int_0^t \phi(u(s))dW(s) + \frac{1}{2} [\phi(u), W]
\]

where \([\phi(u), W]\) is the quadratic variation of \( \phi \) defined by

\[
[\phi(u), W] := \lim_{N \to \infty} \sum_{j=0}^{N-1} (\phi(u(t_{j+1})) - \phi(u(t_j))) \Delta W_j = \int_0^t \phi'(u(s))G(u(s))ds.
\]

A generalisation of this correction formula is given in the following proposition.

**Proposition 3.1.2.** Let \( \phi \in C^2(\mathbb{R}) \), \( u \) be a solution of \([3, 4]\) and let \( \alpha \in [0, 1] \). Then,

\[
\int_0^t \phi(u(s)) \ast dW(s) = \int_0^t \phi(u(s))dW(s) + \alpha [\phi(u), *W]
\]

where \([\phi(u), *W]\) is the generalised version of the quadratic variation, defined as

\[
[\phi(u), *W] := \lim_{N \to \infty} \sum_{j=0}^{N-1} \left( (1 - \alpha)\phi(u(t_j)) - \alpha \phi(u(t_{j+1})) \right) \Delta W_j = \int_0^t \phi'(u(s))G(u(s))ds.
\]

For more details about the generalised version of the correction formula, we refer to \([77]\), where a discrete version of the formula has been derived and proved. The
corresponding continuous version can be easily obtained from the discrete, just by taking the limit as the mesh size goes to zero.

A general discussion on correction formulas for stochastic integrals other than the Itô and Stratonovich, for example for the Marcus stochastic integral, can be found in [3].

An alternative proof for Proposition 3.1.2 can be based on the Mean Value Theorem and the Taylor expansion and is similar to the one for the Itô-Stratonovich correction formula. A sketch of it for \( d = m = 1 \) follows the basic steps of the latter as seen in [42] and can be found in Section 7.2 of the Appendix.

In a similar way with the one-dimensional case, we give the definition of the general stochastic integral in higher dimensions.

**Definition 3.1.3. General stochastic integral in higher dimensions**

Let \( u \) be a real-valued stochastic process in \( L^2(\Omega, \mathbb{R}^d) \) and let \( \phi : \mathbb{R}^d \times [0, T] \to \mathbb{R}^{d \times m} \) be a \( C^2 \) function such that \( \mathbb{E}( \int_0^T |\phi(u, s)|^2 ds ) < \infty \). Then,

\[
\int_0^T \phi(u(s), s) \ast dW(s) = \int_0^T \left( \begin{array}{cccc}
\phi_{11}(u, s) & \cdots & \phi_{1m}(u, s) \\
\vdots & \ddots & \vdots \\
\phi_{d1}(u, s) & \cdots & \phi_{dm}(u, s)
\end{array} \right) \ast \left( \begin{array}{c}
dW_1 \\
\vdots \\
\vdots \\
dW_m
\end{array} \right)
\]

is a \( d \times 1 \) column vector with i-th component given by

\[
\sum_{\ell=1}^m \int_0^T \phi_{i\ell}(u, s) \ast dW_\ell(t) := \sum_{\ell=1}^m \lim_{n \to \infty} \sum_{j=0}^{n-1} \phi_{i\ell}(\tilde{z}, t_j) \Delta W_{\ell,j}, \quad i = 1, \ldots, d \quad (3.4)
\]

where \( \Delta W_{\ell,j} = W_\ell(t_{j+1}) - W_\ell(t_j) \), \( \ell = 1, \ldots, m \) are Brownian increments, \( t_j := j\Delta t \), \( d, m \in \mathbb{Z} \) and \( \tilde{z}_j = (1-\alpha)u(t_j) + \alpha u(t_{j+1}) \), \( \alpha \in [0,1] \).

Note that the terms of the sum in the RHS of equation (3.4) are components of the term \( \phi(\rho) \Delta W_j \), \( j = 0, \ldots, N-1 \) of equation (7.5) in the sketch of the proof for Proposition 3.1.2.

Now, let us consider the higher-dimensional general SDE

\[
du = [Au + F(u)] dt + G(u) \ast dW, \quad (3.5)
\]

or in integral form in the time interval \([0, t]\)

\[
u(t) = \int_0^t [Au(s) + F(u(s))] ds + \int_0^t G(u(s)) \ast dW(s), \quad (3.6)
\]

where \( A \in \mathbb{R}^{d \times d} \) satisfies Assumption 1.4.8 and \( F : \mathbb{R}^d \to \mathbb{R}^d \), \( G : \mathbb{R}^d \to \mathbb{R}^{d \times m} \) are Lipschitz functions with linear growth, that is they satisfy Assumptions 1.1.9 and
1.1.10  Also \( W \) is an \( m \)-dimensional Wiener process of the form \((W_1, \ldots, W_m)^\top\). The stochastic integral of equation (3.6) is evaluated according to [77], using the following analogue of Proposition 3.1.2 for higher dimensions. Let \( \phi : \mathbb{R}^d \times [0,T] \to \mathbb{R}^{d \times m} \in C^2(\mathbb{R}^d) \), then for a solution \( u \) of (3.5) we have

\[
\int_0^t \phi(u(s)) \ast dW(s) = \int_0^t \phi(u(s))dW(s) + \alpha \int_0^t c(u(s))ds, \tag{3.7}
\]

where \( c(u) = (c_1(u), \ldots, c_d(u))^\top \) is a vector in \( \mathbb{R}^d \), the \( i \)-th component of which is given by

\[
c_i = \sum_{k=1}^d \sum_{j=1}^d G_{kj} \frac{\partial \phi_{ij}(u)}{\partial u_k}, \quad i = 1, \ldots, d. \tag{3.8}
\]

We consider the variational formulation of equation (3.5). Firstly, we multiply both sides of (3.5) by \( e^{-tA} \)

\[
e^{-tA}du = e^{-tA}[Au + F(u)]dt + e^{-tA}G(u) \ast dW.
\]

Then, by rearranging and integrating over the interval \([t_n, t_{n+1}]\), we get that the solution \( u(t) \) of (3.5) satisfies

\[
u(t_{n+1}) = e^{\Delta tA}u(t_n) + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}F(u(s))ds + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}G(u(s)) \ast dW(s). \tag{3.9}
\]

On the right hand side of (3.9) we have a deterministic integral and a general stochastic integral that can be interpreted in a way suggested by the following definition.

### 3.2 Generalisation of SEI and strong convergence analysis

Similar to the Itô and the Stratonovich cases, in order to derive the exponential integrators-based scheme, we start from evaluating \( F(u(s)) \) at the left-end point of the intervals \([t_n, t_{n+1}]\) and then we compute the deterministic integral of (3.9) in the following way

\[
\int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}F(u(t_n))ds = A^{-1}(e^{\Delta tA} - I)F(u(t_n)).
\]

For the general stochastic integral, we use the following approximation

\[
\int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}G(u(s)) \ast dW(s) \approx \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s)A}G(u(s))dW(s).
\]

66
Chapter 3: Generalised version of SEI scheme

\[(1 - \alpha)e^{(1-\alpha)\Delta tA}(u_{t_n}) + \alpha e^{\alpha \Delta tA}G(u_{t_{n+1}})) \Delta W_n,\]

for \(\alpha \in [0, 1]\). This approximation, \(\alpha\) in particular, reflects the choice of the intermediate point at which the integrand is evaluated. See for example that for \(\alpha = 0\) we get \(e^{\Delta tA}G(u_{t_n}) \Delta W_n\), which corresponds to the approximation of the Itô stochastic integral using the left-end point of the interval \([t_n, t_{n+1}]\). For \(\alpha = \frac{1}{2}\) on the other hand, we get \(\frac{1}{2}e^{\frac{\Delta tA}{2}}(G(u_{t_n}) + G(u_{t_{n+1}})) \Delta W_n\), which corresponds to the approximation of the Stratonovich integral using the mid-point of each subinterval, as in (1.42) of Section 1.2.6. Then, our scheme becomes

\[u_{n+1} = e^{\Delta tA}u_n + A^{-1}(e^{\Delta tA} - I)F(u_n) + [(1 - \alpha)e^{(1-\alpha)\Delta tA}G(u_n) + \alpha e^{\alpha \Delta tA}G(\tilde{u}_{n+1})] \Delta W_n\]

(3.10)

where \(u_{n+1}\) denotes the approximate solution at time \(t_{n+1}\) and \(\tilde{u}_{n+1}\) is a predictor given, in general, by the expression

\[\tilde{u}_{n+1} = S_1 u_n + S_2 F(u_n) + S_3 G(u_n) \Delta W_n.\]

(3.11)

Throughout the analysis and experiments of the previous chapters, we have used different methods like the Euler-Maruyama method as well as the exponential integrators for Itô (ETD) in order to obtain \(\tilde{u}_{n+1}\). The idea behind this general version of the predictor is that we can obtain all the previously mentioned or any other method by substituting in (3.11) for \(S_1, S_2, S_3\) accordingly. The connection between the predictors obtained by different methods, is related to the order of convergence of each method. In the following examples, we see predictors taken by the exponential integrators and the implicit Euler-Maruyama schemes.

**Example 1.** Let \(\tilde{u}_{n+1}\) be given by the exponential integrators scheme as given in (1.24). Then \(S_1 = S_3 = e^{\Delta tA}\) and \(S_2 = A^{-1}(e^{\Delta tA} - I)\), so that

\[\tilde{u}_{n+1} = e^{\Delta tA}u_n + A^{-1}(e^{\Delta tA} - I)F(u_n) + e^{\Delta tA}G(u_n) \Delta W_n.\]

By Taylor expansion of the exponential series we have

\[e^{\Delta tA} = I + \Delta tA + \frac{1}{2}\Delta^2 A^2 + \ldots\]

\[A^{-1}(e^{\Delta tA} - I) = \Delta t + \frac{1}{2}\Delta t^2 A + \ldots\]

Hence,

\[\tilde{u}_{n+1} = (I + \Delta tA)u_n + \Delta tF(u_n) + (I + \Delta tA)G(u_n) \Delta W_n + h.o.t.\]

**Example 2.** In this example we consider the predictor \(\tilde{u}_{n+1}\) to be taken by the
implicit Euler-Maruyama scheme, where \( S_1 = S_3 = (I - \Delta tA)^{-1} \) and \( S_2 = (I - \Delta tA)^{-1} \Delta t \). Then,

\[
\tilde{u}_{n+1} = (I - \Delta tA)^{-1} u_n + (I - \Delta tA)^{-1} F(u_n) \Delta t + (I - \Delta tA)^{-1} G(u_n) \Delta W_n.
\]

Again by Taylor expansion

\[
(I - \Delta tA)^{-1} = I + \Delta tA + \ldots
\]

\[
\Delta t(I - \Delta tA) = \Delta t + \Delta t^2 A + \ldots
\]

Hence,

\[
\tilde{u}_{n+1} = (I + \Delta tA) u_n + \Delta t F(u_n) + (I + \Delta tA) G(u_n) \Delta W_n + h.o.t
\]

We see that the approximations in Examples 1 and 2 are of the same order. We conclude that as long as the method used to obtain the predictor \( \tilde{u}_{n+1} \) is of a specific known order of convergence, we can impose the following assumptions on \( S_1, S_2, S_3 \).

**Assumption 3.2.1.** Let \( S = e^{\Delta tA} \), then let \( S_1, S_2 \), and \( S_3 \), as in (3.11), satisfy the following inequalities

\[
\|S - S_\ell\|_F \leq D \Delta t^p, \quad \ell = 1, 3
\]

and

\[
\|S_2\|_F \leq D \Delta t^q,
\]

where \( D, p, q > 0 \) are constants.

In preparation for the strong convergence analysis, we now write the scheme of equation (3.10) in a continuous form. In order to derive this form, we substitute for the predictor \( \tilde{u}_{n+1} \) and Taylor expand \( G(\tilde{u}_{n+1}) \) about \( u_n \) in the interval \([t_n, t_{n+1}]\). So, since \( S_1 u_n = u_n + (S_1 - I) u_n \),

\[
G(\tilde{u}_{n+1}) = G(u_n) + DG(u_n) [(S_1 - I) u_n + S_2 F(u_n) + S_3 G(u_n) \Delta W_n] + R
\]

\[
= G(u_n) + DG(u_n) \hat{h} + R
\]

where \( \hat{h} := (S_1 - I) u_n + S_2 F(u_n) + S_3 G(u_n) \Delta W_n \) and \( R \) is the second order remainder term of the expansion given in integral form by

\[
R := \frac{1}{2} \int_0^1 (1 - \theta) \hat{h}^\top D^2 G(u_n + \theta \hat{h}) \hat{h} d\theta.
\]

Thus, the continuous version of the numerical approximation to equation (3.5) is
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given by

\[ u_{n+1} = e^{\Delta t A} u_n + \int_{t_n}^{t_{n+1}} e^{(t_{n+1} - s)A} F(u_s) ds \]

\[ + \int_{t_n}^{t_{n+1}} ((1 - \alpha)e^{(1-\alpha)\Delta t A} G(u_n) + \alpha e^{\alpha \Delta t A} G(u_n)) dW(s) \]

\[ + \int_{t_n}^{t_{n+1}} \alpha e^{\Delta t A} DG(u_n)(S_1 - I) u_n dW(s) + \int_{t_n}^{t_{n+1}} \alpha e^{\alpha \Delta t A} DG(u_n) S_2 F(u_n) \Delta t dW(s) \]

\[ + \int_{t_n}^{t_{n+1}} \alpha e^{\alpha \Delta t A} DG(u_n) S_3 c(u_n) ds \]

where \( c(u_n) = (c_1(u_n),\ldots,c_d(u_n)) \in \mathbb{R}^d \) with i-th component, as defined in (3.8).

By recurrence, we finally get the form of the approximate solution of (3.5) that is used for the convergence analysis.

\[ u_n = e^{t_n A} u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-s})A} F(u_s) ds + (1 - \alpha) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-s})A} G(u_s) dW(s) \]

\[ + \alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-s})A} G(u_s) dW(s) + \frac{1}{2} \alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-s})A} RdW(s), \]

Before giving the form of the exact solution that we use for the proof of convergence, we require that the correction term \( c(u) \) satisfies the Lipschitz and the linear growth conditions of Assumption 2.1.2.

Now, let us examine the general SDE (3.5). Using Proposition 3.1.2 for interpreting the general stochastic integral of (3.9) by means of Itô calculus, the exact solution of (3.5) in integral form is equivalently written as
\[ u(t_n) = e^{t_n A}u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A}F(u(s))ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A}G(u(s))dW(s) \]

(3.14)

\[ + \alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A}c(u(s))ds, \]

where \( c(u) \) is as in (3.8) for \( \phi(u) = G(u) \). We consider the difference between the exact and the approximate solution given by (3.14)-(3.13) and we group it in different terms, in a convenient for analysis way. Similar to the Stratonovich approach of Section 2, we assume that there is no error in the initial data, which explains why there is no initial condition term among the difference terms defined below. Then, \( u(t_n) - u_n = I + II + III + IV + V + VI \), where

\[ I := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A}\left( F(u(s)) - F(u_k) \right)ds \]

\[ II := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left( e^{(t_n-s)A}G(u(s)) - e^{t_n A}G(u_k) \right) \left( (1-\alpha)e^{-(t_k+1-A)} + \alpha e^{-t_k A} \right) dW(s) \]

\[ III := \alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left( e^{(t_n-s)A}c(u(s)) - e^{(t_n-t_k-A)}S_3c(u_k) \right) ds \]

\[ IV := -\alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_k-A)}DG(u_k)F(u_k)S_2 dW(s) \]

\[ V := -\alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_k-A)}DG(u_k)(S_1 - I)u_k dW(s) \]

\[ VI := -\frac{\alpha}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_k-A)}R dW(s). \]

Then, the strong or mean-square rate of convergence of the generalised version of the exponential integrators-based scheme of this section, is given by the following theorem.

**Theorem 3.2.2.** Let \( u(t_n) \) denote the exact solution of (3.5) as given by equation (3.14) and \( u_n \) be the approximate solution given by equation (3.13). Moreover, let Assumptions 1.1.9, 1.1.10, 1.4.8, 2.1.2 and 3.2.1 hold. Then

\[ \left( \mathbb{E}[\|u(t_n) - u_n\|_2^2] \right)^{1/2} \leq C \left( \Delta t^{1/2} \ln(\Delta t) + \Delta t^{p+\frac{1}{2}} \right), \]

where \( C \) is a constant depending only on the data.
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where \( p > 0 \) and \( C \) is a positive constant independent of \( \Delta t \).

As before, we prove Theorem 3.2.2 by using a sequence of lemmas that provide separate upper bounds for each of the previously defined terms I-VI of the difference. Putting all the individual estimates together at the end, we deduce how well (3.13) approximates the exact solution.

**Lemma 3.2.3.**

Let Assumptions 1.1.9, 1.1.10 and 1.4.8 hold. Then

\[
E\left[\left\| I \right\|^2 \right] \leq C_1 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left[\left\| u(s) - u_k \right\|^2 \right] ds,
\]

where \( C_1 \) is a positive constant independent of \( \Delta t \).

**Proof.** The proof is the same as in Lemma 2.1.3.

**Lemma 3.2.4.**

Let Assumptions 1.1.9, 1.1.10 and 1.4.8 hold. Then

\[
E\left[\left\| II \right\|^2 \right] \leq C_{2,1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left[\left\| u(s) - u_k \right\|^2 \right] ds + C_{2,2} \Delta t \left( \ln(\Delta t) \right)^2,
\]

where \( C_{2,1} \) and \( C_{2,2} \) are both positive constants independent of \( \Delta t \).

**Proof.** By Itô’s isometry

\[
E\left[\left\| II \right\|^2 \right] = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left[\left\| e^{(t_{n-s})A} G(u(s)) - e^{t_{n}A} G(u_k) \left( (1 - \alpha) e^{-t_{k+1} - (1 - \alpha)A} + \alpha e^{-t_{k+1}} \right) \right\|^2 \right] ds.
\]

By adding and subtracting the term \( e^{(t_{n-s})A} G(u_k) \)

\[
E\left[\left\| II \right\|^2 \right] \leq \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left[\left\| e^{(t_{n-s})A} (G(u(s)) - G(u_k)) \right\|^2 \right] ds
\]

\[+ \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left[\left\| \left( e^{(t_{n-s})A} - e^{t_{n}A} \left( (1 - \alpha) e^{-t_{k+1} - (1 - \alpha)A} + \alpha e^{-t_{k+1}} \right) \right) G(u_k) \right\|^2 \right] ds.
\]

That is,

\[
E\left[\left\| II \right\|^2 \right] \leq II_1 + II_2,
\]

where

\[
II_1 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left[\left\| e^{(t_{n-s})A} (G(u(s)) - G(u_k)) \right\|^2 \right] ds
\]
and

\[ II_2 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[ \| (e^{(t_n-s)A} - e^{t_nA}((1 - \alpha) e^{-t_{k+1}A} + \alpha e^{-t_{k+1}A}) ) G(u_k) \|_F^2 \right] ds. \]

We seek upper bounds for the two different terms \( II_1 \) and \( II_2 \) separately. An upper bound for the term \( II_1 \) is given in (3.15) below and is found in a similar way to the bound for \( \mathbb{E}[\| I \|_F^2] \).

\[
II_1 \leq C_{2,1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\| u(s) - u_k \|_F^2] ds, \tag{3.15}
\]

where \( C_{2,1} = C_l^2 \sup_{0 \leq s \leq t_n} \mathbb{E}\| e^{(t_n-s)A} \|_F^2 \) and \( C_l \) is the Lipschitz constant as in Assumption 1.1.9. For the term \( II_2 \), we use Hölder’s inequality, Remark 2.1.4 and the semigroup properties of Proposition 1.4.9:

\[
II_2 = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[ \| (e^{(t_n-s)A} - e^{(t_n-t_{k+1}A) + \alpha (e^{(t_n-t_{k+1}A) - e^{(t_n-t_{k+1}A)})} G(u_k) \|_F^2 \right] ds
\]

\[
\leq \sup_{0 \leq k \leq n-1} \mathbb{E}[\| G(u_k) \|_F^2] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[ \| e^{(t_n-s)A} - e^{(t_n-t_{k+1}A)} \|_F^2 \right] ds,
\]

since \( \alpha \in [0,1] \). Then

\[
II_2 \leq \sup_{0 \leq k \leq n-1} \mathbb{E}[\| G(u_k) \|_F^2] C^2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \frac{(s - t_{k+1})^2}{(t_n - s)^2} ds
\]

\[
\leq \sup_{0 \leq k \leq n-1} \mathbb{E}[\| G(u_k) \|_F^2] C^2 \sum_{k=0}^{n-1} \frac{1}{(t_n - t_{k+1})^2} \int_{t_k}^{t_{k+1}} (s - t_{k+1})^2 ds
\]

\[
\leq \sup_{0 \leq k \leq n-1} \mathbb{E}[\| G(u_k) \|_F^2] C^2 \Delta t \sum_{k=0}^{n-1} \left( \frac{\Delta t}{t_n - t_{k+1}} \right)^2,
\]

where \( C \) is a constant as in the semi-group properties Proposition 1.4.9. Then, since
\[\sum_{k=0}^{n-1} \frac{\Delta t}{(t_n - t_k - (1 - \alpha))}\] grows logarithmically, we have that for some constant \(K > 0\)

\[II_2 \leq \sup_{0 \leq k \leq n-1} \mathbb{E}[\|G(u_k)\|^2_F]C^2K\Delta t(\ln(\Delta t))^2,\]

where \(C_{2,2} = \sup_{0 \leq k \leq n-1} \mathbb{E}[\|G(u_k)\|^2_F]C^2K\). Putting the two estimates for \(II_1\) and \(II_2\) together finishes the proof.

\[\square\]

**Lemma 3.2.5.**

Let Assumptions \([1.1.9\, 1.1.10\, 1.4.8\, 2.1.2\,\text{and}\, 3.2.1\) hold. Then

\[\mathbb{E}[\|III\|^2_2] \leq C_{3,1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|^2_2]ds + C_{3,2}(\Delta t(\ln(\Delta t))^2 + \Delta t^{2p+1}),\]

where \(C_{3,1}\) and \(C_{3,2}\) are positive constants independent of \(\Delta t\) and \(p > 0\).

**Proof.**

\[\mathbb{E}[\|III\|^2_2] = \alpha \mathbb{E}\left[\left\| \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-s)A}c(u(s)) - e^{(t_n-t_k+\alpha)A}S_3c(u_k)) ds \right\|^2_2\right].\]

By taking into consideration that \(\alpha \leq 1\) and exchanging the order of expectation and integration

\[\mathbb{E}[\|III\|^2_2] \leq \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-s)A}c(u(s)) - e^{(t_n-t_k+\alpha)A}S_3c(u_k)\|_2^2]ds.\]

We add and subtract the term \(e^{(t_n-s)A}c(u_k)\) to get

\[\mathbb{E}[\|III\|^2_2] \leq III_1 + III_2\]

where

\[III_1 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-s)A}(c(u(s)) - c(u_k))\|_2^2]ds\]

and

\[III_2 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-t_k+\alpha)A}S_3c(u_k)\|_2^2]ds.\]
Then, by Assumption 2.1.2 we have

\[ III_1 \leq \sum_{k=0}^{n-1} \sup_{t_k \leq s \leq t_{k+1}} \mathbb{E}[\|e^{(t_n-s)A}\|_F^2] \int_{t_k}^{t_{k+1}} \mathbb{E}[\|c(u(s)) - \hat{c}(u_k)\|_2^2]ds \]

\[ \leq C_{3,1} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(s) - u_k\|_2^2]ds, \]

where \( C_{3,1} = C_2^2 \sup_{0 \leq s \leq t_n} \mathbb{E}[\|e^{(t_n-s)A}\|_F^2] \) and \( C_l \) is the Lipschitz constant.

Moreover,

\[ III_2 \leq \sup_{0 \leq k \leq n-1} \left( \mathbb{E}[1 + \|c(u_k)\|_2^2] \right) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-s)A} - e^{(t_n-t_{k+1})A}S_3\|_F^2]ds. \]

At this stage, we additionally add and subtract \( e^{(t_n-t_{k+1})A}e^{\Delta t A} \) to the term \( e^{(t_n-s)A} - e^{(t_n-t_{k+1})A}S_3 \) in order to create the difference \( S - S_3 \). Thus,

\[ III_2 \leq \sup_{0 \leq k \leq n-1} \left( \mathbb{E}[1 + \|c(u_k)\|_2^2] \right) (III_{2,1} + III_{2,2}) \]

where

\[ III_{2,1} := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-s)A} - e^{(t_n-t_{k+1})A}\|_F^2]ds \]

and

\[ III_{2,2} := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-t_{k+1})A}(e^{\Delta t A} - S_3)\|_F^2]ds. \]

Using Proposition 1.4.9 and Assumption 3.2.1, we find upper bounds for the two new terms that have been formed.

\[ III_{2,1} \leq C^2 \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \frac{(s - t_{k+1} - (1-\alpha))^2}{(t_n - s)^2} ds \]

\[ \leq C^2 \sum_{k=0}^{n-1} \frac{1}{(t_n - t_{k+1} - (1-\alpha))^2} \int_{t_k}^{t_{k+1}} (s - t_{k+1} - (1-\alpha))^2 ds \]

\[ \leq C^2 \Delta t \sum_{k=0}^{n-1} \left( \frac{\Delta t}{t_n - t_{k+1} - (1-\alpha)} \right)^2, \]

where \( C \) is a constant as in the semi-group properties Proposition 1.4.9. Then, since
Lemma 3.2.6. Let Assumptions 1.1.9, 1.1.10, 1.4.8 and 3.2.1 hold. Then

\[ \mathbb{E}[\|IV\|_2^2] \leq C_4 \Delta t^{2q+1}, \]

where \( C_4 \) is a positive constant independent of \( \Delta t \) and \( q > 0 \).

Proof. By Itô’s isometry and Hölder’s inequality

\[
\mathbb{E}[\|IV\|_2^2] = \alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-t_k+\alpha)A}DG(u_k)F(u_k)S_2\|_F^2] \, ds
\]

\[
\leq \alpha \sup_{0 \leq k \leq n-1} \mathbb{E}[\|DG(u_k)F(u_k)\|_F^2] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|e^{(t_n-t_k+\alpha)A}S_2\|_F^2] \, ds.
\]

Using Assumption 3.2.1,

\[
\mathbb{E}[\|IV\|_2^2] \leq \alpha \sup_{0 \leq k \leq n-1} \mathbb{E}[\|DG(u_k)F(u_k)\|_F^2] \sup_{0 \leq k \leq n-1} \mathbb{E}[\|e^{(t_n-t_k+\alpha)A}\|_F^2] \Delta t^{2q+1}
\]

\[ = C_4 \Delta t^{2q+1}, \]

where \( C_4 = \alpha D \sup_{0 \leq k \leq n-1} \mathbb{E}[\|DG(u_k)F(u_k)\|_F^2] \sup_{0 \leq k \leq n-1} \mathbb{E}[\|e^{(t_n-t_k+\alpha)A}\|_F^2] \) and \( D > 0 \) is a constant as in Assumption 3.2.1.

\[ \square \]
Lemma 3.2.7. Let Assumptions 1.1.9, 1.4.8 and 3.2.1 hold. Then

\[ E[\|V\|^2] \leq C_5 \Delta t^{2p+1}, \]

where \( C_5 > 0 \) is a constant independent of \( \Delta t \) and \( p > 0 \).

Proof. Again, by Itô’s isometry and Hölder’s inequality,

\[ E[\|V\|^2] = \alpha \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|e^{(t_n-t_{k+\alpha})A}DG(u_k)(S_1-I)u_k\|^2_F]ds \]

\[ \leq \alpha \sup_{0 \leq k \leq n-1} E[\|DG(u_k)u_k\|^2_F] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|e^{(t_n-t_{k+\alpha})A}S_1 - e^{(t_n-t_{k+\alpha})A}\|^2_F]ds. \]

By adding and subtracting the term \( e^{(t_n-t_{k+\alpha})A} \)

\[ E[\|V\|^2] \leq \alpha C \left( \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|e^{(t_n-t_{k+\alpha})A}(S_1 - e^{\Delta t A})\|^2_F]ds \right) \]

\[ + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|e^{(t_n-t_{k-(1-\alpha)})A} - e^{(t_n-t_{k+\alpha})A}\|^2_F]ds. \]

Using Assumption 3.2.1 we get the final estimate for this term. \( \square \)

Lemma 3.2.8. Let Assumptions 1.1.9, 1.1.10, 1.4.8, 2.1.1 and 3.2.1 hold and let \( p > 0 \). Then

\[ E[\|VI\|^2] \leq C_6 \Delta t^{2p+1}, \]

where \( C_6 \) is a positive constant independent of \( \Delta t \).

Proof. By substituting the remainder \( R \) from equation (3.12)

\[ E[\|VI\|^2] = \frac{\alpha}{4} E \left[ \| \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_{k+\alpha})A} \left( \int_0^1 (1 - \theta) \hat{h}_j^\top D^2 G(u_k + \theta \hat{h}) \hat{h} d\theta \right) d\mathbf{W}(s) \|^2_F \right]. \]

Since, \( (1 - \theta) \hat{h}_j^\top D^2 G(u_k + \theta \hat{h}) \hat{h} \) is bounded in the interval \([0, 1]\), we have that

\[ \int_0^1 (1 - \theta) \hat{h}_j^\top D^2 G(u_k + \theta \hat{h}) \hat{h} d\theta \leq \Delta t \max_{0 \leq \theta \leq 1} ((1 - \theta) \hat{h}_j^\top D^2 G(u_k + \theta \hat{h}) \hat{h}). \]
Then,
\[ \mathbb{E} [ \| V J \|_2^2 ] \leq \frac{\alpha}{4} \mathbb{E} \left[ \left\| \sum_{k=0}^{n-1} e^{(t_n - t_{k+1})A} \Delta t \max_{0 \leq \theta \leq 1} ((1 - \theta) \hat{h}^\top D^2 G(\mathbf{u}_k + \theta \hat{h}) \mathbf{h}) \Delta \mathbf{W}_k \right\|_2^2 \right] \]
\[ \leq \frac{\alpha}{4} \sup_{0 \leq k \leq n-1} \left\{ \mathbb{E} \left[ \| e^{(t_n - t_{k+1})A} \|_F^2 \max_{0 \leq \theta \leq 1} ((1 - \theta) \hat{h}^\top D^2 G(\mathbf{u}_k + \theta \hat{h}) \mathbf{h}) \right] \right\} \Delta t^3 \]
\[ = C_6 \Delta t^3, \]
where \( C_6 = \frac{\alpha}{4} \sup_{0 \leq k \leq n-1} \left\{ \mathbb{E} \left[ \| e^{(t_n - t_{k+1})A} \|_F^2 \max_{0 \leq \theta \leq 1} ((1 - \theta) \hat{h}^\top D^2 G(\mathbf{u}_k + \theta \hat{h}) \mathbf{h}) \right] \right\}. \]

Alternatively, recall from the proof of Lemma 2.1.7 that \( \max_{0 \leq \theta \leq 1} ((1 - \theta) \hat{h}^\top D^2 G(\mathbf{u}_k + \theta \hat{h}) \mathbf{h}) \Delta \mathbf{W}_k \) is a vector in \( \mathbb{R}^d \), the i-th component of which is given by equation (2.15) after substituting \( \hat{h} \) for \( h \).

After estimating upper bounds for all the individual terms \( I, \ldots, VI \), we can put the estimates together and prove the convergence Theorem 3.2.2.

**Proof.** Using the estimates provided by Lemmas 3.2.3, 3.2.4, 3.2.5 and 3.2.6, we get
\[ \mathbb{E} [ \| u(t_n) - u_n \|_2^2 ] \leq K \sup_{0 \leq k \leq n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} [ \| u(s) - u_k \|_2^2 ] ds + L\Delta t \left( \ln(\Delta t) \right)^2 + M\Delta t^{2p+1}, \]
where \( K = C_1 + C_{2,1} + C_{3,1}, L = C_{2,2} + C_{3,2}, M = C_{3,2} + C_4 + C_5 + C_6, \) all positive constants independent of \( \Delta t \). Then, by Gronwall’s lemma
\[ \mathbb{E} [ \| u(t_n) - u_n \|_2^2 ] \leq L\Delta t \left( \ln(\Delta t) \right)^2 + M\Delta t^{2p+1} \]
\[ + K \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{K(t-s)} \left( L\Delta t \left( \ln(\Delta t) \right)^2 + M\Delta t^{2p+1} \right) ds \]
\[ \leq C^2 \left( \Delta t (\ln(\Delta t))^2 + \Delta t^{2p+1} \right). \]
Taking the square root on both sides finishes the proof. \( \square \)

In the above result for the order of convergence, the term \( \Delta t^{p+\frac{1}{2}} \) is either smaller or equal to \( \Delta t \left( \ln(\Delta t) \right)^p \) depending on what value the positive constant \( p \) takes. This confirms the observation made in [79] that as regards the overall accuracy, there is no particular advantage of using a predictor of higher order than the order of the corrector. It also means that \( \Delta t^{p+\frac{1}{2}} \) could be ignored and hence omitted from the
3.3 Numerical experiments on the Heston model

In this section, we experiment with the different values of $\alpha$ in scheme (3.10). We consider the one dimensional $3/2$-Heston stochastic volatility model, used in finance for pricing derivatives. The model, as it appears in [25], is given by the following equation

$$du = \left(\mu u(t) - \kappa u^2(t)\right)dt + \lambda u^{3/2}(t)\,dW(t), \quad (3.16)$$

with $\kappa, \lambda, \mu > 0$. The authors in [25], introduce a Milstein-type scheme which they use for approximating (3.16). The scheme, called $(\theta, \sigma)$-Milstein, is derived from the Stratonovich Taylor expansion and is given by the following equation

$$u_{n+1} = u_n + \left[\theta f(\tilde{u}_{n+1}) + (1 - \theta)f(u_n)\right]\Delta t + g(u_n)\Delta W_n + \frac{1}{2}g'(u_n)g(u_n)\Delta W_n^2$$

$$- \frac{1}{2}\left[(1 - \sigma)g'(u_n)g(u_n) + \sigma g'(\tilde{u}_{n+1})g(\tilde{u}_{n+1})\right]\Delta t. \quad (3.17)$$

With $\tilde{u}_{n+1}$ being given by the explicit expression

$$u_{n+1} = \left(2(\kappa + 3\lambda^2\Delta t)\right)^{-1}$$

$$\times \left[\left((1 - \mu\Delta t)^2 + 4(\kappa + 3\lambda^2)\Delta t(u_n + \lambda u_n^{3/2}\Delta W_n + \frac{3}{4}\lambda^2 u_n^2\Delta W_n^2)\right)^{1/2} - (1 - \mu\Delta t)\right]. \quad (3.18)$$

In what follows, we approximate (3.16) by the scheme (3.17) and by our scheme (3.10) and we confirm that for $(\theta, \sigma) = (1, 1)$ and for $\alpha = 0.5$ we obtain the same results, see Figure 3.1. Later in Figure 3.2 we approximate (3.16) by (3.10) for different values of $\alpha$ corresponding to different interpretations of the stochastic integral. For $\alpha = 0$ we obtain the Itô interpretation while for $\alpha = \frac{1}{2}$ the Stratonovich.

In Figure 3.3, we look at the solution of (3.16) approximated by our scheme, as given in (3.10), for two different predictors obtained from the Euler-Maruyama and the ETD schemes.

Our scheme seems to perform well in approximating the solution of the Heston model considered at the specific time interval and for the chosen parameter values. However, note that the model does not satisfy the globally Lipschitz condition which is required for the strong convergence proof. This, could in general question the performance of the scheme for different parameter-values of the model, or when considered at a different time interval. A possible way to overcome this difficulty could be to consider a so called tamed scheme. Tamed schemes, as introduced in
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Figure 3.1: Heston stochastic volatility $3/2$ model (3.16) approximated by $(1,1)$-Milstein (3.17) and by general SEI (3.10) for $\alpha = 0.5$. Parameter values are $\mu = 0.1$, $\kappa = 0.2$, $\lambda = \sqrt{0.2}$ and initial condition $u(0) = 0.5$.

Figure 3.2: Heston stochastic volatility $3/2$ model (3.16) approximated by (3.10) for different values $\alpha = 0, 0.5, 1$. Parameter values are $\mu = 0.1$, $\kappa = 0.2$, $\lambda = \sqrt{0.2}$ and initial condition $u(0) = 0.5$. 
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Figure 3.3: Heston stochastic volatility $3/2$ model (3.16) approximated by (3.10) with $\alpha = 0.5$ and predictors $\tilde{u}_{n+1}$ taken by Euler-Maruyama and ETD schemes (left). Absolute difference between the two different solutions against time (right). Parameter values are $\mu = 0.1$, $\kappa = 0.2$, $\lambda = \sqrt{0.2}$ and initial condition $u(0) = 0.5$.

[31], comprise modifying the drift term in a specific way so that it is uniformly bounded. Another approach in [76], deals with problems where not only the drift but also the diffusion term is assumed to be only locally Lipschitz continuous. More results related to a class of suitably tamed numerical schemes can be found in [30].

This chapter concludes the SDEs section of this thesis. In the following chapters we deal with both the analysis and the numerical approximation of Stratonovich SPDEs.
Chapter 4

Stochastic PDEs

In this chapter, we extend the results of Chapter 2 from SDEs to a more general context where we are dealing with solving SPDEs. More particularly, we look at the approximation of SPDEs, using SEI as a time discretisation method and we prove analytically strong convergence. We mainly consider Stratonovich-type reaction-diffusion semilinear SPDEs of the form

\[
du(x,t) = [Au(x,t) + F(u(x,t))]dt + G(u(x,t)) \circ dW(x,t).
\]

(4.1)

For the sake of completeness however, we mention that a reaction-diffusion Itô-interpreted SPDE is given by

\[
du(x,t) = [Au(x,t) + F(u(x,t))]dt + G(u(x,t))dW(x,t).
\]

(4.2)

In this context, \(u(x,t)\) of equation (4.1) is a random process taking values in a Hilbert space \(H\). Note that \(u(x,t)\) is suppressed notation for \(u(x,t,\omega)\), where \(\omega \in \Omega\) on a given filtered probability space \((\Omega, \mathcal{F}_t, \mathcal{F}, \mathbb{P})\) as seen in Definition 1.1.1. This will later be further suppressed to \(u(t)\) for simplicity reasons. The initial condition \(u(0,x)\) is denoted as \(u^0(x)\). Our space and time variables lie in finite bounded domains \(D\) and \([0,T], T > 0\) respectively. \(A\) is in general an unbounded linear operator that denotes the second spatial derivative \(\partial_{xx}\), it acts on a Hilbert space \(H\) and is defined on a domain \(\mathcal{D}(A) \subset H\). Unless stated otherwise \(H\) will be \(L^2(D)\) in our case. We let \(A\) satisfy the following Assumption.

**Assumption 4.0.1.** Let \(H\) be a Hilbert space and let \(A\) be a linear operator that generates an analytic semigroup \(S(t) := e^{tA}\). We assume that there exists an orthonormal basis \(\{\phi_j\}_{j \in \mathbb{N}}\) on \(H\) and also that \(A\) has the set of eigenfunctions \(\{\phi_j\}_{j \in \mathbb{N}}\) with corresponding eigenvalues \(\lambda_j, j \in \mathbb{N}\) in increasing order. Then, \(A\) can be rep-
presented as

\[ Au = \sum_{j=1}^{\infty} \lambda_j (\phi_j, u) \phi_j, \quad \text{for all } u \in \mathcal{D}(A), \]

where the domain of \( A \) is defined as

\[ \mathcal{D}(A) = \{ u \in H : \sum_{j=1}^{\infty} |\lambda_j|^2 |(\phi_j, u)|^2 < \infty \}. \]

Then, \( A \) satisfies the properties of Proposition 1.4.8. Looking back at equation (4.1), we wish to give to \( W(x, t) \) an interpretation that also involves the spatial variable and hence is suitable for the SPDEs context. The approach that we follow is that we consider \( W(x, t) \) to be a space-time Q-Wiener process over a separable Hilbert space. By \( Q \) we denote the covariance operator of the Wiener process and we require that it satisfies the following assumption.

**Assumption 4.0.2.** Let \( Q \) be a non-negative, symmetric, trace-class operator. Moreover, we assume that \( Q \) has an orthonormal basis \( \{ \phi_j \}_{j \in \mathbb{Z}} \) of eigenfunctions with corresponding eigenvalues \( \zeta_j \).

Then, the trace of \( Q \) is defined by \( Tr(Q) := \sum_{j \in \mathbb{Z}} \phi_j \). Note that, in order to have a trace class Q-Wiener process, we require that \( Tr(Q) < +\infty \). In the opposite case, when \( Q \equiv I \) for example, we have \( Tr(Q) = +\infty \) and the process is called cylindrical Wiener process or space-time white noise [54]. We use the expansion of the following theorem to represent \( W(t) \).

**Theorem 4.0.3.** Let \( Q \) satisfy Assumption 4.0.2. Then \( W(t) \) is a Q-Wiener process if and only if

\[ W(t) = \sum_{j \in \mathbb{Z}} \sqrt{\zeta_j} \phi_j(t), \]

where \( \beta_j(t) \) are independent, identically distributed (iid) Brownian motions and \( \zeta_j, \phi_j \) are the eigenvalues and the corresponding eigenfunctions of the covariance operator \( Q \).

A proof of Theorem 4.0.3 can be found in [54]. Then, given a our spatial domain \( D \), we choose \( \{ \phi_j \}_{j \in \mathbb{Z}} \) to be an orthonormal basis of \( L^2(D) \) and we write \( W(x, t) \) as

\[ W(x, t) = \sum_{j \in \mathbb{Z}} \sqrt{\zeta_j} \phi_j(x) \beta_j(t). \quad (4.3) \]

\( W(x, t) \) is now a Q-Wiener process that takes values in the Hilbert space \( H^s(D) \), for \( s \geq 0 \). The choice of \( Q \), or equivalently the choice of \( \phi_j \) and \( \zeta_j \) determines the type of noise that we have in space. In other words, there is a connection between the
rate of decay of the eigenvalues $\zeta_j$ and the smoothness of the noise path in space. Note that, in order to simplify the notation, from now on we write $u(t)$ instead of $u(x,t)$ and $W(t)$ instead of $W(x,t)$.

Furthermore, we impose the following assumption on the drift term $F$.

**Assumption 4.0.4.** The function $F: L^2(D) \to L^2(D)$ is continuous in $L^2(D)$ and satisfies

1. the Lipschitz condition

$$\|F(u) - F(v)\|_{L^2(D)} \leq C_l \|u - v\|_{L^2(D)},$$

2. the growth condition

$$\|F(u)\|_{L^2(D)} \leq C_g (1 + \|u\|_{L^2(D)}),$$

for some constants $C_l, C_g > 0$ and for all $u, v \in L^2(D)$.

Before we impose the assumption on the diffusion term $G$, let us define the space where $G$ takes values in.

**Definition 4.0.5.** Let $L^2_0$ denote the space of linear operators $B : Q^{1/2}(H) \to H$ such that

$$\|B\|_{L^2_0} := \left( \sum_{j=1}^{\infty} \|BQ^{1/2} \chi_j\|^2 \right)^{1/2} = \|BQ^{1/2}\|_{HS(Q^{1/2}(H), H)} < \infty$$

where $\{\chi_j\}_{j \in \mathbb{N}}$ is an orthonormal basis of $H$ and $Q^{1/2}(H)$ is a subspace of the Hilbert space $H$ with norm $\|u\|_{Q^{1/2}(H)} = \|Q^{-1/2}u\|$, $u \in H$.

The space $L^2_0 := HS(Q^{1/2}(H), H)$ is also called the space of Hilbert-Schmidt operators with corresponding norm $\|\cdot\|_{L^2_0}$ as defined above. Note that this definition is independent of the choice of the orthonormal basis. We are now ready to impose the following assumption on the diffusion term.

**Assumption 4.0.6.** The function $G: L^2(D) \to L^2_0$, continuous in $L^2(D)$ satisfies

1. the Lipschitz condition

$$\|G(u) - G(v)\|_{L^2_0} \leq C_l \|u - v\|_{L^2(D)},$$

2. the growth condition

$$\|G(u)\|_{L^2_0} \leq C_g (1 + \|u\|_{L^2(D)}),$$
for some constants $C_l, C_g > 0$ and for all $u, v \in L^2(D)$.

The above Assumptions ensure the existence and uniqueness of a mild solution for an Itô-interpreted SPDE. The following theorem summarises this result.

**Theorem 4.0.7.** [54]

Let $A$ satisfy Assumption 1.4.8, $F : L^2(D) \to L^2(D)$ and $G : L^2(D) \to L^2_0$ satisfy Assumptions 4.0.4 and 4.0.6 respectively. If the initial condition $u_0 \in L^2(\Omega, \mathcal{F}_0, L^2(D))$, there exists a unique mild solution $u$ to equation (4.2).

The mild solution $u$ is satisfies the following equation

$$u(t) = e^{tA}u_0 + \int_0^t e^{(t-s)A}F(u(s))ds + \int_0^t e^{(t-s)A}G(u(s))dW(s). \quad (4.4)$$

If we think of equation (4.1) though, as its equivalent corrected Itô SPDE with an additional term, as given by the Itô-Stratonovich correction formula, we can extend the mild solution result of [11, 13, 19, 54] to our context as well. We just need to impose the following extra assumption on the correction term $DG(u)G(u)$.

**Assumption 4.0.8.** We assume that the function $G(u)DG(u)$ is continuous and satisfies

1. the Lipschitz condition

$$\|G(u_1)DG(u_1) - G(u_2)DG(u_2)\|_{L^2_0} \leq L\|u_1 - u_2\|_{L^2(D)},$$

2. the growth condition

$$\|G(u)DG(u)\|_{L^2_0} \leq M(1 + \|u\|_{L^2(D)}),$$

for some constants $L, M > 0$ and for all $u_1, u_2 \in L^2(D)$. Note that $\| \cdot \|_{L^2_0}$ is the norm associated with the $L^2_0$ space of the Hilbert-Schmidt operators.

Note that a mild solution $u(t)$ satisfies the following inequalities for $p \geq 1$ and $\beta < 1$, see more in [41]

$$\sup_{0 \leq t \leq T} \mathbb{E}[\|u(t)\|^p_{L^2(D)}] < \infty \quad (4.5)$$

and also

$$\sup_{0 \leq t \leq T} \mathbb{E}[\|A^\beta u(t)\|^p_{L^2(D)}] < \infty. \quad (4.6)$$

We saw that based on Assumptions 1.4.8, 4.0.4, 4.0.6 and 1.0.8 Theorem 4.0.7 provides existence and uniqueness of a mild solution to equation (4.1). This is the so called semigroup approach [13]. Alternative approaches for the study of SPDEs
are the variational approach [67, 47, 46] and the martingale approach [83]. There
are also several either variational or semigroup approaches that allow the drift to be
unbounded or random, see more for example in [2, 64, 69] and references therein.

After setting up the basics of the context for SPDEs, we are interested in ap-
proximating their solutions. In order to do that, we need to consider a discretization
in both space and time. We have seen several methods for discretizing in time in
Chapters 1, 2 and 3. In the following section, we make an introduction to space
discretization.

4.1 Introduction to space discretization

There are several methods for discretising in space depending on the problem that
we are solving, the domain in which we are solving it and the boundary conditions.
In this chapter we will see how to solve parabolic SPDEs by considering finite dif-
ferences (FD) and the Galerkin with finite elements method (FEM). As regards time
discretisation, we will use the SEI scheme as displayed in Chapter 2.

4.1.1 Finite Difference (FD) method

One of the simplest ways to discretize in space is the FD method. The basic idea
behind this method is to select a finite number of points, often called nodes, that
create a mesh of our domain and then approximate the solution of the SPDE in
these points. Practically, this means that the continuous in space and time solution
is approximated by a discrete one, only known on the selected nodes. Of course, the
finer the mesh, the more accurate the solution. There are several FD methods, one
of the more standard of which being the uniformly spaced central differences.

We consider a discretisation on a finite grid \(x_0, \ldots, x_m\), that is we have \(m+1\)
points, a spatial step \(\Delta x\) and we denote \(u(x_j)\) by \(u_j\). Then, the first spatial derivative
\(\partial_x\) can be approximated by the central difference operator \(D_c\) given by

\[
(D_c u)_j = \frac{u_{j+1} - u_{j-1}}{2\Delta x}, \quad j = 1, \ldots, m-1.
\]

For the second spatial derivative, we define the operator \(A_{\Delta x}\), which in matrix
notation is given by

\[
A_{\Delta x} = \begin{pmatrix}
-2 & 2 & & \\
& B & & \\
& & 2 & -2
\end{pmatrix} \in \mathbb{R}^{m \times m}, \quad \text{where} \quad B = \begin{pmatrix}
-2 & 1 & & \\
& 1 & & \\
& & \ddots & \\
& & & 1
\end{pmatrix} \in \mathbb{R}^{(m-2) \times (m-2)}.
\]
and we approximate $\partial_{xx}$ by $A_{\Delta x}$, also written as

$$(A_{\Delta x}u)_j = \frac{u_{j+1} - 2u_j + u_{j-1}}{\Delta x^2}.$$  (4.7)

As mentioned before and also as it is reflected in the definition of the differential operators, in our approach we consider Neumann boundary conditions. Hence, the discretised in space SPDE reads

$$du = [A_{\Delta x}u + F(u)]dt + G(u) \circ dW.$$  

In order to obtain a fully discrete equation, we need to additionally discretise in time. For discretising in time we can use the SEI scheme as introduced in Chapter 2 an example of using finite differences and SEI is given later in Chapter 5.

### 4.1.2 Finite Element Method (FEM)

Another numerical method for discretizing in space is the FEM. FEM is a method, widely used in engineering design, that entails solving PDEs by dividing the domain of the problem into smaller bits, parts of a finite dimensional subspace of the original space in which we consider our problem. We briefly overview the idea in a deterministic context, in order to apply it later to the SPDEs case. There is extensive literature devoted to the construction, mathematical analysis and applications of the FEM. For further reading we refer to [8, 38, 51] and references therein.

Let us consider the inhomogeneous, one-dimensional parabolic (heat) equation with the additional term $f(t, x)$ (source/sink), over a domain $D \subset \mathbb{R}$, with smooth boundary $\partial D$, Dirichlet boundary conditions and initial condition $u(x, 0) = u_0$

$$u_t = \alpha^2 u_{xx} + f(x, t), \quad \text{in } D$$

$$u = 0, \quad \text{on } \partial D.$$  (4.8)

Let us also define the space $H^1_0$ to be

$$H^1_0 = \{v : \|\nabla v\|_{L^2(D)} + \|v\|_{L^2(D)} < \infty \& v = 0 \text{ on } \partial D\}.$$  (4.9)

where $\|v\|_{L^2(D)}$ is the standard $L^2$-norm. Note that the definition of the above space depends on the boundary conditions that we have. We consider a partition of $D$ given by $I_j = [x_j, x_{j+1}], j = 1, \ldots, m-1$ such that $\bigcup_{j=1}^{m-1} I_j = D_h$, where $h = x_{j+1} - x_j$. 86
We define the space $V_{h,0}$ to be

$$V_{h,0} = \{ u_h \in C^0(D) : u \big|_{I_j} \text{ is linear} \& u = 0 \text{ outside } D_h \} ,$$

that is $u_h \in V_{h,0}$ are piece wise linear. Note that $V_{h,0}$ is finite dimensional and it is a subspace of $H^1_0$. Finally, let $\phi_j$ denote the hat functions given by

$$\phi_j(x) = \begin{cases} \frac{x-x_{j-1}}{x_j-x_{j-1}} & \text{if } x_{j-1} \leq x < x_j \\ \frac{x_{j+1}-x}{x_{j+1}-x_j} & \text{if } x_j \leq x < x_{j+1} \\ 0 & \text{otherwise} \end{cases}$$

Then, $\phi_j$ belong in $V_{h,0}$ for all $j$, they span the space $V_{h,0}$ and form a basis of $H^1_0$.

The idea behind the Galerkin finite element method is to approximate the solution of the PDE by a function $u_h$ which belongs in $V_{h,0}$.

After setting up this context, we can see how the FEM works by going back to equation (4.8). Let for example $D = (0, L)$, $\alpha > 0$ and $t \in [0, T]$. Then, the variational formulation yields

$$\int_0^L u_t v dx + \int_0^L \alpha^2 u_x v_x dx = \int_0^L f \cdot v dx, \quad (4.10)$$

where $u_t$ is called the trial and $v \in H^1_0$ is called test function. Moreover, $v$ can be written as $\phi_i$ for some $i = 1, \ldots, m - 1$ and a $u_h \in V_{h,0}$ can be written as

$$u_h = \sum_{j=1}^{N-1} \xi_j(t) \phi_j(x),$$

where

$$\xi(t) = \begin{pmatrix} \xi_1(t) \\ \vdots \\ \xi_{m-1}(t) \end{pmatrix} = \begin{pmatrix} u_h(x_1, t) \\ \vdots \\ u_h(x_{m-1}, t) \end{pmatrix}.$$ 

Substituting $v$ and $u_h$ in (4.10) we get

$$\int_0^L f \phi_i(x) dx = \sum_{j=1}^{m-1} \xi'_j(t) \int_0^L \phi_j(x) \phi_i(x) dx + \sum_{j=1}^{m-1} \xi_j(t) \int_0^L \alpha^2 \phi'_j(x) \phi'_i(x) dx. \quad (4.11)$$
We denote
\[ M_{ij} = \int_0^L \phi_j(x)\phi_i(x)dx, \]
\[ A_{ij} = \int_0^L \alpha^2 \phi'_j(x)\phi'_i(x), \]
\[ b_i(t) = \int_0^L f\phi_i(x)dx \]
for \( i, j = 1, \ldots, m - 1 \), called mass matrix, stiffness matrix and source respectively. Then (4.11) reads
\[ b_i(t) = \sum_{j=1}^{m-1} \xi'_j(t)M_{ij} + \sum_{j=1}^{m-1} \xi_j(t)A_{ij}. \quad (4.12) \]
Alternatively, (4.12) can be written in matrix form
\[ M\xi'(t) + A\xi(t) = b(t). \quad (4.13) \]
Solving (4.13) for \( \xi_j(t), j = 1, \ldots, m - 1 \), we get the approximate solution for the PDE, given by
\[ u(x, t) \approx u_h(x, t) = \sum_{j=1}^{m-1} \xi_j(t)\phi_j(x). \]

4.2 FEM and SEI for reaction-diffusion SPDE

We can now combine spatial and time discretization in order to approximate the solution of (4.1). We use the FEM for discretizing in space and SEI for discretizing in time in this first approach.

Recall in equation (4.1) that \( W \) is a space-time Wiener process. Since we are interested in approximating the solution of (4.1), we also need to approximate the sample paths of the Q-Wiener process. Let us start from doing this by using the following finite sum
\[ W_h(t) = \sum_{j=1}^{m-1} \sqrt{q_j}\phi_j(x)\beta_j(t). \quad (4.14) \]
In addition, we assume that \( \{\phi_j\}_j \) span \( V_h \) and form an orthonormal basis of the space \( H_0^1 \). In other words, we assume that we can use the same set of basis functions \( \{\phi_j\}_j \) to represent both the Wiener process \( W(t) \) and \( u(t) \). However, note that \( \{\phi_j\}_j \) here is not necessarily the same as the basis of the operator \( Q \) in equation
The strong solution of equation (4.1) is given by
\[ u(t) = u_0 + \int_0^t [A u(s) + F(u(s))] ds + \int_0^t G(u(s)) \circ dW(s). \] (4.15)

Variation of constants in (4.15) yields
\[ u(t) = e^{tA}u_0 + \int_0^t e^{(t-s)A} F(u(s)) ds + \int_0^t e^{(t-s)A} G(u(s)) \circ dW(s). \] (4.16)

Then, the weak formulation of the problem reads,
\[ \langle u(t), v \rangle = \langle u_0, v \rangle + \int_0^t \left[ \langle u(s), Av \rangle + \langle F(u(s)), v \rangle \right] ds + \int_0^t \langle G(u(s)) \circ dW(s), v \rangle, v \in V \] (4.17)

where \( V \) is the space \( H_0^1 \) as defined by equation (4.9) and
\[ \int_0^t \langle G(u(s)) \circ dW(s), v \rangle := \sum_{j=1}^{\infty} \int_0^t \langle G(u(s)) \sqrt{q_j} \phi_j(x), v \rangle \circ d\beta_j(s). \]

Then, we are ready to discretize the SPDE in space by using the FEM. We introduce the finite dimensional subspace \( V_h \) and we are looking for an approximation \( u_h \in V_h \) to the solution \( u \). Hence, our problem becomes find \( u_h \) such that
\[ \langle u_h(t), v \rangle = \langle u_{h,0}, v \rangle + \int_0^t \left[ a(u_h(s), v) + \langle F(u_h(s)), v \rangle \right] ds + \int_0^t \langle G(u_h(s)) \circ dWv \rangle, \] (4.18)

where \( a(u_h, v) = \int_0^L \nabla u_h \nabla v dx = \langle u_h, v \rangle_{1/2}, v \in V_h. \)

Let \( D = [0, L] \) and let \( P_h : L^2([0, L]) \to V_h \) be an orthogonal projection that projects the solution \( u \) to the finite dimensional space \( V_h \). Also let \( A_h : V_h \to V_h \) defined by \( \langle A_h u, v \rangle = a(u, v) \) for all \( u, v \in V_h \). We take some initial data \( u_{h,0} = P_h u_0 \) and from now on we follow the same approach as in [52]. We work on the finite-dimensional space \( V_h \) and we use the corresponding finite-dimensional version of the linear operator \( A \), given by \( A_h \). The approximate solution denoted by \( u_h \) satisfies the equation
\[ du_h = [A_h u_h + P_h F(u_h)] dt + P_h G(u_h) \circ dW(t). \] (4.19)

Note that \( P_h G(u_h) \) lies in a finite dimensional space while \( dW(t) \) does not. Hence, let \( P_{N_W} : L^2(D) \to \text{span}\{\phi_1, \ldots, \phi_{N_W}\} \) such that
\[ P_{N_W} W = W_h(t) = \sum_{j=1}^{N_W-1} \sqrt{q_j} \phi_j(x) \beta_j(t), \]

that is \( P_{N_W} \) projects \( W \) in a finite dimensional space. Then, let \( G(s, u) := G(u)P_{N_W} \).
and require that $G$ satisfies the following assumption.

**Assumption 4.2.1.** Let Assumption 4.0.6 hold. The function $G : \mathbb{R}^+ \times L^2(D) \to L_0^2$ satisfies

1. 
\[
\|G(u_1) - G(u_2)\|_{L_0^2} \leq L\|u_1 - u_2\|
\]

2. 
\[
\|P_h(G(u(s)) - G(u(t_k)))\|_{L^2(D,L_0^2)} \leq M(|s - t_k|^\theta + h^\xi),
\]

for some constants $L, M, \theta > 0$, for all $u_1, u_2 \in L^2(D)$ and $s > 0$.

Then, the semi-discrete equation reads

\[
du_h = [A_h u_h + P_h F(u_h)] dt + P_h G(u_h) \circ dW. \tag{4.20}
\]

At this stage, we additionally discretize in time by applying to (4.20) the SEI scheme, introduced for SDEs in Chapter 2. So, the fully discretized equation is written as

\[
u_{h,n+1} = e^{\Delta A_h} u_{h,n} + A_h^{-1} \left( e^{\Delta A_h} - I \right) P_h F(u_{h,n}) + \frac{1}{2} e^{\Delta A_h} P_h (G(u_{h,n}) + G(\tilde{u}_{h,n+1})) \Delta W_n. \tag{4.21}
\]

Recall that for deriving this scheme, we compute the deterministic integral and we approximate the stochastic one by using the definition of the Stratonovich integral in the following way

\[
\int_{t_n}^{t_{n+1}} e^{(t_{n+1} - s) A_h} P_h G(u_{h,n}) \circ dW(s) \approx \frac{1}{2} e^{\Delta A_h} P_h (G(u_{h,n}) + G(\tilde{u}_{h,n+1})) \Delta W_n.
\]

Imitating the SDEs’ case we can substitute for the predictor $\tilde{u}_{h,n+1}$ and Taylor-expand the term $G(\tilde{u}_{h,n+1})$ so that

\[
G(u_{h,n} + \eta) = G(u_{h,n}) + D G(u_{h,n}) \eta + R_1
\]

where $\eta := (A_h u_{h,n} + P_h F(u_{h,n})) \Delta t + G(u_{h,n}) \Delta W_n$. In this approach, $\tilde{u}_{h,n+1}$ is obtained by the Euler-Maruyama method, however, there are alternative methods that can be used in order to obtain $\tilde{u}_{h,n+1}$. Recall from the SDEs proof for the generalised version of the predictor that the order of convergence for the method that we use, contributes to the final order of convergence for the scheme, as seen in Theorem 3.2.2. Hence (4.21) can be rewritten as
\[ u_{h,n+1} = e^{\Delta t A_h} u_{h,n} + \int_{t_n}^{t_{n+1}} e^{(t_{n+1}-s) A_h} P_h F(u_{h,n}) ds + \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t A_h}{2}} P_h G(u_{h,n}) dW(s) \]
\[ + \frac{1}{2} \int_{t_n}^{t_{n+1}} e^{-\frac{\Delta t A_h}{2}} P_h D G(u_{h,n}) \eta dW(s) + \frac{1}{4} \int_{t_n}^{t_{n+1}} e^{\frac{\Delta t A_h}{2}} P_h R_1 dW(s). \]

Expanding \( \eta \) and considering the equation piece-wisely in the time interval \([0, t_n]\) leads us to the following recurrence, which in fact is the most appropriate form of the approximate solution to use for the analysis.

\[ u_{h,n} = e^{t_n A_h} u_{h,0} + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n+1}-t_k) A_h} P_h G(u_{h,k}) dW(s) \]
\[ + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n+1}-t_k) A_h} P_h G(u_{h,k}) dW(s) \]
\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n+1}-t_k) A_h} P_h G(u_{h,k}) D G(u_{h,k}) ds \]
\[ + \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n+1}-t_k) A_h} P_h D G(u_{h,k}) F(u_{h,k}) \Delta t dW(s) \]
\[ + \frac{1}{4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n+1}-t_k) A_h} P_h \left( \int_0^1 (1-s) \eta^\top D^2 G(u_{h,k} + s \eta) \eta ds \right) dW(s). \]

Recall from Theorem 4.0.7 that assumptions 4.0.1, 4.0.4, 4.0.6 provide the necessary requirements for the existence of a mild solution. The following lemma creates the necessary context for regularity of the mild solution in time.

**Lemma 4.2.2.** Let \( A, F \) and \( G \) satisfy Assumptions 4.0.1, 4.0.4 and 4.0.6 respectively. For \( T > 0, \epsilon \in (0, \zeta) \) and \( \theta_1 = \min \{(\zeta - \epsilon)/2, 1/2\} \) there exists \( K_{RT} > 0 \) such that

\[ \| u(t_2) - u(t_1) \|_{L^2(D, L^2(D))} \leq K_{RT} (t_2 - t_1)^{\theta_1}, \quad 0 \leq t_1 \leq t_2 \leq T. \]

**Proof.** The proof for the regularity of the solution in time can be found in [54]. \( \square \)

Hence, the exact solution of (4.1) after using the Itô-Stratonovich correction formula, the variation of constants and considering it in each of the subintervals...
\([t_k, t_{k+1})\) for \(k = 0, \ldots, n - 1\) satisfies the following equation

\[
\begin{align*}
u(t) &= e^{tnA}u_0 + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} F(u(s)) \, ds + \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} G(u(s)) \, dW(s) \\
&+ \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-s)A} G(u(s)) \, DG(u(s)) \, Tr(Q) \, ds,
\end{align*}
\]

(4.23)

where \(Tr(Q)\) stands for the trace of the covariance operator \(Q\).

We are interested in proving that the approximate solution, which is discretised in space by using the FEM and in time by means of SEI, converges to the exact one. Following almost the same steps with the proof of convergence for SDEs, we are going to consider the difference between the exact and the approximate solution given by (4.23)-(4.22). The difference can be grouped in five different terms for which we find upper bound estimates. These estimates show that the approximation converges and determine the order of convergence as well.

\[
\begin{align*}
I &:= e^{tnA}u_0 - e^{tnA}P_hu_{h,0} \\
II &:= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left[ e^{(t_n-s)A} F(u(s)) - e^{(t_n-t_k)A} P_hF(u_{h,k}) \right] \, ds \\
III &:= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left[ e^{(t_n-s)A} G(u(s)) - e^{(t_n-t_k-\frac{1}{2})A} P_hG(u_{h,k}) \right] \, dW(s) \\
IV &:= \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \left[ e^{(t_n-t_k-\frac{1}{2})A} P_hDG(u_{h,k}) G(u_{h,k}) \Delta t \, dW(s) - e^{(t_n-t_k-\frac{1}{2})A} P_hG(u_{h,k})DG(u_{h,k}) \right] \, ds \\
V &:= \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_k-\frac{1}{2})A} P_hDG(u_{h,k}) G(u_{h,k}) \Delta t \, dW(s) \\
&+ \frac{1}{4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n-t_k-\frac{1}{2})A} P_h \left( \int_0^1 (1-s)\eta^\top D^2G(u_{h,k} + s\eta) \eta \, ds \right) \, dW(s).
\end{align*}
\]

At this stage we define the operator \(T_{h,n}\) by \(T_{h,n}u_0 := (e^{tnA} - e^{tnA}P_h)u_0\). The following, useful for our analysis, estimate holds.

**Lemma 4.2.3.** Let \(T_{h,n}\) be an operator defined as above such that \(T_{h,n}u_0 = \)
$u(t_n) - u_{h,n}$. Then

$$
\| T_{h,n} u_0 \|_{L^2(D)} \leq K \frac{\Delta t + h^{2\beta} \Delta t^{1-\beta} + h^2}{\Delta t^{1-\beta}} \| u_0 \|_{\beta}, \text{ for all } u \in D(A^\beta)
$$

for some constant $K > 0$.

The following lemmas provide error estimates for all the above difference terms. Putting these estimates together at the end gives the final estimate.

**Lemma 4.2.4.** Let Assumption 4.0.1 hold, then there exists a constant $C_1$ such that

$$
\mathbb{E}[\| I \|_{L^2(D)}^2] \leq C_1 (\Delta t + h^2)^2.
$$

**Proof.**

$$
\mathbb{E}[\| I \|_{L^2(D)}^2] = \mathbb{E}[\| (e^{t_nA} - e^{t_nA_hP_h})u_0 \|_{L^2(D)}^2].
$$

By the definition of $T_{h,n}$ and Lemma 4.2.3 with $\beta = 1$, we have

$$
\mathbb{E}[\| I \|_{L^2(D)}^2] \leq K^2 (\Delta t + 2t^2) \| u_0 \|_{L^2(D)},
$$

where $K$ is a positive constant as in Lemma 4.2.3. \hfill \square

**Lemma 4.2.5.** Let Assumptions 4.0.1 4.0.4 hold, then

$$
\mathbb{E}[\| II \|_{L^2(D)}^2] \leq C_{2,1} \Delta t (\ln(\Delta t))^2 + C_{2,2} \ln(\Delta t)(\Delta t + h^2)^2
$$

$$
+ C_{2,3} \Delta t^{2(1-\epsilon)} + C_{2,4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\| u(t_k) - u_{h,k} \|_{L^2(D)}^2] ds.
$$

**Proof.** Let us start from observing that $II = II_1 + II_2 + II_3 + II_4$ where

$$
II_1 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-s)A} F(u(s)) - e^{(t_n-t_k)A} F(u(s))) ds
$$

$$
II_2 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-t_k)A} F(u(s)) - e^{(t_n-t_k)A_hP_h} F(u(s))) ds
$$

$$
II_3 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-t_k)A_hP_h} F(u(s)) - e^{(t_n-t_k)A_hP_h} F(u(t_k))) ds
$$

$$
II_4 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-t_k)A_hP_h} F(u(t_k)) - e^{(t_n-t_k)A_hP_h} F(u_{h,k})) ds.
$$
By the growth condition satisfied by the drift term as given in Assumption 4.0.4 and by Proposition 1.4.8 we have

$$\mathbb{E}[\|II_1\|_{L^2(D)}^2] \leq \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\left\| \left( e^{(t_n-t_s)A} - e^{(t_n-t_{t_k})A} \right) F(u(s)) \right\|_{L^2(D)}^2 \right] ds$$

$$\leq M^2 \sup_{0 \leq s \leq t_n} \left( 1 + \|u(s)\|_{L^2(D)}^2 \right) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|e^{(t_n-t_s)A} - e^{(t_n-t_{t_k})A}\|^2_{L^2(D)} \right] ds.$$

$$\leq M^2 \sup_{0 \leq s \leq t_n} \left( 1 + \|u(s)\|_{L^2(D)}^2 \right) \left( \Delta t^2 + \sum_{k=0}^{n-2} \int_{t_k}^{t_{k+1}} K^2 \left( \frac{s-t_k}{t_n-s} \right)^2 ds \right)$$

$$\leq M^2 K^2 \sup_{0 \leq s \leq t_n} \left( 1 + \|u(s)\|_{L^2(D)}^2 \right) \left( \Delta t^2 + \sum_{k=0}^{n-2} \frac{1}{(t_n-t_{k+1})^2} \int_{t_k}^{t_{k+1}} (s-t_k)^2 ds \right)$$

$$\leq M^2 K^2 \sup_{0 \leq s \leq t_n} \left( 1 + \|u(s)\|_{L^2(D)}^2 \right) \left( \Delta t^2 + \Delta t \sum_{k=0}^{n-1} \left( \frac{\Delta t}{t_n-t_{k+1}} \right)^2 \right)$$

$$\leq C_{2,1} \Delta t (\ln(\Delta t))^2,$$

where $C_{2,1} = 2M^2K^2 \sup_{0 \leq s \leq t_n} \left( 1 + \|u(s)\|_{L^2(D)}^2 \right)$ and $M, K > 0$ are constants as in Assumption 4.0.6 and Proposition 1.4.8 respectively. For the next term we use the definition of $T_{h,n}$ together with the corresponding Lemma 4.2.3 and Assumption 4.0.4 to get

$$\mathbb{E}[\|II_2\|_{L^2(D)}^2] \leq \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\left\| \left( e^{(t_n-t_s)A} - e^{(t_n-t_{t_k})A_n} P_h \right) F(u(s)) \right\|_{L^2(D)}^2 \right] ds$$

$$= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|T_{h,n-k}F(u(s))\|_{L^2(D)}^2 \right] ds$$

$$\leq \sup_{0 \leq s \leq t_n} \left( 1 + \|u(s)\|_{L^2(D)}^2 \right) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \frac{K^2 (\Delta t + h^2)^2}{t_n-t_{k+1}} ds$$

$$\leq C_{2,2} \ln(\Delta t)(\Delta t + h^2)^2,$$

where $C_{2,2} = K^2 \sup_{0 \leq s \leq t_n} \left( 1 + \|u(s)\|_{L^2(D)}^2 \right)$ and $K$ is a positive constant as in Proposition 1.4.8.

For the third term, we use the boundedness of the operator $S(t)$, the Lipschitz
condition from Assumption 4.0.4 and Lemma 4.2.2.

\[ E[\|II_3\|^2_{L^2(D)}] \leq \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left(\|e^{(t_n-t_k)A_h} P_h(F(u(s)) - F(u(t_k)))\|^2_{L^2(D)}\right) ds \]

\[ \leq L^2 \sup_{0 \leq k \leq n-1} E[\|e^{(t_n-t_k)A_h} P_h\|^2_{L^2(D)}] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|u(s) - u(t_k)\|^2_{L^2(D)}] ds \]

\[ \leq L^2 \sup_{0 \leq k \leq n-1} E[\|e^{(t_n-t_k)A_h} P_h\|^2_{L^2(D)}] \sum_{k=0}^{n-1} (s - t_k)^{2(1-\epsilon)} \leq C_{2,3} \Delta t^{2(1-\epsilon)} \]

where \( C_{2,3} = L^2 \sup_{0 \leq k \leq n-1} E[\|e^{(t_n-t_k)A_h} P_h\|^2_{L^2(D)}] \) and \( L \) is the Lipschitz constant. Using again the Lipschitz condition from Assumption 4.0.4, we bound the final term in a similar way to \( II_3 \).

\[ E[\|II_4\|^2_{L^2(D)}] \leq \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E\left(\|e^{(t_n-t_k)A_h} P_h(F(u(t_k)) - F(u_{h,k}))\|^2_{L^2(D)}\right) ds \]

\[ \leq L^2 \sup_{0 \leq k \leq n-1} E[\|e^{(t_n-t_k)A_h} P_h\|^2_{L^2(D)}] \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|u(t_k) - u_{h,k}\|^2_{L^2(D)}] ds \]

\[ = C_{2,4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|u(t_k) - u_{h,k}\|^2_{L^2(D)}] ds, \]

where \( C_{2,4} = L^2 \sup_{0 \leq k \leq n-1} E[\|e^{(t_n-t_k)A_h} P_h\|^2_{L^2(D)}] \) and \( L \) is the Lipschitz constant. Putting all the individual estimates for \( II_1, II_2, II_3 \) and \( II_4 \) together, gives the overall estimate for the term \( E[\|II\|^2_{L^2(D)}] \).

\[ \Box \]

**Lemma 4.2.6.** Let Assumptions 4.0.1, 4.0.5 hold, then

\[ E[\|III\|^2_{L^2(D)}] \leq C_{3,1} \Delta t \left( \ln \left( \Delta t \right) \right)^2 + C_{3,2} \ln(\Delta t)(\Delta t + h^2)^2 \]

\[ + C_{3,3}(\Delta t^{2\theta} + h^2) + C_{3,4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} E[\|u(t_k) - u_{h,k}\|^2_{L^2(D)}] ds. \]

**Proof.** Working in a similar way with the previous lemma, we split this term in four different terms and we work separately on each term. More specifically,

\[ III = III_1 + III_2 + III_3 + III_4 \]

where
\(III_1 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-s)A}G(u(s)) - e^{(t_n-t_{k+\frac{1}{2}})A}G(u(s)))dW(s)\)

\(III_2 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-t_{k+\frac{1}{2}})A}G(u(s)) - e^{(t_n-t_{k+\frac{1}{2}})A_h}P_hG(u(s)))dW(s)\)

\(III_3 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-t_{k+\frac{1}{2}})A_h}P_hG(u(s)) - e^{(t_n-t_{k+\frac{1}{2}})A_h}P_hG(u(t_k)))dW(s)\)

\(III_4 := \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_n-t_{k+\frac{1}{2}})A_h}P_hG(u(t_k)) - e^{(t_n-t_{k+\frac{1}{2}})A_h}P_hG(u_{h,k}))dW(s).\)

For the first term, by Itô’s isometry, Assumption 4.0.6 for the diffusion term \(G\) and Proposition 1.4.8 for \(\alpha = \beta = 1\) we get

\[
\mathbb{E}[\|III_1\|_{L^2(D)}^2] = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|e^{(t_n-s)A} - e^{(t_n-t_{k+\frac{1}{2}})A}\|_{L^2}^2\right]ds \\
\leq M^2 \sup_{0 \leq s \leq t_n} (1 + \|u(s)\|_{L^2(D)}) K^2 (\Delta t^2 + \sum_{k=0}^{n-2} \frac{1}{(t_n - t_{k+1})^2} \int_{t_k}^{t_{k+1}} (s - t_{k+\frac{1}{2}})^2 ds) \\
\leq M^2 K^2 \sup_{0 \leq s \leq t_n} (1 + \|u(s)\|_{L^2(D)}) \left(\Delta t^2 + \Delta t (\ln(\Delta t))^2\right) \\
\leq C_{3,1} \Delta t (\ln(\Delta t))^2,
\]

where \(C_{3,1} = 2M^2K^2 \sup_{0 \leq s \leq t_n} (1 + \|u(s)\|_{L^2(D)})\) and \(M, K > 0\) are constants as in Assumption 4.0.6 and Proposition 1.4.8 respectively. For the second term, we use again Itô’s isometry, Lemma 4.2.3 that provides an estimate for \(T_{h,n-(k+\frac{1}{2})}\) and Assumption 4.0.6.
\[
\mathbb{E}[\|III_2\|^2_{L^2(D)}] = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\left\| (e^{(t_n-t_{k+1})A} - e^{(t_n-t_{k+1})A_h}) G(u(s)) \right\|^2_{L^2(D)} \right] ds
\]
\[
= \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|T_{h,n-(k+\frac{1}{2})} G(u(s))\|^2_{L^2(D)} \right] ds
\]
\[
\leq K^2 \sup_{0 \leq s \leq t_n} (1 + \|u(s)\|^2_{L^2(D)}) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \frac{(\Delta t + h^2)^2}{(t_n - t_{k+\frac{1}{2}})} ds
\]
\[
\leq C_{3,2} \ln(\Delta t) (\Delta t + h^2)^2.
\]

Note that, \( \frac{1}{t_n - t_{k+\frac{1}{2}}} > 1 \) as \( k \) varies from 0 to \( n - 1 \). For the third individual term, we use Assumption 4.2.1 and the boundedness of the operator \( P_h \), to get

\[
\mathbb{E}[\|III_3\|^2_{L^2(D)}] = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\left\| e^{(t_n-t_{k+1})A_h} P_h (G(u(s)) - G(u(t_k))) \right\|^2_{L^2(D)} \right] ds
\]
\[
\leq CM^2 \left( |s - t_k|^2 + h^{2\zeta} \right)
\]
\[
\leq C_{3,3} (\Delta t^{2\zeta} + h^{2\zeta}),
\]

since \( s \) varies between \( t_k \) and \( t_{k+1} \). Moreover, \( C_{3,3} \) is a constant that contains \( C, M > 0 \), also constants associated with the the boundedness of \( P_h \) and with Assumption 4.2.1 respectively. Finally, for the fourth term, by Proposition 1.4.8 and Assumption 4.2.1 we have

\[
\mathbb{E}[\|III_4\|^2_{L^2(D)}] = \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\left\| G(u(t_k)) - \mathcal{G}(u_{h,k}) \right\|^2_{L^2(D)} \right] ds
\]
\[
\leq C_{3,4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\|u(t_k) - u_{h,k}\|_{L^2(D)}^2 \right] ds.
\]

Putting all four estimates together completes the proof.

**Lemma 4.2.7.** Let Assumptions 4.0.1, 4.0.8 hold, then
\[
\mathbb{E}[\|IV\|_{L^2(D)}^2] \leq C_{4,1} \Delta t (\ln(\Delta t))^2 + C_{4,2} \ln(\Delta t)(\Delta t + h^2)^2
\]
\[
+ C_{4,3} \Delta t^{2(1-\epsilon)} + C_{4,4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(t_k) - u_{h,k}\|_{L^2(D)}^2] \, ds.
\]

**Proof.** This term is also split into four different terms so that

\[ IV = IV_1 + IV_2 + IV_3 + IV_4, \]

where

\[
IV_1 := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_{n-s})A}G(u(s))DG(u(s)) - e^{(t_{n-t_{k+\frac{1}{2}}})A}G(u(s))DG(u(s))) \, ds
\]

\[
IV_2 := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-t_{k+\frac{1}{2}}})A}G(u(s))DG(u(s)) - e^{(t_{n-t_{k+\frac{1}{2}}})A_{h}}P_hG(u(s))DG(u(s))) \, ds
\]

\[
IV_3 := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} (e^{(t_{n-t_{k+\frac{1}{2}}})A_{h}}P_hG(u(t_k))DG(u(t_k)) \, ds
\]

\[
- e^{(t_{n-t_{k+\frac{1}{2}}})A_{h}}P_hG(u(t_k))^2 = 0
\]

\[
IV_4 := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_{n-t_{k+\frac{1}{2}}})A_{h}}P_hG(u(t_k))^2 \, ds
\]

We handle \( IV_1 \) in a similar way to \( III_1 \). By Assumption 4.0.8 and Proposition 1.4.8 for \( \alpha = \beta = 1 \) we get

\[
\mathbb{E}[\|IV_1\|_{L^2(D)}^2] \leq \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}\left[\left\| (e^{(t_{n-s})A} - e^{(t_{n-t_{k+\frac{1}{2}}})A})G(u(s))^2 \right\|_{L^2(D)}^2 \right] \, ds
\]

\[
\leq M^2 K^2 \sup_{0 \leq s \leq t_n} (1 + \|u(s)\|_{L^2(D)}) \left( \Delta t^2 + \Delta t \left( \ln(\Delta t) \right)^2 \right)
\]

\[
\leq C_{4,1} \Delta t \left( \ln(\Delta t) \right)^2,
\]
where $C_{4,1} = 2M^2K^2 \sup_{0 \leq s \leq t_n} (1 + \|u(s)\|_{L^2(D)}^2)$ and $M, K > 0$ are constants as in Assumption 4.0.8 and Proposition 1.4.8 respectively.

For the second term, by the definition of $T_{h,n-(k+\frac{1}{2})}$ and Lemma 4.2.3 we have that

$$
\mathbb{E}[\|IV_2\|_{L^2(D)}^2] \leq \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|e^{(t_n-t_k+\frac{1}{2})A} - e^{(t_n-t_{k+1}+\frac{1}{2})A}G(u(s))DG(u(s))\|_{L^2_0}^2 \right] ds
$$

$$
= \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|T_{h,n-(k+\frac{1}{2})}G(u(s))DG(u(s))\|_{L^2_0}^2 \right] ds
$$

$$
\leq C_{4,2} \ln(\Delta t)(\Delta t + h^2),
$$

where $C_{4,2} = \frac{1}{2}M^2 \sup_{0 \leq s \leq t_n} (1 + \|u(s)\|_{L^2(D)}^2)$ and $M > 0$ is a constant as in Assumption 4.0.8. Moreover, by the boundedness of $P_h$ and by the time-regularity condition satisfied by the solution, as seen in Lemma 4.2.2 we get

$$
\mathbb{E}[\|IV_3\|_{L^2(D)}^2] \leq \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|e^{(t_n-t_k+\frac{1}{2})A} P_h (G(u(s))DG(u(s)) - G(u(t_k))DG(u(t_k)))\|_{L^2_0}^2 \right] ds
$$

$$
\leq C \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|u(s) - u(t_k)\|_{L^2(D)}^2 \right] ds
$$

$$
\leq C \sum_{k=0}^{n-1} (s - t_k)^2(1-\epsilon)
$$

$$
\leq C_{4,3} \Delta t^2(1-\epsilon).
$$

Finally,

$$
\mathbb{E}[\|IV_4\|_{L^2(D)}^2] \leq \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E} \left[ \|e^{(t_n-t_k+\frac{1}{2})A} T_r(Q) P_h \right.
$$

$$
\times \left( G(u(t_k))DG(u(t_k)) - G(u_{h,k})DG(u_{h,k}) \right)\|_{L^2_0}^2 \right] ds
$$
\[\mathbb{E}[[IV_1]^2_{L^2(D)}] \leq C Tr(Q) \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[[u(t_k) - u_{h,k}]^2_{L^2(D)}] ds\]

\[= C_{4,4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[[u(t_k) - u_{h,k}]^2_{L^2(D)}] ds.\]

Putting the individual estimates together, clearly gives the result. \[\square\]

Finally, in the following lemma we are left with showing that the term \(V\) not only is bounded but also significantly smaller than the previously examined terms.

**Lemma 4.2.8.** The term \(\mathbb{E}[[V]^2]\) is bounded in the following way

\[\mathbb{E}[[V]^2_{L^2(D)}] \leq C_{5,1} \Delta t^3 + C_{5,2}(\Delta t^{7/2} + \Delta t^3 + \Delta t^{5/2}).\]

**Proof.** In a similar way to the proofs of the previous lemmas, let \(V = V_1 + V_2\) where

\[V_1 := \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n - t_{k+\frac{1}{2}})A_h} P_h D\mathcal{G}(u_{h,k})F(u_{h,k}) \Delta t dW(s)\]

\[V_2 := \frac{1}{4} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t - t_{k+\frac{1}{2}})A_h} P_h \left( \int_{0}^{1} (1 - s) \eta^\top D^2 \mathcal{G}(u_{h,k} + s\eta) \eta ds \right) dW(s).\]

The upper bound for the term \(V_1\) is found by using Itô’s isometry and the boundedness of \(P_h\),

\[\mathbb{E}[[V_1]^2_{L^2(D)}] = \frac{1}{2} \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[[e^{(t_n - t_{k+\frac{1}{2}})A_h} P_h D\mathcal{G}(u_{h,k})F(u_{h,k}) \Delta t]^2_{L^2(D)}] ds\]

\[\leq \frac{1}{2} C^2 \sup_{0 \leq k \leq t_n} \mathbb{E}[[D\mathcal{G}(u_{h,k})F(u_{h,k})]^2_{L^2(D)}] \Delta t^3 \leq C_{5,1} \Delta t^3.\]

Finally,

\[\mathbb{E}[[V_2]^2_{L^2(D)}] = \frac{1}{4} \mathbb{E}[[\sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{(t_n - t_{k+\frac{1}{2}})A_h} \left( \int_{0}^{1} (1 - s) \eta^\top P_h D^2 \mathcal{G}(u_{h,k} + s\eta) \eta ds \right) dW(s) ]^2_{L^2(D)}].\]

For the last term, firstly we notice that

\[\int_{0}^{1} (1 - s) \eta^\top P_h D^2 \mathcal{G}(u_{h,k} + s\eta) \eta ds \leq \Delta t \max_{0 \leq s \leq 1} ( (1 - s) \eta^\top P_h D^2 \mathcal{G}(u_{h,k} + s\eta) \eta ).\]
Moreover, recall that
\[ \eta = (A_h u_{h,n} + P_h F(u_{h,n})) \Delta t + G(u_{h,n}) \Delta W_n. \]

Hence,
\[ \mathbb{E}[\|V_2\|_{L^2(D)}^2] \leq C_{5,2}(\Delta t^{7/2} + \Delta t^3 + \Delta t^{5/2}). \]

\textbf{Theorem 4.2.9.} Let equation (4.1) have a unique mild solution \( u(t) \) under Assumptions 4.0.1, 4.0.4, 4.0.6 and let \( u_{h,n+1} \) defined by (4.22) be the numerical approximation of \( u(t) \). Then
\[ \left( \mathbb{E}[\|u(t) - u_{h,n+1}\|_2^2] \right)^{1/2} \leq Ch^2 + Dh^\zeta + K \Delta t^\theta + L \Delta t^{1/2} \ln(\Delta t), \]
where \( C, D, K, L \) are positive constants, independent of \( \Delta t, h \) and \( \zeta \in (0, 2], \theta > 1. \)

\textit{Proof.} We start from the following inequality
\[ \mathbb{E}[\|u(t) - u_{h,n+1}\|_{L^2(D)}^2] \leq 5 \left( \mathbb{E}[\|I\|_{L^2(D)}^2] + \mathbb{E}[\|II\|_{L^2(D)}^2] + \mathbb{E}[\|III\|_{L^2(D)}^2] + \mathbb{E}[\|IV\|_{L^2(D)}^2] + \mathbb{E}[\|V\|_{L^2(D)}^2] \right). \]

By the estimates that we have from Lemmas 4.2.5, 4.2.6, 4.2.7, 4.2.8 we get that
\[ \mathbb{E}[\|u(t) - u_{h,n+1}\|_{L^2(D)}^2] \leq 5 \left( Ch^4 + D(\Delta t^{2\theta} + h^{2\zeta}) + K \Delta t^{2\theta} + L \Delta t(\ln(\Delta t))^2 \right) + M \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} \mathbb{E}[\|u(x, t) - u_{h,k}\|_{L^2(D)}^2] ds. \]

Let \( E := Ch^4 + D(\Delta t^{2\theta} + h^{2\zeta}) + K \Delta t^{2\theta} + L \Delta t(\ln(\Delta t))^2 \), Gronwall’s inequality yields
\[ \mathbb{E}[\|u(t) - u_{h,n+1}\|_{L^2(D)}^2] \leq E + ME \sum_{k=0}^{n-1} \int_{t_k}^{t_{k+1}} e^{M \Delta t(s-t)} ds. \]

Finally, taking the square root on both sides of the inequality finishes the proof. \( \square \)

The convergence result of Theorem 4.2.9 is confirmed by our numerical experiments. We look at the strong convergence of SEI for a Stratonovich-type SPDE with multiplicative noise. Firstly, we fix our mesh in space and we examine convergence for the time discretisation method. We use \( 10^{-4} \) as a reference time step
and multiples of $10^{-4}$ as bigger time-steps. We generate $M$ samples and compute the error between the reference solution and the approximate solutions in the mean square sense. As seen in Figure 4.1a, the slope of the line that fits the convergence rate of the approximate solutions to the reference one, has the average value 0.6. This agrees with the $\Delta t^{1/2+\epsilon}$ result which corresponds to the non-diagonal case of our analysis.

Next, we fix our time step and we look at convergence in space for the FEM-method. Our reference solution is taken by $2^9$ elements with a reference spatial step $\frac{L}{2^9-1}$ in the domain $D = [0, L]$. Again, we approximate the solution using multiples of the reference spatial step that create coarser meshes and we compute the averaged error between the reference and the approximate solutions for $M$ different samples. The order of convergence, as seen in Figure 4.1b, agrees with Theorem 4.2.9.

![Figure 4.1: Order of convergence for SEI and FEM when approximating an SPDE of the form with $f(u) = u(1-u)(u+0.5)$, $g(u) = \sigma u(1-u)$, where $\sigma = 0.5$ is the noise intensity. For (a), reference time step $Dt_{\text{ref}} = 10^{-4}$ with multiples $Dt = \kappa Dt_{\text{ref}}$, $\kappa = (2, 5, 10, 20, 40, 50)$. Fixed spatial step-size 1/63. Slope of the best fitted line, using polyfit, is 0.604180. For (b), reference spatial step $h_{\text{ref}} = 1/(2^9 - 1)$, with multiples $h = \kappa h_{\text{ref}}$, $\kappa = (2, 2^2, 2^3, 2^4, 2^5)$. Fixed time-step size $10^{-4}$. For both Figures $M = 100$ samples.](image)

The example that we use is the stochastic Nagumo equation of the form (4.1), with $A$ being the second order spatial operator $u_{xx}$ and $f(u) = u(1-u)(u+0.5)$, $g(u) = \sigma u(1-u)$. Note that the drift and diffusion terms of the Nagumo model satisfy the Lipschitz assumption only locally. However, we use the model in our numerical experiments for display purposes. Later in Chapter 5, we examine the Nagumo model in more detail and apart from directly simulating its solution, we suggest an alternative approximation method.
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Stochastic travelling waves

In this chapter we are going to see an application of the SEI discretisation scheme in SPDEs. Firstly, we need to consider an individual space and time discretisation. In particular, we start from discretising in space which converts the SPDE into a system of SODEs and then we use SEI for discretising the SDEs in time. At this stage, we recall the general form of the Stratonovich SPDE

\[ du = \left( u_{xx} + f(u) \right) dt + g(u) \circ dW, \]

\[ u(0, x) = u^0(x). \]  

(5.1)

Our space and time variables are in finite domains \( t \in [0, T], \ T > 0, \ x \in [0, L] \) and we are going to use Neumann boundary conditions. Then, (5.1) can be rewritten in the form

\[ du = (\tilde{A}u + f(u)) dt + g(u) \circ dW, \]  

(5.2)

where \( \tilde{A} \) is in general an unbounded linear operator that denotes the second spatial derivative \( \partial_{xx} \). Now, if the drift and diffusion terms \( f \) and \( g \) respectively are globally Lipschitz functions, the mild solution of (5.2), as seen in Chapter 4, is given by

\[ u(t) = e^{t\tilde{A}}u_0 + \int_0^t e^{\tilde{A}(t-s)}f(u)ds + \int_0^t e^{\tilde{A}(t-s)}g(u) \circ dW(s). \]

(5.3)

We consider \( W \) to be a \( Q \)-Wiener process and we use the expansion of equation (4.3) to represent it in the following way. If \( \{\phi_j\}_{j \in \mathbb{Z}} \) is an orthonormal basis of the Hilbert space \( L^2([0, L]) \), then

\[ W(x, t) = \sum_{j \in \mathbb{Z}} \sqrt{\zeta_j} \phi_j(x) \beta_j(t), \]

where \( \beta_j(t) \) are independent, identically distributed (iid) Brownian motions and \( \zeta_j, \phi_j \) are the eigenvalues and the corresponding eigenfunctions of the covariance.
operator $Q$. Recall from Chapter 4, that there is a connection between the rate of decay of the eigenvalues $\zeta_j$ and the smoothness of the noise path in space. In this approach, $\zeta_j = |j|^{-(2s+1+\epsilon)}$ with $s = 1$, $\epsilon > 0$, that is $W(x) \in H^1$ which means that our noise is smooth in space but white in time. Also, we assume that the covariance operator $Q$ and the linear operator $\partial_{xx}$ have the same eigenfunctions $\phi_j$.

As mentioned before, for discretising in space we use standard uniformly spaced finite differences on a finite grid $x_0, \ldots, x_m$. So, we have $m$ points taken with spatial step $\Delta x$ and we approximate the solution at the point $x_j$, $u(x_j)$ by $u_j$. Thus, the discretised in space SPDE reads

$$du = (A\Delta x u + f(u)) dt + g(u) \circ dW \quad (5.4)$$

with $A\Delta x$ as given in $(4.7)$.

For discretising in time, we use the Stratonovich exponential integrators-based scheme (SEI), analysed in Section 2.1. Then, the approximate solution at time $t_n = n\Delta t$, denoted by $u_n$, is given by modifying $(1.43)$ accordingly

$$u_{n+1} = e^{\Delta t A} u_n + \phi(\Delta t A) f(u_n) + \frac{1}{2} e^{\Delta t A} \left( g(u_n) + g(\tilde{u}_{n+1}) \right) \Delta W_n,$$

where $\Delta W_n$ are the Brownian increments $W(t_{n+1}) - W(t_n)$, $\phi$ is a function given by $\phi(\Delta t A) = A^{-1}(e^{\Delta t A} - I)$ and $\tilde{u}_{n+1}$ is a predictor which in this approach is taken by another exponential integrators-based scheme,

$$\tilde{u}_{n+1} = e^{\Delta t A} u_n + \phi(\Delta t A) f(u_n) + e^{\Delta t A} g(u_n) \Delta W_n.$$

So, the fully discretised SPDE reads

$$u_{n+1} = e^{\Delta t A \Delta x} u_n + \phi(\Delta t A \Delta x) + \frac{1}{2} e^{\Delta t A \Delta x} \left( g(u_n) + g(\tilde{u}_{n+1}) \right) \Delta W_n. \quad (5.5)$$

### 5.1 Simulation of stochastic travelling waves

In this section we use SEI for the simulation of stochastic travelling waves as solutions of the stochastic Nagumo model. The initial deterministic Nagumo model was introduced in [62] and was designed to simulate a nerve axon by means of a reaction-diffusion equation. Depending on its parameter values the system may have travelling wave solutions, see [35, 71], which is the case that we are going to look at. In particular, we consider the stochastic Nagumo equation with Stratonovich multiplicative noise for the case of travelling wave solutions which we look at over truncated domains from $\mathbb{R}$. Looking back at (5.1), in order to get the Nagumo equation, we substitute for $f(u) = u(1 - u)(u - 0.25)$ and for multiplicative noise, the
diffusion term is given by a function that depends on \( u \), here we take \( g(u) = u(1 - u) \). Note that in the case of \( g(u) = 0 \), we retrieve the deterministic Nagumo equation which has a travelling wave solution that can be seen in Figure 5.1.

![Figure 5.1: Deterministic Nagumo equation, solved for \( t \in [0, 50] \), \( x \in [0, 100] \) with Neumann BCs and initial condition \( u_0(x) = (1 + e^{-x})^{-1} \). Left: wave solution plot against space at fixed final time. Right: time-space plot of the solution showing the wave travelling with constant speed that can be found by computing the slope of the front.](image)

Now, for the stochastic case we consider

\[
du = (u_{xx} + u(1 - u)(u - 0.25))dt + u(1 - u) \circ dW, \tag{5.6}
\]

with \( t \in [0, T] \), \( x \in [0, L] \) and Neumann boundary conditions. As initial condition we consider the sigmoid function \( u_0(x) = (1 + e^{-x})^{-1} \). Then, both \( u = 0 \) and \( u = 1 \) make \( g(u) \) equal to zero and as indicated by numerical simulations, there exists a stochastic travelling wave between these two values, for a theoretical proof of existence of a stochastic travelling wave solution see [82]. A way to intuitively understand a stochastic travelling wave, is to look at the solution of the (S)PDE against space for some fixed time \( t^* \) and think of the deterministic wave driven by some noise, as displayed in Figure 5.2. Note that this is just one realisation of the stochastic wave, each realisation is different since the solution of an SPDE is a random variable. The smoothness of the stochastically forced wave reflects our choice of eigenvalues and corresponding eigenfunctions of the covariance operation \( Q \).

We also need to define the speed of the wave and in order to do this, we introduce two different notions of the speed. The first notion requires looking at the wave solution at a fixed time \( t_i \) and also fixing a point of the solution. In this approach we choose to fix the midpoint which is given by 0.5 and is denoted by \( m(t) \). Next, we look at the solution at the time \( t_{i+1} \), we measure the displacement of the midpoint and we divide by the step-size. This notion of the speed, denoted by \( \lambda_m \), is called...
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Figure 5.2: Deterministic and stochastic fixed time wave solutions plot against space in blue and red respectively.

The solution of the stochastic Nagumo equation, given by direct simulation of the SPDE, using FD for discretising in space and SEI for discretising in time can be seen in Figure 5.3. We can observe in Figure 5.3 that unlike the deterministic case, the wave does not travel uniformly in time and also that the speed is not monotonic.
because of the small oscillations that occur due to the noise at the front. Moreover, the results for the two different notions of the speed as defined in (5.7) and (5.8) can be seen in Figure 5.4.

Figure 5.3: Stochastic Nagumo equation, solved for $t \in [0, 50]$, $x \in [0, 100]$ with Neumann BCs and initial condition $u_0(x) = (1 + e^{-x})^{-1}$. Left: stochastic wave solution plot against space for fixed time. Right: time-space plot of the solution with the stochastic wave travelling not uniformly in time.

Figure 5.4: From left to right: (a) Instantaneous speed $\lambda_m$ against time. (b) Distribution of the instantaneous speed $\lambda_m$. (c) Time-averaged speed $\Lambda_m$ against time. All for one realisation of the stochastic travelling wave solution.

Later in Subsection 5.2.1 we consider more realisations of the stochastic travelling wave solution and we plot the mean instantaneous and mean time-averaged speeds too.

5.2 Freezing method for an SPDE

In this section we suggest an alternative method for computing stochastic travelling waves and their speed, which is an extension of [57]. The basic idea of the so called freezing method is that the wave position, and hence the speed, is found by minimising the $L^2$-distance between a reference function and the travelling wave. Again, we
use the stochastic Nagumo equation with Stratonovich multiplicative noise, so that we can compare the results that we get from the two different approaches, but we start from describing the general idea of the method for the deterministic case, as seen in [7].

We consider a PDE of the general form

\[ u_t = u_{xx} + f(u), \]  

(5.9)

in \( L^2(\mathbb{R}) \) with \( x \in \mathbb{R}, \ t \in \mathbb{R}_+ \) and some given initial condition \( u(0) = u_0 \). We suppose that the PDE has a travelling wave solution \( u(x, t) \), also written as \( u(\xi) \) where \( \xi = x - \lambda t \) and \( \lambda \) denotes the wave-speed. Then, we look at the PDE in a co-moving frame which is obtained by considering the transformation \( v(\xi, t) = u(x - \lambda t, t) \), so (5.9) reads

\[ v_t = v_{\xi\xi} + \lambda v_\xi + f(v), \quad \xi \in \mathbb{R}, \ t > 0, \]  

(5.10)

note that \( u(x, t) \) is a stationary solution for the transformed equation which means that it satisfies (5.10) with 0 on the left hand side. In the case that the speed of the wave is not constant but a function that depends on time, we set the wave position to be a time-dependent function \( \gamma(t) \) and the wave-speed is given by the rate \( \frac{d\gamma(t)}{dt} \), or equivalently \( \gamma(t) = \int_0^t \lambda(s)ds \). Then, (5.10) is finally transformed in

\[ v_t = v_{xx} + \lambda(t)v_x + f(v). \]  

(5.11)

Note that (5.11) is still in a co-moving frame and it also contains the unknown wave-speed \( \lambda \). The idea in order to compensate for \( \lambda \) is to add an extra condition which enables us to couple (5.11) with this added condition and create a system that we solve for the travelling wave solution \( v \) and the speed of the wave \( \lambda \).

In order to derive the extra condition, we align the travelling wave solution to a continuous reference function \( \hat{v} \), of fixed shape. Then, we minimise the difference between \( v \) and \( \hat{v} \) over shifts in space \( y \) as suggested in [7], that is we consider

\[ \min_y \| v(x, \cdot) - \hat{v}(x - y, \cdot) \|^2_2, \]

which by differentiating with respect to \( y \) and equating to zero gives

\[ \int_\mathbb{R} \left( v(x, \cdot) - \hat{v}(x - y, \cdot) \right) \hat{v}_xdx = 0, \]

which is equivalent to the inner product equation

\[ \langle \hat{v}_x, v - \hat{v} \rangle = 0. \]  

(5.12)
At this stage, we couple (5.11) with the condition (5.12) to get the system

\[ v_t = v_{xx} + \lambda(t) v_x + f(v) \]

\[ \langle \hat{v}_x, v - \hat{v} \rangle = 0, \tag{5.13} \]

which is a partial differential algebraic equation (PDAE). If we discretise and solve (5.13) for \( v \) and \( \lambda \) we get the travelling wave solution and the speed of the wave as seen in Figure 5.5. The fact that the front of the wave now remains now at the same position throughout the computation indicates that the wave is frozen that is it does not travel in time any more.

Figure 5.5: Deterministic Nagumo equation, solved for \( t \in [0, 50], x \in [0, 100] \) with Neumann BCs and initial condition \( u_0(x) = (1 + e^{-x})^{-1} \). Left: wave-speed \( \lambda \) given directly as an output from (5.13). Right: time-space plot of the solution with the frozen wave.

Imitating the deterministic case, we extend the freezing method to the SPDE, as it was done in [57]. We consider the SPDE (5.1) in a co-moving frame with time-dependent wave-speed, by using the transformation \( u(x, t) = v(x - \gamma(t), t) \). Then, \( du = v_x d\gamma(t) + dv \) and \( u_{xx} = v_{xx} \) so (5.1) reads

\[ dv = \left( v_{xx} + \frac{d\gamma(t)}{dt} v_x + f(v) \right) dt + g(v) \circ dW, \]

equivalently

\[ dv = \left( v_{xx} + \lambda(t) v_x + f(v) \right) dt + g(v) \circ dW. \tag{5.14} \]

We couple (5.14) with (5.12) to convert the SPDE into a stochastic partial differential algebraic equation (SPDAE)

\[ dv = \left( v_{xx} + \lambda(t) v_x + f(v) \right) dt + g(v) \circ dW \]

\[ 0 = \langle \hat{v}_x, v - \hat{v} \rangle \tag{5.15} \]
For discretising in space we use the FD method and for discretising in time we use the SEI scheme, so our fully discretised scheme is given by

\[ v_{n+1} = e^{\Delta t A_{\Delta x}} v_n + \phi(\Delta t A_{\Delta x})(\lambda_{n+1} D_c v_n + f(v_n)) + \frac{1}{2} e^{\frac{\Delta t A_{\Delta x}}{2}} \left( g(v_n) + g(\tilde{v}_{n+1}) \right) \Delta W_n \]

\[ 0 = (D_C \hat{v})^\top v_{n+1} - (D_C \hat{v})^\top \hat{v}, \tag{5.16} \]

where \( D_C \approx \partial_x \). Note that for the numerical implementation we write the discretised scheme in the following matrix form

\[ \begin{pmatrix} I & \phi(\Delta t A) D_c v_n \\ (D_c \hat{v})^\top & 0 \end{pmatrix} \begin{pmatrix} v_{n+1} \\ \lambda_{n+1} \end{pmatrix} = \]

\[ \begin{pmatrix} e^{\Delta t A_{\Delta x}} v_n + \phi(\Delta t A_{\Delta x}) f(v_n) + \frac{1}{2} e^{\frac{\Delta t A_{\Delta x}}{2}} \left( g(v_n) + g(\tilde{v}_{n+1}) \right) \Delta W_n \\ (D_c \hat{v})^\top \hat{v} \end{pmatrix}. \]

For further reading related to the theory and simulation of deterministic DAEs we refer to [60], while for SDAEs we refer to [73, 84] where there is an application of SDAEs to the transient noise simulation of electronic circuits. Finally, we refer to [49] where a Runge-Kutta method is used for approximating solutions to SDAEs.

### 5.2.1 The stochastic Nagumo model

As a first example to illustrate how the freezing method works, here we solve the stochastic Nagumo equation with Stratonovich multiplicative noise. Then, we compare the results that we get by the two different approaches, direct simulation of the SPDE and the freezing method. As we see in Figure 5.6 left, in the SPDE case the front of the wave starts at a position \( x = 50 \) and it moves down with the passage of time. By contrast, in the SPDAE approach the wave starts at the same position and it remains on average at this position throughout the computation, which as in the deterministic case indicates that the stochastic wave is frozen.

We can also compare the results that we have for the two different notions of the speed, given by the two different approaches, as they can be seen in Table 5.1. Recall that we denote the travelling instantaneous and time-averaged speeds by \( \lambda_m \) and \( \Lambda_m \) respectively, whereas frozen instantaneous and time-averaged speeds are denoted by \( \lambda \) and \( \Lambda \) respectively. Both the instantaneous speed and the time-averaged speed values are taken from one realisation of the stochastic wave at the final computational time-step. Note that the analytic wave speed for the deterministic equation is given by \( \Lambda = -0.353553 \).
Table 5.1: Instantaneous and time-averaged speeds of both the travelling and the frozen wave cases, for a single realisation of the solution.

<table>
<thead>
<tr>
<th>Speed</th>
<th>Stochastic travelling wave</th>
<th>Stochastic frozen wave</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instantaneous speed</td>
<td>$\lambda = -0.340524$</td>
<td>$\lambda = -0.327001$</td>
</tr>
<tr>
<td>Time-averaged speed</td>
<td>$\Lambda = -0.351980$</td>
<td>$\Lambda = -0.348821$</td>
</tr>
</tbody>
</table>

Figure 5.6: Stochastic Nagumo equation, solved for $t \in [0, 50], x \in [0, 100]$ with Neumann BCs and initial condition $u_0(x) = (1 + e^{-x})^{-1}$. Left: time-space plot of the travelling wave given by direct simulation of the SPDE. Right: time-space plot of the solution with the frozen wave given by the freezing method which solves the SPDAE.

Figure 5.7: Given as an output from solving the SPDAE, from left to right: (a) Instantaneous speed $\lambda$ against time. (b) Distribution of the instantaneous speed $\lambda$. (c) Time-averaged speed $\Lambda$ against time, all for one realisation of the frozen stochastic wave.

Another way to compare the values of the time-averaged speed in the case of the SPDE and the SPDAE is to plot them together against time, Figure 5.8. Next, we can then extend our speed comparisons by considering many realisations of the stochastic wave solution and then taking the expectation over the number of these
realisations. This gives us a clearer view of how close the results, taken by the two different approaches, are even when the noise intensities are increased. After considering many realisations we can also plot the distance of the standard deviation above and below the mean values, Figure 5.9.

Figure 5.8: Time-averaged speed of the stochastic travelling and frozen wave $\Lambda_m$, $\Lambda$ in blue and green respectively. Noise intensity is 0.1 for the stochastic waves, while the analytic wave speed for the deterministic equation is given in red.

Figure 5.9: Mean time-averaged speed with error bars. $\Lambda^E$ for the frozen wave in blue and $\Lambda^E_m$ for the travelling in green. Mean taken over 100 samples with noise intensity 0.5.

To sum up, in this section we introduced the freezing method which requires coupling the SPDE with an extra minimisation condition and thus converting it into a SPDAE. We saw that the results that we get from solving the SPDE and the SPDAE are comparable, which means that we can use the freezing method for computing stochastic travelling waves and in that case we do not need a large computational domain for capturing the behaviour of the wave. Moreover, we have the wave-speed given as an output from solving the algebraic equation and we can also get some statistics regarding the wave-speed. The cost for adding the extra condition is just the computation of an inner product, which is what the extra condition essentially is.
Another remark that is worth mentioning is that as we increase the noise intensity in our system, the magnitude of the wave-speed increases as well, Figure 5.10. The opposite behaviour is observed in the Itô case, as seen in [57], where the speed-magnitude decreases as we increase the noise intensity.

![Figure 5.10: Time-averaged speed at the final computational time against noise intensity. Mean values taken over 1000 different realisations. Speed magnitude increasing as the noise intensity increases.](image)

### 5.2.2 The stochastic FitzHugh-Nagumo model

We can now apply the freezing technique to the stochastic FitzHugh-Nagumo (FHN) model. The FHN model is a simplified two-variable version of the Hodgkin-Huxley model which is often used in neuroscience to describe the initiation and the propagation of a neuronal signal, that is of an electrical pulse often also called action potential. The deterministic FHN model is given by the following system

\[
    du = (u_{xx} + u(1-u)(u-\alpha) - z)dt
\]

\[
    dz = \epsilon(u - \gamma z)dt,
\]

where \( u \) is the so called fast variable associated with the potential, \( \alpha, \gamma, \epsilon \) are constants with \( 0 < \alpha < 1 \) and \( \epsilon \ll 1 \). A wave solution of the system (5.17) has the form \((u(x,t), z(x,t))\) that can also be written as \((u(\xi), z(\psi))\) with \( \xi = x - \lambda t \) and \( \psi = x - \lambda t \) where \( \lambda \) denotes the speed of the waves of the components \( u \) and \( z \) respectively.

For different approaches on various noise FHN models we refer to [6] and references therein. Here, we consider the FitzHugh-Nagumo equation with Stratonovich
multiplicative noise as given by

\[ du = \left( u_{xx} + u(1-u)(u-0.25) - z \right) dt + \sigma u(1-u) \circ dW \]  
\[ dz = (\epsilon u - \epsilon \gamma z) dt, \]

in finite space and time intervals, \( x \in [0, L] \) and \( t \in [0, T] \), with initial condition \((u_0(x), z_0(x))\) and with Neumann boundary conditions. The diffusion term is given by the function \( g(u) = \sigma u(1-u) \), where \( \sigma \) is a parameter that regulates the noise intensity. The travelling wave solution of (5.18) can be seen in Figure 5.11, where we plot \( u \) and \( z \) against space at four different fixed times. It is then easy to see the displacement of the pulse of the wave. A time-space plot of the travelling wave solutions both for the variable \( u \) and \( z \) can be seen in Figure 5.12. In Figure 5.13 we plot the time averaged speed of the travelling wave for one realisation. Later, see Figure 5.14 we consider more realisations in order to compare the results obtained by direct simulation with the results obtained by the alternative approach that follows.

Figure 5.11: Travelling wave solution variables \( u \) (top) and \( z \) (bottom) against space, at fixed times \( t^* = 0, T/4, T/2, 3T/4, T \) for \( t \in [0, T] \). We solve FHN system (5.18) with noise intensity \( \sigma = 0.05 \).
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Figure 5.12: Approximate solution of the system (5.18) with noise intensity 0.05. From left to right, solutions $u$ and $z$ against space at fixed time $t^* = T/2$. Time-space plots of the travelling wave solutions $u$ and $z$.

Figure 5.13: From left to right: (a) Instantaneous speed $\lambda_m$ against time. (b) Distribution of the instantaneous speed $\lambda_m$. (c) Time-averaged speed $\Lambda_m$ against time. All for one realisation of the stochastic travelling wave solution.

Figure 5.14: Mean of the time-averaged speed $\mathbb{E}(\Lambda_m)$ of the travelling wave plot against time. The mean, taken over 20 samples is given by 0.073279.

In a similar way to the Nagumo equation we look at (5.18) in a co-moving frame by considering the transformation $v(\xi, t) = u(x - \lambda t, t)$ and $w(\psi, t) = z(x - \lambda t, t)$.
Then (5.18) reads

\[
dv = \left( v_{xx} + \lambda(t)v_x + v(1 - v)(v - 0.25 - w) \right) dt + g(v) \circ dW
\]  
\[
dw = (\epsilon v - \epsilon \gamma w + \lambda(t)w_x) dt.
\]  

Now the system (5.19) contains the unknown \( \lambda \) as well. We compensate for \( \lambda(t) \) by adding an algebraic constraint, derived in the same way with (5.12) for some continuous reference function \( \hat{v} \). Hence, the system (5.19), transformed into an SPDAE in compact vector form, reads

\[
du = (Au + \lambda(t)u_x + F(u)) \, dt + G(u) \circ dW
\]  
\[
0 = (\hat{u}_x, u - \hat{u}),
\]

where

\[
\begin{bmatrix}
v \\
w
\end{bmatrix}, \quad F(u) = \begin{bmatrix} v(1-v)(v-0.25)-w \\
\epsilon v - \epsilon \gamma w \end{bmatrix}, \quad G(u) = \begin{bmatrix} \sigma v(1-v) \\
0 \end{bmatrix},
\]

and \( u_x, A \) denote the first and second order spatial differential operators respectively. After discretising with FD in space and SEI in time, we obtain

\[
u_{n+1} = e^{\Delta t A \Delta x} u_n + \phi(\Delta t A \Delta x) \left( \lambda_{n+1} D_c u_n + F(u_n) \right) + \frac{1}{2} e^{\frac{\Delta t A \Delta x}{2}} \left( G(u_n) + G(\hat{u}_{n+1}) \right) \Delta W_n
\]  
\[
0 = (D_c \hat{u})^\top u_{n+1} - (D_c \hat{u})^\top \hat{u}.
\]

In a similar way with (5.16), we can write (5.21) in a matrix form and solve it for the frozen wave solution and the speed of the waves \( \lambda \).
Figure 5.15: Freezing method used for approximating FHN model (5.19) with noise intensity \( \sigma = 0.1 \). From left to right, solutions \( v \) and \( w \) against space at the final approximating time. Time-space plots of the frozen wave solutions \( v \) and \( w \).

We solve the system (5.20), to obtain the solutions \( v \) and \( w \) together with the corresponding speed of the waves, \( \lambda \). The fixed-wave solution space-time plots can be seen in Figure 5.15, while in Figure 5.16 we see the solutions plot against space for different fixed times. The speed of the wave, given as an output from solving the SPDAE, can be seen in Figure 5.20, while in Figure 5.21 we plot the time averaged frozen speed with error bars. In contrast to Figure 5.12 where the waves are travelling in time, we observe here that the pulse of the wave starts at a certain position \( x \) and remains on average at the same position for both the solutions. Another thing that confirms that the wave is frozen, is that the midpoint definition of equation (5.8) when applied to the frozen wave, gives a zero-speed, as seen in Figure 5.19.

Finally, we approximate the solution of (5.18) for a longer time, by using direct
simulation, as seen in Figure 5.17 and my means of the freezing method, as seen in Figure 5.18. Comparing the two different figures, we observe that in the direct simulation case, we fail to capture the behaviour of the wave, as it travels and it gets out of our computational domain. When using the freezing method on the other hand, the pulse remains on average at the same position, enabling the wave to stay within our computational domain. This confirms the claim that the freezing method performs more efficiently when considering long time simulations.

Figure 5.17: Travelling solution for FHN model (5.18) with noise intensity $\sigma = 0.01$. From left to right, solutions $u$ and $z$ against space at the final approximating time. Time-space plots of the travelling wave solutions $u$ and $z$.

Figure 5.18: Frozen solution for FHN model (5.19) with noise intensity $\sigma = 0.01$. From left to right, solutions $v$ and $w$ against space at the final approximating time. Time-space plots of the frozen wave solutions $v$ and $w$. 
Figure 5.19: Time-averaged speed $\Lambda$ of the stochastic frozen wave on the left and the deterministic frozen wave on the right. $\Lambda$ is computed here using the midpoint definition of equation (5.8).

Figure 5.20: Given as an output of the SPDAE, from left to right for a single realisation: (a) Instantaneous speed of the solution variable $u$ against time. (b) Distribution of the instantaneous speed of $u$. (c) Time-averaged speed of $u$ against time.

Figure 5.21: Mean of the time-averaged speeds of the frozen wave. The mean, taken over 20 samples, is given by 0.75356.

In a similar way with the Nagumo equation, we plot the instantaneous and time-averaged speed together with a histogram of the instantaneous speed as a random
variable, as seen in Figure 5.20. Finally, we plot the mean of the time-averaged speed $E(\Lambda)$ of the frozen wave, taken over a number of different samples, see Figures 5.14 and 5.21.

We conclude that the results obtained by the two different approaches, i.e. direct simulation and freezing method are at least comparable. More particularly, the mean time-averaged speeds differ for about 0.002, as seen in Figures 5.14 and 5.21. Note that this difference exists even for the deterministic case where we consider no noise at all. This suggests that the freezing method may be subject to bias due to the computation of the term $u_x$. Hence, some further investigation is required e.g. by considering an upwind or flux limiter scheme.
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Conclusion and future work

The aim of this thesis has mainly been to investigate the numerical approximation of Stratonovich interpreted SDEs and SPDEs.

In Chapter 1, we provided the necessary background for understanding what a stochastically forced differential equation is. More specifically, we established the mathematical framework within which existence and uniqueness of solutions to Itô and Stratonovich SDEs exist. Moreover, we reviewed several numerical schemes that are used for approximating solutions to either Itô or Stratonovich SDEs and we gave the definitions of two different notions of convergence.

In Chapter 2, we proved analytically that the SEI scheme converges with a strong order of $O(\Delta t^{1/2+\epsilon})$, for the case of d-dimensional semilinear Stratonovich SDEs with general i.e. non-diagonal and not commutative, multiplicative noise. Our numerical experiments, where we considered the approximation of the stochastic LLG equation, confirm the analytical result. However, it appears that the SEI scheme fails to preserve the norm condition that needs to be satisfied for the LLG equation, which leaves some room for experimenting with introducing a projection in order to preserve the norm.

In Chapter 2, we developed the higher order scheme MSEI suited for Stratonovich SDEs and we proved analytically that the scheme converges with a strong order $\approx 1$, for the case of general multiplicative noise. Being derived based on exponential integrator techniques, implies that the scheme is efficient for solving stiff problems, while being of Milstein type ensures the higher order of convergence. An approach to be considered as possible future work, would be the use of ETD instead of the Euler-Maruyama scheme at the derivation of MSEI.

Chapter 3 provided a generalisation of the SEI scheme, based on the generalisation of the notion of the stochastic integral. The new scheme is suited for SDEs interpreted according to Itô, Stratonovich and the in-between calculi. Furthermore, we developed a generalised expression for the predictor used in the scheme and we proved analytically that the order of strong convergence for the generalised version
of SEI is affected neither by the predictor nor by the calculus choice and remains $O(\Delta t^{1/2} + \epsilon)$.

We compared the generalised version of SEI with the $(\theta, \sigma)$-Milstein scheme from the literature for approximating solutions to the Heston model. We observed that $(1, 1)$-Milstein approximation agrees with the SEI approximation for $\alpha = 0.5$ which corresponds to the Stratonovich interpretation. We notice however that the terms in the Heston model satisfy the required for our analysis globally Lipschitz and growth assumptions only in truncated intervals locally. The use of tamed methods has been suggested as a solution to overcome this obstacle. Adapting the SEI scheme accordingly so that the globally Lipschitz assumption can be reduced to a local assumption, seems to be a natural possible direction to consider.

In Chapter 4, we extended the use of SEI scheme to the SPDEs framework. In particular, we considered second order semilinear reaction diffusion Stratonovich SPDEs with finite dimensional multiplicative trace-class noise which is white in time but has some smoothness in space. In Theorem 4.2.9 we proved strong convergence when using SEI and FEM as temporal and spatial discretisation respectively. Our numerical strong convergence results are in agreement with the theoretical results of Theorem 4.2.9. As a possible future direction we could consider modifying the scheme by splitting the linear and nonlinear reaction term. It would then be interesting to investigate convergence and stability properties under the modification.

In Chapter 5, we used the SEI scheme combined with finite differences for simulating stochastic travelling wave solutions for the FitzHugh-Nagumo model. Also, we defined two different notions of the speed which we used for computing the speed of the waves. Alternatively, we suggested the use of the freezing method for approximating the solutions of the stochastic FHN model. The freezing method consisted of minimising the $L^2$-distance between a chosen reference function and the travelling wave solution, in other words coupling the SPDE with an algebraic constraint and hence converting it into an SPDAE. We found that the numerical results obtained by direct simulation of the models and by means of the freezing method agree but by solving the SPDAE we benefit both from fixing the wave and from getting the speed of the wave as an output from the system without having to compute it separately.

One of the things that would be interesting to look at, is the convergence of the SEI scheme for the SPDAE case. Although we do not have an analytical proof, our numerical experiments indicate that the order of convergence would not be affected by coupling the SPDE with the constraint. From a numerical perspective, it would be interesting to consider adapting the freezing method algorithm by changing the dynamics of the wave speed.
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Appendix

This chapter mainly consists of some results and some more technical steps that support in some way either the analysis or the simulations of the previous chapters. Section 7.1 provides a short introduction to tensors and the related notation that we use throughout the thesis. Moreover, we give some insight into the way that we perform operations with tensors, arranged in an examples-format. Section 7.2 contains some proofs of lemmas that we present in Chapters 1 and 3. Finally, in Section 6.3, we give some Matlab codes that we use for simulations throughout the thesis.

7.1 Tensors

We start by defining the first and second derivatives of a function $G : \mathbb{R} \rightarrow \mathbb{R}^d$ of the form

$$ G(u) = \left( \begin{array}{c} g_1(u) \\ \vdots \\ g_d(u) \end{array} \right), $$

where $g_i(u) : \mathbb{R} \rightarrow \mathbb{R}, i = 1, \ldots, d$. The first and second derivatives, denoted by $\nabla G$ and $\nabla^2 G$ or by $DG$ and $D^2G$ respectively, are given by the following equations. Although in this background-reading approach we use the ‘$\nabla$’ notation, we use $DG$ and $D^2G$ in our analysis.

$$ \nabla G(u) = \left( \begin{array}{c} \frac{\partial g_1(u)}{\partial u} \\ \vdots \\ \frac{\partial g_d(u)}{\partial u} \end{array} \right), \quad \nabla^2 G(u) = \left( \begin{array}{c} \frac{\partial^2 g_1(u)}{\partial u^2} \\ \vdots \\ \frac{\partial^2 g_d(u)}{\partial u^2} \end{array} \right). $$

Next, we define the first and second derivatives of a vector function $G : \mathbb{R}^d \rightarrow \mathbb{R}^d$ of the form
\[ G(u) = \begin{pmatrix} g_1(u) \\ \vdots \\ g_d(u) \end{pmatrix}, \]

where \( g_i(u) : \mathbb{R}^d \to \mathbb{R} \). The derivatives are given by

\[ \nabla G(u) = \begin{pmatrix} \frac{\partial g_1(u)}{\partial u_1} & \cdots & \frac{\partial g_1(u)}{\partial u_d} \\ \vdots & \ddots & \vdots \\ \frac{\partial g_d(u)}{\partial u_1} & \cdots & \frac{\partial g_d(u)}{\partial u_d} \end{pmatrix} = \begin{pmatrix} \nabla g_1(u) \\ \vdots \\ \nabla g_d(u) \end{pmatrix} \in \mathbb{R}^{d \times d}, \]

and

\[ \nabla^2 G(u) = \begin{pmatrix} \nabla^2 g_1(u) \\ \vdots \\ \nabla^2 g_d(u) \end{pmatrix} \in \mathbb{R}^{d^2}, \]

where

\[ \nabla \frac{\partial g_i(u)}{\partial u_j} = \begin{pmatrix} \frac{\partial^2 g_{i1}}{\partial u_j \partial u_1} \\ \vdots \\ \frac{\partial^2 g_{im}}{\partial u_j \partial u_m} \end{pmatrix}. \]

Finally, we define the derivatives of a matrix-function \( G : \mathbb{R}^d \to \mathbb{R}^{d \times m} \), with \( g_{ij} : \mathbb{R}^d \to \mathbb{R}, i = 1, \ldots, d, j = 1, \ldots, m \) of the form

\[ G(u) = \begin{pmatrix} g_{11}(u) & \cdots & g_{1m}(u) \\ \vdots & \ddots & \vdots \\ g_{d1}(u) & \cdots & g_{dm}(u) \end{pmatrix} \]

to be

\[ \nabla G(u) = \begin{pmatrix} \nabla g_{11}(u) & \cdots & \nabla g_{1m}(u) \\ \vdots & \ddots & \vdots \\ \nabla g_{d1}(u) & \cdots & \nabla g_{dm}(u) \end{pmatrix} \in \mathbb{R}^{d^3}, \]

and

\[ \nabla^2 G(u) = \begin{pmatrix} \nabla^2 g_{11}(u) & \cdots & \nabla^2 g_{1m}(u) \\ \vdots & \ddots & \vdots \\ \nabla^2 g_{d1}(u) & \cdots & \nabla^2 g_{dm}(u) \end{pmatrix} \in \mathbb{R}^{d^4}. \]

We say that \( \nabla G(u) \) or \( DG(u) : \mathbb{R}^{d \times d} \to \mathbb{R}^d \) with the alternative notation, is a tensor of rank three. A way to think of \( DG(u) \) is as a matrix with vectors in its entries. Similarly for \( \nabla^2 G(u) \) or \( D^2 G(u) \), we say that it is in \( \mathbb{R}^{d^4} \) and is a tensor of
rank four that can be considered as a matrix with $d \times d$ matrices as entries. Alternatively, we could say that $DG(u_n)$ and $D^2G(u_n)$ are the corresponding Jacobian and Hessian matrices in higher dimensions.

We multiply the $DG(u)$ matrix by some vector in the following way

$$DG(u) \cdot b = \begin{pmatrix} \nabla g_{11}^\top b & \cdots & \nabla g_{1d}^\top b \\ \vdots & \ddots & \vdots \\ \nabla g_{d1}^\top b & \cdots & \nabla g_{dd}^\top b \end{pmatrix},$$

for some $b \in \mathbb{R}^d$. Note that $DG(u) \cdot b$ is not in $\mathbb{R}^{d^3}$, it is in $\mathbb{R}^{d \times d}$ and its entries are scalars that depend on $u$. More details on how to perform operations with tensors can be seen in the following examples.

**Example 3.** In this example we expand the double integral of equation (1.16) in order to obtain a component expression.

Let $I_i(r,s)$ denote the $i$-th element of the integral $\int_r^s dW(\tau)$ and $I_i(r,t)$ denote the $i$-th element of the integral $\int_r^t dW(s)$, $i = 1, \ldots, d$. We start from expanding the inside integral $G(u(r)) \int_r^s dW(\tau)$ in the following way

$$\begin{pmatrix} G_{11}(u) & \cdots & G_{1d}(u) \\ \vdots & \ddots & \vdots \\ G_{d1}(u) & \cdots & G_{dd}(u) \end{pmatrix} \begin{pmatrix} I_1(r,s) \\ \vdots \\ I_d(r,s) \end{pmatrix} = \begin{pmatrix} G_{11}(u)I_1(r,s) + \cdots + G_{1d}(u)I_d(r,s) \\ \vdots \\ G_{d1}(u)I_1(r,s) + \cdots + G_{dd}(u)I_d(r,s) \end{pmatrix}.$$

We can now substitute for $G(u(r)) \int_r^s dW(\tau)$ so that $DG(u(r))(G(u(r)) \int_r^s dW(\tau))$ is given by

$$\begin{pmatrix} \sum_{k=1}^d \sum_{k=1}^d \frac{\partial G_{11}}{\partial u_k}(u)I_k(r,s) & \cdots & \sum_{k=1}^d \sum_{k=1}^d \frac{\partial G_{1d}}{\partial u_k}(u)I_k(r,s) \\ \vdots & \ddots & \vdots \\ \sum_{k=1}^d \sum_{k=1}^d \frac{\partial G_{d1}}{\partial u_k}(u)I_k(r,s) & \cdots & \sum_{k=1}^d \sum_{k=1}^d \frac{\partial G_{dd}}{\partial u_k}(u)I_k(r,s) \end{pmatrix}.$$

By substituting the above, we finally get that the double integral is given by the
following expression

\[
\int_r^t DG(u(r))(G(u(r)) \int_r^s dW(\tau))dW(s) = \left( \sum_{\ell=1}^d \sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{ij}}{\partial u_k} G_{k\ell}(u) I_j(r,t) I_\ell(r,s) \right) + \left( \sum_{\ell=1}^d \sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{ij}}{\partial u_k} G_{\ell k}(u) I_j(r,t) I_\ell(r,s) \right).
\]

Then we expand the double integrals \(I_j(r,t)I_\ell(r,s)\) in the following way. When \(j = \ell\), we have that

\[
I_j(r,t)I_\ell(r,s) = \frac{1}{2}(W_\ell(t) - W_\ell(r))^2 - (t - r),
\]

whereas for \(j \neq \ell\),

\[
I_j(r,t)I_\ell(r,s) = \int_r^t \int_r^s dW_\ell(\tau)dW_j(s) + \int_r^t \int_r^s dW_j(\tau)dW_\ell(s).
\]

Finally, we define

\[
A_{j\ell}(r,t) = \int_r^t \int_r^s dW_j(\tau)dW_\ell(s) - \int_r^t \int_r^s dW_\ell(\tau)dW_j(s).
\]

Then the \(i\)-element of the double integral is given by

\[
\frac{1}{2} \sum_{j=1}^d \sum_{k=1}^d \frac{\partial G_{ij}}{\partial u_k} (f_j^2(r,t) - \Delta t)
+ \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^d \sum_{\ell=1}^d \left( \frac{\partial G_{ij}}{\partial u_k} G_{k\ell}(u) + \frac{\partial G_{ij}}{\partial u_k} G_{\ell k}(u) \right) I_j(r,t) I_\ell(r,t)
+ \frac{1}{2} \sum_{j=1}^d \sum_{k=1}^d \sum_{\ell=1}^d \left( \frac{\partial G_{ij}}{\partial u_k} G_{k\ell}(u) - \frac{\partial G_{ij}}{\partial u_k} (bu_k) G_{k\ell}(u) \right) A_{j\ell}(r,t).
\]

**Example 4.** In the same context with Chapter 2, we see in detail why the integral \(\int_{t_n}^{t_{n+1}} \int_{t_n}^{t_{n+1}} DG(u_n)G(u_n)dW(s)dW(s)\) is equal to \(\int_{t_n}^{t_{n+1}} c(u_n)ds\), with \(c(u_n) \in \mathbb{R}^d\) as defined in Assumption 2.1.2.

Firstly, we see that \(G(u_n)dW\) is a vector in \(\mathbb{R}^d\), since

\[
\begin{pmatrix}
G_{11}(u_n) & \cdots & G_{1d}(u_n) \\
\vdots & \ddots & \vdots \\
G_{d1}(u_n) & \cdots & G_{dd}(u_n)
\end{pmatrix}
\begin{pmatrix}
dW_1 \\
\vdots \\
dW_d
\end{pmatrix}
= \begin{pmatrix}
G_{11}(u_n)dW_1 + \cdots + G_{1d}(u_n)dW_d \\
\vdots \\
G_{d1}(u_n)dW_1 + \cdots + G_{dd}(u_n)dW_d
\end{pmatrix}.
\]

Then, \(DG(u_n)G(u_n)dW\) is a matrix in \(\mathbb{R}^{d \times d}\), since we multiply the rank-three tensor...
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DG(\(u_n\)) by the vector \(G(\mathbf{u}_n)\)\(d \mathbf{W}\) in the following way

\[
\begin{pmatrix}
\nabla G_{11}(\mathbf{u}_n) & \ldots & \nabla G_{1d}(\mathbf{u}_n) \\
\vdots & \ddots & \vdots \\
\nabla G_{d1}(\mathbf{u}_n) & \ldots & \nabla G_{dd}(\mathbf{u}_n)
\end{pmatrix}
\begin{pmatrix}
G_{11}(\mathbf{u}_n)dW_1 + \ldots + G_{1d}(\mathbf{u}_n)dW_d \\
\vdots \\
G_{d1}(\mathbf{u}_n)dW_1 + \ldots + G_{dd}(\mathbf{u}_n)dW_d
\end{pmatrix}
= 
\begin{pmatrix}
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{11}(\mathbf{u}_n)}{\partial u_k} G_{kj}dW_j \\
\vdots \\
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{d1}(\mathbf{u}_n)}{\partial u_k} G_{kj}dW_j
\end{pmatrix}
\begin{pmatrix}
dW_1 \\
\vdots \\
dW_d
\end{pmatrix}
\]

Finally, the product of the \(d \times d\) matrix \(DG(\mathbf{u}_n)G(\mathbf{u}_n)d \mathbf{W}\) and the vector \(d \mathbf{W}\) gives us \(\mathbf{c} \in \mathbb{R}^d\)

\[
\begin{pmatrix}
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{11}(\mathbf{u}_n)}{\partial u_k} G_{kj}dW_j^2 \\
\vdots \\
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{d1}(\mathbf{u}_n)}{\partial u_k} G_{kj}dW_j^2
\end{pmatrix}
= 
\begin{pmatrix}
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{1j}(\mathbf{u}_n)}{\partial u_k} G_{kj}dt \\
\vdots \\
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{dj}(\mathbf{u}_n)}{\partial u_k} G_{kj}dt
\end{pmatrix}
= \int_{t_n}^{t_{n+1}} \mathbf{c}(\mathbf{u}_n)ds,
\]

Note that, we have used the rule of Lemma 1.4.1 in order to substitute

\[
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{ij}(\mathbf{u})}{\partial u_k} G_{kj}(\mathbf{u})dW_j^2
\]

by

\[
\sum_{k=1}^d \sum_{j=1}^d \frac{\partial G_{ij}(\mathbf{u})}{\partial u_k} G_{kj}(\mathbf{u})dt.
\]

**Example 5.** This is an example where we compute the so called correction term of the Stratonovich interpreted Langevin system \(\text{(2.20)}\) in order to convert it into its equivalent Itô form. For the correction term we use the \(\mathbf{c}(\mathbf{u})\) notation. So for the
system \( \text{(2.20)} \), given the diffusion term

\[
G(u) = \begin{pmatrix}
0 & -\sigma u_3 & \sigma u_2 \\
\sigma u_3 & 0 & -\sigma u_1 \\
-\sigma u_2 & \sigma u_1 & 0
\end{pmatrix},
\]

we compute the terms \( c_i(u) \) for each \( i = 1, 2, 3 \) in the following way

\[
c_1(u) = \sum_{k=1}^{3} \sum_{j=1}^{3} \frac{\partial G_{ij}(u)}{\partial u_k} G_{kj}(u) = \frac{\partial G_{11}(u)}{\partial u_1} G_{11} + \frac{\partial G_{11}(u)}{\partial u_2} G_{21} + \frac{\partial G_{11}(u)}{\partial u_3} G_{31}
\]

\[
+ \frac{\partial G_{12}(u)}{\partial u_1} G_{12} + \frac{\partial G_{12}(u)}{\partial u_2} G_{22} + \frac{\partial G_{12}(u)}{\partial u_3} G_{32} + \frac{\partial G_{13}(u)}{\partial u_1} G_{13} + \frac{\partial G_{13}(u)}{\partial u_2} G_{23} + \frac{\partial G_{13}(u)}{\partial u_3} G_{33}
\]

\[
= -2\sigma^2 u_1.
\]

Similarly,

\[
c_2(u) = \sum_{k=1}^{3} \sum_{j=1}^{3} \frac{\partial G_{ij}(u)}{\partial u_k} G_{kj}(u) = \frac{\partial G_{21}(u)}{\partial u_1} G_{11} + \frac{\partial G_{21}(u)}{\partial u_2} G_{21} + \frac{\partial G_{21}(u)}{\partial u_3} G_{31}
\]

\[
+ \frac{\partial G_{22}(u)}{\partial u_1} G_{12} + \frac{\partial G_{22}(u)}{\partial u_2} G_{22} + \frac{\partial G_{22}(u)}{\partial u_3} G_{32} + \frac{\partial G_{23}(u)}{\partial u_1} G_{13} + \frac{\partial G_{23}(u)}{\partial u_2} G_{23} + \frac{\partial G_{23}(u)}{\partial u_3} G_{33}
\]

\[
= -2\sigma^2 u_2.
\]

Finally,

\[
c_3(u) = \sum_{k=1}^{3} \sum_{j=1}^{3} \frac{\partial G_{ij}(u)}{\partial u_k} G_{kj}(u) = \frac{\partial G_{31}(u)}{\partial u_1} G_{11} + \frac{\partial G_{31}(u)}{\partial u_2} G_{21} + \frac{\partial G_{31}(u)}{\partial u_3} G_{31}
\]

\[
+ \frac{\partial G_{32}(u)}{\partial u_1} G_{12} + \frac{\partial G_{32}(u)}{\partial u_2} G_{22} + \frac{\partial G_{32}(u)}{\partial u_3} G_{32} + \frac{\partial G_{33}(u)}{\partial u_1} G_{13} + \frac{\partial G_{33}(u)}{\partial u_2} G_{23} + \frac{\partial G_{33}(u)}{\partial u_3} G_{33}
\]

\[
= -2\sigma^2 u_3.
\]

Example 6.

In this example we expand the double integral from equation \( \text{(2.22)} \) of the MSEI2

Section \( \text{2.3.1} \).

\[
\int_r^t e^{(t-s)A} \left( \frac{G(u(r)) + G(u(t))}{2} \right) \int_{\frac{r+t}{2}}^s dW(\tau) \circ dW(s) =
\]

\[
\int_r^t e^{(t-s)A} \frac{1}{2} (G(u(r)) + G(u(t))) \left( W(s) - W(\frac{r+t}{2}) \right) \circ dW(s) =
\]

\[
\frac{1}{2} (G(u(r)) + G(u(t))) \int_r^t e^{(t-s)A} (W(s) - W(\frac{r+t}{2})) \circ dW(s) \approx
\]

128
\[
\frac{1}{2}(G(u(r)) + G(u(t))) e^{\frac{(t-r)A}{2}} \left( \int_r^t W(s) \circ dW(s) - \int_r^t W(\frac{r + t}{2}) \circ dW(s) \right).
\]

We compute the two Stratonovich integrals
\[
\int_r^t W(s) \circ dW(s) = \frac{1}{2}(W^2(t) - W^2(r))
\]

and
\[
\int_r^t W(\frac{r + t}{2}) \circ dW(s) = W(\frac{r + t}{2})(W(t) - W(r)).
\]

Then, we substitute for the integrals in the equation above, so
\[
\int_r^t e^{(t-s)A} \left( \frac{G(u(r)) + G(u(t))}{2} \int_r^s dW(\tau) \right) \circ dW(s) = \frac{G(u(r)) + G(u(t))}{2} e^{\frac{(t-r)A}{2}} \left( W^2(t) - W^2(r) - 2 W(\frac{r + t}{2}) W(t) + 2 W(\frac{r + t}{2}) W(r) \right) = \frac{G(u(r)) + G(u(t))}{4} e^{\frac{(t-r)A}{2}} \left( (W(t) - W(\frac{r + t}{2}))^2 - (W(r) - W(\frac{r + t}{2}))^2 \right).
\]

Example 7. In this example we see how to obtain a component-wise expression of the double stochastic integral of equation \[2.22\].
\[
\int_r^t e^{(t-s)A} \frac{DG(u(r)) + DG(u(t))}{2} \left( \frac{G(u(r)) + G(u(t))}{2} \int_r^s dW(\tau) \right) \circ dW(s).
\]

Unlike Example \[4\] in this example we also include the term \(\frac{1}{2}(DG(u(r)) + DG(u(t)))\). This term does not depend on integration but is used here under the scope of performing tensors operations.

Firstly, we simplify the notation by using \(\tilde{G}(u)\) instead of \(\frac{1}{2}(G(u(r)) + G(u(t)))\) and also by using \(\tilde{D}(u)\) instead of \(\frac{1}{2}(DG(u(r)) + DG(u(t)))\). Moreover, we define
\[
I_i(\frac{r + t}{2}, s) := \int_{\frac{r + t}{2}}^s dW_i(\tau) \text{ and } J_i(r, t) := \int_r^t \circ dW_i(s). \quad \text{Then,}
\]
\[
\tilde{G}(u) \int_{\frac{r + t}{2}}^s dW(\tau) = \begin{pmatrix} G_{11} & \hdots & G_{1d} \\ \vdots & \ddots & \vdots \\ G_{d1} & \hdots & G_{dd} \end{pmatrix} \begin{pmatrix} \int_{\frac{r + t}{2}}^s dW_1(\tau) \\ \vdots \\ \int_{\frac{r + t}{2}}^s dW_d(\tau) \end{pmatrix} = \begin{pmatrix} G_{11}I_1(\frac{r + t}{2}, s) + \hdots + G_{1d}I_d(\frac{r + t}{2}, s) \\ \vdots \\ G_{d1}I_1(\frac{r + t}{2}, s) + \hdots + G_{dd}I_d(\frac{r + t}{2}, s) \end{pmatrix} := b.
\]

Next,
\[
\frac{\delta}{\delta a_i} \tilde{G}(u) b = \begin{pmatrix}
\hat{a}_{11} & \ldots & \hat{a}_{1d} \\
\vdots & \ddots & \vdots \\
\hat{a}_{d1} & \ldots & \hat{a}_{dd}
\end{pmatrix}
\begin{pmatrix}
\nabla G_{11}^T b & \ldots & \nabla G_{id}^T b \\
\vdots & \ddots & \vdots \\
\nabla G_{d1}^T b & \ldots & \nabla G_{dd}^T b
\end{pmatrix}
= \begin{pmatrix}
\hat{a}_{11} \nabla G_{11}^T b + \ldots + \hat{a}_{1d} \nabla G_{d1}^T b \\
\vdots \\
\hat{a}_{d1} \nabla G_{11}^T b + \ldots + \hat{a}_{dd} \nabla G_{dd}^T b
\end{pmatrix},
\]

where \( \hat{a}_{ij}, i, j = 1, \ldots, d \) are the elements of the \( \frac{\delta}{\delta a_i} \) operator. Finally,

\[
\int_r^t e^{\frac{\delta}{\delta a_i}} \tilde{G}(u) b \circ d W(s) = \begin{pmatrix}
(\hat{a}_{11} \nabla G_{11}^T b + \ldots + \hat{a}_{1d} \nabla G_{d1}^T b)J_{1}(r, t) + \ldots + (\hat{a}_{11} \nabla G_{1d}^T b + \ldots + \hat{a}_{1d} \nabla G_{dd}^T b)J_{d}(r, t) \\
\vdots \\
(\hat{a}_{d1} \nabla G_{11}^T b + \ldots + \hat{a}_{dd} \nabla G_{dd}^T b)J_{1}(r, t) + \ldots + (\hat{a}_{d1} \nabla G_{1d}^T b + \ldots + \hat{a}_{dd} \nabla G_{dd}^T b)J_{d}(r, t)
\end{pmatrix}
\]

If we further expand \( b \), the above is equivalent to

\[
\begin{pmatrix}
\sum_{q=1}^{d} \sum_{j=1}^{d} \hat{a}_{1q} \frac{\partial G_{1j}}{\partial u_1} G_{11} J_{1} + \ldots + \hat{a}_{1q} \frac{\partial G_{1j}}{\partial u_1} G_{1d} J_{d} + \ldots + \hat{a}_{1q} \frac{\partial G_{1j}}{\partial u_1} G_{d1} J_{1} + \ldots + \hat{a}_{1q} \frac{\partial G_{1j}}{\partial u_1} G_{dd} J_{d} \\
\vdots \\
\sum_{q=1}^{d} \sum_{j=1}^{d} \hat{a}_{dq} \frac{\partial G_{1j}}{\partial u_1} G_{11} J_{1} + \ldots + \hat{a}_{dq} \frac{\partial G_{1j}}{\partial u_1} G_{1d} J_{d} + \ldots + \hat{a}_{dq} \frac{\partial G_{1j}}{\partial u_1} G_{d1} J_{1} + \ldots + \hat{a}_{dq} \frac{\partial G_{1j}}{\partial u_1} G_{dd} J_{d}
\end{pmatrix}
\]

So, after we replace \( \tilde{G}(u) \) with \( \frac{1}{2} (G(u) + G(\bar{u}_{n+1})) \) and \( \tilde{G}(u) \) with \( \frac{1}{2} (DG(u_n) + DG(\bar{u}_{n+1})) \), the \( k \)-th component of the double stochastic integral is given by the expression

\[
\sum_{q=1}^{d} \sum_{j=1}^{d} \sum_{\ell=1}^{d} \hat{a}_{kq} \left( \frac{\partial G_{kj}}{\partial u_\ell} (u_n) G_{\ell j}(u_n) + \frac{\partial G_{kj}}{\partial u_\ell} (\bar{u}_{n+1}) G_{\ell j}(\bar{u}_{n+1}) \right) I_j \left( \frac{t_n + t_{n+1}}{2}, t_{n+1} \right) J_j(t_n, t_{n+1})
\]

\[
+ \frac{1}{8} \sum_{q=1}^{d} \sum_{j<i=1}^{d} \sum_{\ell=1}^{d} \hat{a}_{kq} \left[ \left( \frac{\partial G_{kj}}{\partial u_\ell} (u_n) G_{\ell j}(u_n) + \frac{\partial G_{kj}}{\partial u_\ell} (\bar{u}_{n+1}) G_{\ell j}(\bar{u}_{n+1}) \right) I_j \left( \frac{t_n + t_{n+1}}{2}, t_{n+1} \right) J_j(t_n, t_{n+1})
\]

\[
+ \frac{1}{8} \sum_{q=1}^{d} \sum_{j<i=1}^{d} \sum_{\ell=1}^{d} \hat{a}_{kq} \left[ \left( \frac{\partial G_{kj}}{\partial u_\ell} (u_n) G_{\ell j}(u_n) + \frac{\partial G_{kj}}{\partial u_\ell} (\bar{u}_{n+1}) G_{\ell j}(\bar{u}_{n+1}) \right) \right] A_{ij,n}.
\]
7.2 Some proofs from Chapters 1 and 3

The following is a sketch of the proof for Lemma 1.4.1 where we follow the approach of [61].

Proof.
Equivalently with $\mathbb{E}\left( (dW(t))^2 \right) = dt$ we can prove that

$$
\lim_{\Delta t \to 0} \sum_{k=0}^{n-1} u(t_k) \Delta W_k^2 = \lim_{\Delta t \to 0} \sum_{k=0}^{n-1} u(t_k) \Delta t,
$$

where the limit is taken in the mean square sense. Thus

$$
\int_0^t u(s) dW^2(s) = \int_0^t u(s) ds.
$$

In order to show that, we consider the following difference

$$
\mathbb{E}\left( \left( \sum_{k=0}^{n-1} u(t_k) \Delta W_k^2 - \sum_{k=0}^{n-1} u(t_k) \Delta t \right)^2 \right) = \mathbb{E}\left( \left( \sum_{k=0}^{n-1} u(t_k) (\Delta W_k^2 - \Delta t) \right)^2 \right)
$$

$$
= \sum_{k=0}^{n-1} \sum_{\ell=0}^{n-1} \mathbb{E}\left( u(t_k) u(t_\ell) (\Delta W_k^2 - \Delta t) (\Delta W_\ell^2 - \Delta t) \right).
$$

Note that when $k = \ell$, indeed

$$
u(t_k) u(t_\ell) = u(t_k)^2 \quad \text{and} \quad ((\Delta W_k^2 - \Delta t))^2 = (\Delta W_k^2 - \Delta t) (\Delta W_k^2 - \Delta t).
$$

Otherwise, if $k > \ell$, then

$$
((\Delta W_k^2 - \Delta t)) \text{ is independent of } u(t_k) u(t_\ell) (\Delta W_\ell^2 - \Delta t),
$$

so

$$
\mathbb{E}\left( u(t_k) u(t_\ell) (\Delta W_k^2 - \Delta t) (\Delta W_\ell^2 - \Delta t) \right) = \mathbb{E}\left( u(t_k) u(t_\ell) (\Delta W_k^2 - \Delta t) \right) \mathbb{E}\left( \Delta W_\ell^2 - \Delta t \right) = 0.
$$

Similarly if $k < \ell$, then

$$
((\Delta W_\ell^2 - \Delta t)) \text{ is independent of } u(t_k) u(t_\ell) (\Delta W_k^2 - \Delta t),
$$

so

$$
\mathbb{E}\left( u(t_k) u(t_\ell) (\Delta W_k^2 - \Delta t) (\Delta W_\ell^2 - \Delta t) \right) = \mathbb{E}\left( u(t_k) u(t_\ell) (\Delta W_\ell^2 - \Delta t) \right) \mathbb{E}\left( \Delta W_k^2 - \Delta t \right) = 0.
$$
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\[
\mathbb{E}\left(u(t_k)u(t_\ell)(\Delta W_k^2 - \Delta t)\right)\mathbb{E}\left(\Delta W_\ell^2 - \Delta t\right) = 0.
\]

Thus,
\[
\sum_{k=0}^{n-1} \sum_{\ell=0}^{n-1} \mathbb{E}\left(u(t_k)u(t_\ell)(\Delta W_k^2 - \Delta t)(\Delta W_\ell^2 - \Delta t)\right) = \sum_{k=0}^{n-1} \mathbb{E}\left(u(t_k)^2(\Delta W_k^2 - \Delta t)^2\right) \quad (7.2)
\]
\[
= \sum_{k=0}^{n-1} \mathbb{E}\left(u(t_k)^2\right) \mathbb{E}\left((\Delta W_k^2 - \Delta t)^2\right),
\]
since \(\Delta W_k\) is independent of \(u(t_k)\). Next, we are going to use the following property
\[
\mathbb{E}\left((W(t) - W(s))^2\right) = \text{Var}(W(t) - W(s)) = t - s. \quad (7.3)
\]
So,
\[
\mathbb{E}\left((\Delta W_k^2 - \Delta t)^2\right) = \text{Var}(\Delta W_k^2 - \Delta t).
\]
Also, since \(\text{Var}(X + \alpha) = \text{Var}(X), \alpha \in \mathbb{R},\)
\[
\mathbb{E}\left((\Delta W_k^2 - \Delta t)^2\right) = \text{Var}(\Delta W_k^2).
\]
By (7.3),
\[
\text{Var}(\Delta W_k^2) = \text{Var}\left((W(t_k + \Delta t) - W(t_k))^2\right) = \Delta t^2,
\]
hence,
\[
\mathbb{E}\left((\Delta W_k^2 - \Delta t)^2\right) = \Delta t^2.
\]
Then (7.2) becomes
\[
\mathbb{E}\left(\left(\sum_{k=0}^{n-1} u(t_k)\Delta W_k^2 - \sum_{k=0}^{n-1} u(t_k)\Delta t\right)^2\right) = \sum_{k=0}^{n-1} \mathbb{E}\left(u(t_k)^2\right)\Delta t^2.
\]
Note that \(\sum_{k=0}^{n-1} \mathbb{E}\left(u(t_k)^2\right)\Delta t^2 \to 0\), as \(\Delta t \to 0\), thus
\[
\lim_{\Delta t \to 0} \sum_{k=0}^{n-1} u(t_k)\Delta W_k^2 = \lim_{\Delta t \to 0} \sum_{k=0}^{n-1} u(t_k)\Delta t,
\]
which implies
\[
\int_0^t u(s)dW^2(s) = \int_0^t u(s)ds.
\]

The following is a sketch of the proof for Proposition 3.1.2 for \(d = m = 1\).
Proof. We start from looking at the difference

$$\phi(t_j, (1 - \alpha)u_j + \alpha u_{j+1}) - \phi(t_j, u_j).$$

To simplify the notation, we use $\phi(u_j)$ instead of $\phi(t_j, u(t_j))$, where $u_j$ denotes $u(t_j)$. $t_j = j\Delta t$, $j = 0, \ldots, N - 1$. From the mean value theorem we have that there exists some $\theta_j \in (0, 1)$ such that

$$\phi((1 - \alpha)u_j + \alpha u_{j+1}) - \phi(u_j) = \alpha \phi'(1 - \alpha)((\frac{1}{\alpha} - \theta_j)u_j + \alpha \theta_j u_{j+1})(u_{j+1} - u_j).$$

Since $u$ satisfies equation (3.1), the above equality is equivalent to

$$\phi((1 - \alpha)u_j + \alpha u_{j+1}) - \phi(u_j) = \alpha \phi'(1 - \alpha)((\frac{1}{\alpha} - \theta_j)u_j + \alpha \theta_j u_{j+1})$$

$$\times (F(u_j)\Delta t_j + G(u_j)\Delta W_j + \text{h.o.t}),$$

(7.4)

where $\Delta t_j = t_{j+1} - t_j$ and $\Delta W_j = W(t_{j+1}) - W(t_j)$. We multiply both sides of (7.4) by $\Delta W_j$ and we set $\rho := (1 - \alpha)(\frac{1}{\alpha} - \theta_j)u_j + \alpha \theta_j u_{j+1}$. Then,

$$\phi(\rho)\Delta W_j = \phi(u_j)\Delta W_j + \alpha \phi'(\rho)F(u_j)\Delta t_j\Delta W_j + \alpha \phi'(\rho)G(u_j)\Delta W_j^2 + \text{h.o.t.}$$

By considering the expected value of both sides and based on the fact that $\mathbb{E}[\Delta t_j\Delta W_j] = 0$ and $\mathbb{E}[\Delta W_j^2] = \Delta t_j$, we get

$$\mathbb{E}[\phi(\rho)\Delta W_j] = \mathbb{E}[\phi(u_j)\Delta W_j + \alpha \phi'(\rho)G(u_j)\Delta t_j].$$

(7.5)

So, by summing up the terms of (7.5) and taking limits in both sides we finally have

$$\mathbb{E}\left[\lim_{N \to \infty} \sum_{j=0}^{N-1} \phi((1 - \alpha)(\frac{1}{\alpha} - \theta_j)u_j + \alpha \theta_j u_{j+1})\Delta W_j\right] = \mathbb{E}\left[\lim_{N \to \infty} \sum_{j=0}^{N-1} \phi(u_j)\Delta W_j\right]$$

$$+ \mathbb{E}\left[\lim_{N \to \infty} \sum_{j=0}^{N-1} \alpha \phi'(1 - \alpha)((\frac{1}{\alpha} - \theta_j)u_j + \alpha \theta_j u_{j+1})G(u_j)\Delta t_j\right],$$

or

$$\int_0^t \phi(u(s)) \ast dW(s) = \int_0^t \phi(u(s))dW(s) + \alpha \int_0^t \phi'(u(s))G(u(s))ds.$$  

(7.6)

Note that this generalisation uses as a reference the Itô integral, this basically means that it gives a formula which connects a general stochastic integral with the Itô integral. In a similar way, we can use the Stratonovich integral as a reference to
obtain the following correction formula

\[
\int_0^t \phi(u(s)) \ast dW(s) = \int_0^t \phi(u(s)) \circ dW(s) + \left( \alpha - \frac{1}{2} \right) \int_0^t \phi'(u(s))G(u(s))ds.
\]
7.3 Matlab codes

Algorithm 7.3.1 Euler-Maruyama function file.

```matlab
function [t, u]=EulerMaruyama2(u0, T, N, d, m, fhandle, ghandle)

Dt=T/N;  
% step-size
u=zeros(d,N+1); t=zeros(N+1,1); u_n=u0;  
% preallocate u
sqrtDt=sqrt(Dt);
for n=1:N+1 
    u(:,n)=u_n; t(n)=(n-1)*Dt;
    dW=sqrtDt*randn(m,1);  
    u_new=u_n+Dt*fhandle(u_n)+ghandle(u_n)*dW;  
    u_n=u_new;
end
end
```

1 SODE $du=f(u)dt+g(u)dW(t)$. 
2 function with inputs: 
3 u0: initial condition  
4 T : time interval $[0,T]$  
5 N : number of iterations 
6 d : order of the ODE ($f:R^d \rightarrow R^d$)  
7 m : dimension of the Wiener process 
8 fhandle : drift term  
9 ghandle : diffusion term. 
10 The outputs are a time vector t, approximate solution u. 
11 function [t, u]=EulerMaruyama2(u0, T, N, d, m, fhandle, ghandle )
12
13 Dt=T/N;  
14 u=zeros(d,N+1); t=zeros(N+1,1); u_n=u0;  
15 sqrtDt=sqrt(Dt);
16 for n=1:N+1 
17     u(:,n)=u_n; t(n)=(n-1)*Dt;
18     dW=sqrtDt*randn(m,1);  
19     u_new=u_n+Dt*fhandle(u_n)+ghandle(u_n)*dW;  
20     u_n=u_new;
21 end
22 end
```
Algorithm 7.3.2 Strong convergence for Euler-Murayama.

```matlab
1 clear all
2 fhandle=@(x) x; ghandle=@(x) 0.1*x; dghandle=@(x) 0.1; hhandle=@(x) x;
3 M=200; % number of samples
4 u0=ones(1,M); % initial condition
5 DT=[]; error=[]; normerror=[]; errortemp=[];
6 T=1; N=2^14; d=1; m=1;
7 \%\% Generates reference solution
8 tic;
9 \% \% Generates references solution
10 \% randn(state,100);
11 [u,t]=EMpath( u0,T,N,d,m,handle,ghandle,1,M);
12 uref=squeeze(u);
13 toc
14 \%\% Generates paths with bigger time step-sizes
15 udt={};
16 tic
17 kappa=[2 2^2 2^3 2^4 2^5 2^6];
18 for i=1:length(kappa);
19 \% randn(state,100);
20 x(i)=cputime;
21 [u,t]=EMpath( u0,T,N,d,m,fhandle,ghandle,kappa(i),M);
22 udt{i}=squeeze(u);
23 Dt(i)=t(end)-t(end-1);
24 error{i}=abs(uref(:,end)-udt{i}(:,end));
25 errortemp=error{i};
26 normerror(i)=sqrt(mean(errortemp)/M);
27 toc
28 cputime=xr(i);
29 end
30 tic
31 xles=log(Dt); yles=log(normerror); fl=polyfit(xles,yles,1);
32 fprintf(’slopedefittedlineis%f\n’,fl(1))
33 hold on
34 loglog(Dt,normerror,’-.’)
35 loglog(Dt,0.1*Dt.’(0.5),’r-’)
```
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Algorithm 7.3.3 Function that generates $M$ samples of E-M paths. Each path is generated by using several sizes of $\Delta t$, the smallest of which is considered as the reference $\Delta t$.

```matlab
function [u, t] = EMpath( u0, T, N, d, m, fhandle, ghandle, kappa, M)
Dref = T/N;
Dt = kappa * Dref;
NN = N / kappa;

u = zeros(d, M, NN + 1);
gdW = zeros(d, M);
sqrtDref = sqrt(Dref);
u0 = u;

for n = 1:NN + 1
    t(n) = (n - 1) * Dt;
    u(:, :, n) = u0;

    dW = sqrtDref * squeeze(sum(randn(m, M, kappa), 3));
    for mm = 1:M
        gdW(:, mm) = ghandle(u0(:, mm)) * dW(:, mm);
    end
    u_new = u0 + Dt * fhandle(u0) + gdW;
    u0 = u_new;
end
```

Algorithm 7.3.4 Heun function file.

```matlab
function [t, u, Dt] = heun(u0, T, N, d, m, fhandle, ghandle)

% STRATONOVICH
% SODE $du = f(u)dt + g(u)dw(\tau)$. 
function with inputs:
% u0: initial condition 
% T: time interval $[0, T]$ 
% N: number of iterations 
% d: order of the ODE ($f: R^d \rightarrow R^d$) 
% m: dimension of the Wiener process 
% fhandle: drift term 
% ghandle: diffusion term. 
% The outputs are a time vector $t$, approximate solution $u$ and $Dt$.

Dt = T/N;

u = zeros(d, N + 1);
t = zeros(N + 1, 1);
u0 = u;

sqrtDt = sqrt(Dt);

for n = 1:N + 1
    u(:, n) = u0;
    t(n) = (n - 1) * Dt;

    dW = sqrtDt * randn(m, 1);
    U_j = u0 + Dt * fhandle(u0) + ghandle(u0) * dW;

    % E-M prediction of $u(tilde)$
    u_new = u0 + Dt * fhandle(u0) + (0.5 * (ghandle(u0) + ghandle(U_j)) * dW); % Heun
    u0 = u_new;
end
```
Algorithm 7.3.5 Exponential Integrators function file.

```matlab
function [t, u, Dt] = Expon_Ito(u0, T, N, d, m, fhandle, ghandle, A)

% Initial conditions
u = u0;

for n=1:N+1
    u(n,:) = u(n-1) + Dt * ghandle(u(n)) + sqrt(Dt) * randn(m,1);
    u_new = exp(Dt*A) * u + Dt * fhandle(u) * (exp(Dt*A) - 1) / (D*A) + ... % exp integral
    u(n) = u_new;
end

sqrtDt = sqrt(Dt);
t = (0:N+1) * sqrtDt;
```
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Algorithm 7.3.6 Stratonovich Exponential Integrators (SEI) function file.

```matlab
% STRATONOVICH
% SODE du=(Au+f(u)) dt+g(u) o dW(t).
% function with inputs:
% u0: initial condition
% T : time interval [0,T]
% N : number of iterations
% d : order of the ODE (f:R^d->R^d)
% m : dimension of the Wiener process
% fhandle : drift term
% ghandle : diffusion term.
% A : bounded operator (parameter in 1-D)
% The outputs are a time vector t, approximate solution u and Dt.

function [t, ue, Dt]= Expon_Stratonovich(u0, T, N, d, m, fhandle, ghandle, A)

Dt =T/N ;
ue=zeros (d,N+1);
t=zeros (N+1,1);
ue_n=u0 ;
sqrtDt=sqrt (Dt ) ;
phi0=expm (Dt*A);
phi05=expm (0.5*Dt*A);
phi1=A\(phi0-eye (size (A)));
for n=1:N+1
ue (: ,n)=ue_n ;
t(n)=(n−1)*Dt ; dW=sqrt Dt *randn(m,1) ;

%v_k=ue_n+(Dt*(A*ue_n)+fhandle(ue_n))+ (ghandle(ue_n)*dW); % E-M predictor
v_k= phi0*ue_n+(phi1*fhandle(ue_n))+(phi05*ghandle(ue_n))*dW; % exp predictor
ue_j=phi0*ue_n+phi1*fhandle(ue_n)+0.5*phi05*( ghandle(ue_n)+ghandle(v_k))*dW;
ue_n=ue_j ;
end

plot (t, ue , 'b ' )
xlabel ( 't', 'FontSize' ,14)
ylabel ( 'u(t)', 'FontSize' ,14 , 'Rotation' ,0)
```
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Algorithm 7.3.7 SEI scheme as sample paths generator in 3-D.

```matlab
function [t,u]=expo_sample_paths3(u0,T,N,d,m,fhandle,ghandle,kappa,M,A)

Dtref=T/N;
Dt=kappa*Dtref;
NN=N/kappa;
u=zeros(d,M,NN+1);
sqrtDtref=sqrt(Dtref);

for n=1:NN+1
    t(n)=(n-1)*Dt; % for the big steps
    u(:,:,n)=u0;

    dW=sqrtDtref*squeeze(sum(randn(m,M,kappa),3));
    v_k(:,mm)=u_n(:,mm)+Dt*(A*(u_n(:,mm))+fhandle(u_n(:,mm)))+...
    ghandle(u_n(:,mm))*dW(:,mm); % predictor for exp
    gW(:,mm)=(0.5*phi05*(ghandle(u_n(:,mm)) + ghandle(v_k(:,mm)))*dW(:,mm));

    u_nnew=phi0*u_n+(phi1*fhandle(u_n))+gW;
    u_n=u_nnew;
end
```

Chapter 7: Appendix
Algorithm 7.3.8 Strong convergence for SEI in higher dimensions.

```matlab
% STRONG CONVERGENCE FOR SEI IN 3-DIMENSIONS
clear all;
T=1; d=3; m=3; N=2^10; nu=0.1;
fhandle=@(x) 0.2*x;
ghandle=@(x) [0.2*x(1) 0 0; 0 -0.2*x(2) 0; 0 0 0.2*x(3)];
A=[1 0 0; 0 -1 0; 0 0 1];
M=100; u0=repmat([1;1;1],[1,M]);
DT=[ ];
error=[];
errortemp=[];
% GENERATES REFERENCE SOLUTION GIVEN BY SEI (U\_EXACT \_U\_REF), M-SAMPLES
tic;
randn(’state’,100);
[t,u]=expo_sample_paths3(u0,T,N,d,m,fhandle,ghandle,1,M,A);
uref=u;
toc;
% GENERATES SOLUTIONS WITH DIFFERENT STEP-SIZES (DT,i=KAPPA(i)*DT), M-SAM
utemp=[]; udt={}; k=1;
tic;
errormat=[];
kappa=[4 2^3 2^4 2^5 2^6 2^7];
for i=1:length(kappa);
    randn(’state’,100);
    [t,u]=expo_sample_paths3(u0,T,N,d,m,fhandle,ghandle,kappa(i),M,A);
    udt{i}=u; %squeeze(u);
    Dt(i)=t(end)-t(end-1);
    error{i}=uref(:,end)-udt{i}(:,end);
    utemp=uref(:,end-1,kappa(i));
    for j=1:M
        errormat(:,i)=error{i}(1,:).^2+error{i}(2,:).^2; %vector norm
    end
end
toc
normerror=sqrt(sum(errormat)/M);
% PLOTS
loglog(Dt,normerror,’bo-’)
hold on
loglog(Dt,0.6*abs(log(Dt)).*Dt,’-.’)
hold on
loglog(Dt,0.1*Dt,’-.’)
grid on
```
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Algorithm 7.3.9 Milstein-type Stratonovich Exponential Integrators (MSEI) function file.

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49

```matlab
function [t, ue, Dt] = Exponential_Milsm( u0, T, N, d, m, fhandle, ghandle, A )

Dt = T/N ;
ue = zeros( d, N+1 );
t = zeros( N+1, 1 );
ue( :, 1 ) = u0 ;
sqrtDt = sqrt( Dt ) ;
phi0 = expm( Dt*A ) ;
phi1 = A * ( phi0 - eye( size(A) ) ) ;

for n=1:N+1
    ue( :, n ) = ue( :, n-1 ) ;
    t( n ) = ( n-1 ) * Dt ;
    dW = sqrtDt * randn( m, 1 ) ;
    u1 = phi0 * u0 + phi1 * fhandle( u0 ( 1 ) , u0 ( 2 ) , u0 ( 3 ) ) ;
    y1 = y1 + dW( 1 ) ;
    y2 = y2 + dW( 2 ) ;
    y3 = y3 + dW( 3 ) ;
end
```

% auxiliary system
y1 = y1 + y2 + y3;
ue( :, n ) = ue( :, n ) ;

end
```
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