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ABSTRACT

The prediction of residual oil saturation ($S_{or}$) and relative permeabilities after waterflooding in mixed-wet systems is a very challenging task. These are important parameters which must be estimated for a full field simulation of waterflooding. The $S_{or}$ also defines the target oil for any proposed EOR process after an initial waterflood. Pore-scale network modelling can be used to estimate relative permeabilities, and the amount and nature of the trapped residual oil if the correct physics of oil displacement are properly included.

During the waterflooding of mixed-wet systems, oil may drain down to relatively low residual saturations. Such $S_{or}$ levels can only be calculated correctly when oil layers in pore corners are included in the pore-scale modelling. van Dijke and Sorbie (J. Coll. Int. Sci. 293 (2006) 455) obtained an accurate thermodynamically derived criterion for oil layers’ existence in pores with non-uniform wettability caused by ageing, which is more restrictive than the previously used geometrical layer existence criterion. This thermodynamic criterion has been included in a newly developed two-phase pore network model to calculate realistic $S_{or}$ values for mixed-wet sandstones. A new $n$-cornered star pore shape characterization technique has also been implemented in this model since the precise description of the pore shape was found to be important.

Two unstructured networks, derived from Berea sandstone have been used for a number of sensitivities of the $S_{or}$ and relative permeabilities with respect to wettability conditions. It is shown that $S_{or}$ is lower for the more strongly oil-wet cases, while the water relative permeability curves increase gradually with oil-wetness at the higher water saturations. It has also been shown that pore shape approximations and oil layers collapse criterion have a significant impact on the $S_{or}$ and the relative permeabilities. In particular, the thermodynamic oil layer existence criterion gives higher and more realistic $S_{or}$ compared to previously used geometrical criterion. The network modelling has been used to match experimental data for water-wet and mixed-wet systems. In particular, the good agreement with mixed-wet systems strongly indicates that using the correct oil layer existence criteria is a significant step forward in the reliable prediction of $S_{or}$. 
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CHAPTER 1 - INTRODUCTION

Large scale numerical simulation of multi-phase flow in porous media is of great importance in prediction of various phenomena in hydrology, environmental engineering and petroleum engineering. For example, these phenomena could be transportation of non-aqueous phase liquid (NAPL) through unsaturated soils in hydrology or the enhanced oil recovery scenario in petroleum engineering. This numerical reservoir simulation of multi-phase flow requires an accurate description of macroscopic properties such as capillary pressures and relative permeabilities as functions of the phase saturations, including waterflooding residual oil.

These macroscopic properties can be measured by laboratory experiments which are quite expensive, time consuming and therefore can be conducted only for a limited set of conditions. Alternatively, a reliable physically-based model can be developed to predict multiphase flow at the pore-scale and consequently to estimate relative permeabilities and capillary pressures at the macro-scale (Figure 1.1).

The physically-based models are usually based on pore level physics of displacement mechanisms and require a proper representation of the pore space structure. The pore space structure is obtained as a 3D image either by computer tomography (CT) imaging.
Dunsmuir et al. 1991, Spanne et al. 1994, Coles et al. 1996) of core samples or by numerical 3D reconstructions from 2D thin sections: process-based algorithms (Bakke and Øren 1997, Øren and Bakke 2003) and statistical methods (Wu et al. 2006, Okabe and Blunt 2007). Once the 3D image is available, it is possible to simulate fluid flow directly using e.g. the Lattice-Boltzmann method (Grunau et al. 1993, Ferreol and Rothman 1995, Chen and Doolen 1998). However, for multi-phase flow that method is computationally ineffective and pore-scale network modelling (Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004) can be used instead.

The network modelling approach requires as input a topologically and geometrically equivalent network of pore bodies interconnected by pore throats, which can be extracted from 3D images of the pore space (Øren and Bakke 2003, Al-Kharusi and Blunt 2007, Dong et al. 2007, Jiang et al. 2007). Additionally, to predict multiphase flow an accurate description of the pore level flow physics is needed. Thus, if a pore space network is supplied, pore-network modelling is a very attractive tool for estimating macroscopic transport properties with arbitrary wetting conditions.

Capillary pressure and relative permeability functions predicted by pore-network modelling strongly depend on the pore shapes and presence of fluid films and layers in pore corners. During water flooding of mixed-wet systems, oil may drain down to relatively low residual saturations. A number of studies have indicated that such low saturations can only be reached when oil layers in pore corners are included in the pore-scale modelling. van Dijke and Sorbie (2006) obtained accurate thermodynamically derived criteria for oil layers’ existence in pores with non-uniform wettability caused by ageing, which is more restrictive than the previously used geometrical layer existence criteria. In addition, because real pore shapes are generally highly irregular and often non-convex it is important to use an appropriate shape characterization. Therefore, in addition to the commonly used Circle-arbitrary Triangle-Square (CTS) shape representation we developed a new \( n \)-cornered star (Star) shape characterization technique, which takes shape factor and dimensionless hydraulic radius as input parameters.

In this work, we present a newly developed state-of-the-art pore scale network modelling tool which incorporates the correct intra-pore physics, in particular,
thermodynamical oil layer existence criteria and the new pore shape characterization technique Star.

In Chapter 2, we review the literature on different aspects of pore network modeling and its related areas: pore space reconstruction, pore-scale network extraction, pore shape characterization, contact angle hysteresis and wettability alteration, pore-scale displacement mechanisms and entry pressures, network modelling of experimental data, effect of wettability on residual oil saturation and relative permeabilities.

In Chapter 3 we describe the newly developed pore-scale network modelling tool, which takes as input the geometrically and topologically equivalent network (extracted) from a real pore space. In particular, besides the commonly used CTS pore characterization, we also present a new pore shape characterization technique to identify the equivalent regular n-cornered star shape (Star). Then, we describe the expressions for the single-phase and two-phase conductances for different shape characterizations.

In Chapter 4 we describe possible fluid configurations and displacements which can occur during primary drainage, water invasion (after ageing) and secondary drainage. We present corresponding entry pressures for displacements in Star and CTS pores, in particular, the thermodynamic oil layers collapse criterion and the geometrical collapse criterion. We also describe three possible scenarios for the formation of oil layers, involving these criteria.

In Chapter 5, to test the accuracy of the pore shape characterization (Star and CTS), we consider 70 pore shapes, which were extracted from high-resolution 2D images of a Bentheimer rock sample. For each real shape, we derive the corresponding CTS and Star approximations. Then, for the real shapes we calculate drainage entry pressures using the newly developed method (Helland et al. 2008) and calculate single phase conductance using a finite element approach, and compare these properties with those for the equivalent shapes. Finally, we construct a capillary bundle model from the 70 pores and test the predictive capabilities of the characterization approaches in terms of relative permeabilities and capillary pressures.

In Chapter 6 we perform a wide range of network model sensitivity calculations of water flood residual oil saturation ($S_{or}$) to various wettability conditions and we also
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analyze the effect of pore shape characterization on $S_{or}$ behaviour. We compare residual oil saturations from simulations for two Berea networks with different wettability conditions for the thermodynamic oil layer existence scenario with the two other scenarios resulting. Sensitivity results of oil residual and number of displacements are analysed with respect to various water flood end-point capillary pressures. Additionally, we examine the sensitivity of relative permeability to average contact angle and to the fraction of oil-wet pores. We also investigate the effect of oil layer existence criteria and pore shape characterization on the relative permeability curves.

In Chapter 7, to validate the pore-scale network model, we compare relative permeabilities for two Berea networks with water-wet and oil-wet experiments. We also show the matching results of comparison with mixed-wet waterflooding recovery experimental data by Jadhunandan and Morrow (1995).

Finally, in Chapter 8 we will summarize the important findings of this work, give suggestions for future research and recommend possible applications of the newly developed state-of-the-art pore network modelling tool.
CHAPTER 2 - LITERATURE REVIEW

In this chapter we review the literature on different aspects of pore network modelling of water flood residual oil and related areas: pore space reconstruction, pore-scale network extraction, pore shape characterization, contact angle hysteresis and wettability alteration, pore-scale displacement mechanisms and entry pressures, network modelling of experimental data, effect of wettability on residual oil saturation and relative permeabilities. Based on the presented literature review we summarize which methods we employ in this work and what new features we have implemented to improve previous results.

2.1 Pore Space Reconstruction

The network modelling approach requires as input a topologically and geometrically equivalent network of pore bodies connected by pore throats, which can be extracted from 3D images of the pore space. This 3D image pore space structure is obtained either by computer tomography (CT) imaging of core samples or by numerical 3D reconstructions from 2D thin sections: process-based algorithms and statistical methods.

2.1.1 3D CT Scanning

Direct imaging of the porous media can be obtained by means of X-ray computed micro-tomography (micro-CT) which can have a resolution down to few microns (Dunsmuir et al. 1991, Arns et al. 2004, Arns et al. 2005). A Synchrotron micro-CT provides even better resolution, possible to sub-microns 0.3-0.7μm (Coenen et al. 2004). This is a non-destructive approach and provides an image very close to reality. However, there is a “trade off” between the size of the image and its resolution and, for relatively large sample sizes, the resolution of CT scanning may not be high enough to resolve micro porosity, as found in many carbonate reservoirs. In this case, 2D thin section scanning electronic microscope (SEM) images can be used to reconstruct the 3D pore space with reasonable resolution by means of approaches such as process-based modelling (Bryant and Raikes 1995, Øren and Bakke 2003) or stochastic reconstruction (Wu et al. 2006, Okabe and Blunt 2007).

2.1.2 Process-Based Algorithm

were the first to propose process-based pore reconstruction methods. They modelled the sandstone rock-forming process using a random close packing of equal spheres. Compaction and diagenesis were also included in the process. This approach was extended later by packing spheres of different size (Bakke and Øren 1997, Øren et al. 1998, Øren and Bakke 2002, 2003). The grain size distribution and other petrographical information were derived from 2D thin section images. Then similar approaches were used to model sandstone formation including sedimentation, compaction and diagenesis. For diagenesis, besides a quartz cementation they also introduced clay content. These reconstructions showed very good rock connectivity representation and have been successfully used for prediction of multi-phase transport properties (Øren et al. 1998, Patzek 2001, Øren and Bakke 2003, Valvatne and Blunt 2004, Piri and Blunt 2005b). However, where complex diagenetic processes are important, for example in many carbonates where multi-scale pore systems can evolve (Lucia 2007), these methods do not produce reasonable results.

2.1.3 Statistical Methods
Various statistical methods have been developed to reconstruct the 3D rock from 2D thin sections (Quiblier 1984, Adler et al. 1990, Roberts 1997). These methods recreate the 3D pore space by matching single- and two-point statistics derived from the input 2D images. However, these methods fail to reproduce the long-range connectivity of the original pore space, for example in rocks with low porosity. To overcome this problem, multi-point statistical methods were developed (Okabe and Blunt 2004, 2005, 2007). The latter use 2D thin sections as input training images to derive multi-point statistical information. The subsequent 3D rock representation reproduces typical patterns of the pore space. However these iterative multi-point methods are computationally very demanding. Instead, Wu et al. (2004, 2006) developed a much more efficient single scan stochastical reconstruction algorithm based on Markov Chain Monte Carlo (MCMC) simulation. Wu et al’s approach is a Markov Random Mesh method, for which thin sections in three orthogonal directions are used as training images. The transition probabilities between the void and solid (pore and rock) are calculated from the input images for all the local predefined patterns which may occur in a “stencil” of a certain size. The MCMC reconstruction differs from the other methods in that it uses a multiple-voxel interaction scheme to obtain the realisations that match structural characteristics and patterns from the input data.
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2.2 Pore Scale Network Extraction

The topologically and geometrically equivalent pore networks can be extracted from 3D images of the pore space. There are several types of algorithms for network extraction, e.g.: medial-axis based, maximum ball based, Voronoi diagram. We will review these algorithms here.

2.2.1 Medial Axis Based Algorithm

The medial axis based algorithm reduces the digital pore space to the topological skeleton of the pore network. Then the pore bodies and pore throats are identified by pore space partitioning. One of the first implementations of this algorithm was developed by Lindquist et al. (1996) and Lindquist and Venkatarangan (1999). The medial axis based methods preserve topological information very well, but have some problems with partitioning the pore bodies. Sheppard et al. (2005, 2006) developed some “cleaning” procedure to overcome these problems. They suggested removing spurious pore throats and merging connected individual pore bodies to reduce the high local coordination number. Jiang et al. (2007) made the medial axis extraction algorithm more computationally efficient and improved the pore body identification procedure by using a “junctions” concept for nodes (pore bodies) and “not junctions” for bonds (pore throats).

2.2.2 Maximum Ball Based Algorithm

The maximum ball algorithm (Silin et al. 2003, Silin and Patzek 2006) was developed to derive the topology of the rock pore space based on 3D images. The idea was to define the maximum ball for each void voxel, which fits in the surrounding pore space. The largest maximum balls defined the pore bodies and the smallest balls residing between them were assigned to pore throats. Others later extended the algorithm for network extraction and improved the method for distinguishing between pore throats and pore bodies (Al-Kharusi and Blunt 2007, Dong et al. 2007, Dong and Blunt 2009a).

2.2.3 Voronoi Diagram

For the pore space models reconstructed by the process-based algorithm (see Section 2.1.2), the coordinates of all the grain centres are known and this information is used to extract the pore space skeleton using Voronoi tessellation (Bryant and Blunt 1992, Bryant et al. 1993a, Bryant et al. 1993b, Øren and Bakke 2003).
2.3 Types of Network Flow Models

There are two main types of network modelling tools which are defined by the flow regime: capillary dominated and viscous dominated. In the case of low capillary number, $N_c$, which is defined as:

$$N_c = \frac{\mu u}{\sigma} \leq 10^{-5}, \quad (2.1)$$

where $\mu$ is viscosity, $u$ is fluid velocity and $\sigma$ is interfacial tension, the viscous forces are insignificant and the flow is governed by capillary forces. In this case quasi-static network modelling can be applied. Otherwise, dynamic network modelling should be used where both viscous and capillary forces are accounted for.

2.3.1 Quasi-Static Models

In a quasi-static network model the capillary pressure is the “driving” force that determines the saturation evolution in the model. This quantity is changed gradually and, for each capillary pressure value, the equilibrium position of the fluid-fluid interfaces is determined, based on distinct pore fluid displacements (see Section 2.5). The displacements or fluid configurations changes occur sequentially, according to distinct capillary pressure criteria (McDougall and Sorbie 1995, Blunt 1998, Øren et al. 1998, Dixit et al. 1999, Man and Jing 2000, Patzek 2001, van Dijke and Sorbie 2002, Valvatne and Blunt 2004, Piri and Blunt 2005a). In this thesis a quasi-static network model is employed, the description of which can be found in Chapter 3.

2.3.2 Dynamic Models

In dynamic pore scale models, pressure gradients form the “driving” force. At each time step, the pressure distribution in the network is calculated, then the fluid-fluid interfaces are updated and the displacements occur based on pressure difference criteria. There are two families of dynamic pore-scale models. The first family of models does not include the flow through wetting films (Mohanty 1982, Salter and Mohanty 1982, Mohanty and Salter 1983, Koplik and Lasseter 1985, Dias and Payatakes 1986a, b, Koplik et al. 1988, Blunt and King 1991, Vizika et al. 1994, Aker et al. 1998). Most of these models were used to investigate the effect of capillary number (flow rate, interfacial tension) and viscosity ratio on the relative permeability, residual oil saturation and microdisplacement mechanisms.

A second family of dynamic models includes flow through wetting films (Blunt and Scher 1995, Mogensen and Stenby 1998, Constantinides and Payatakes 2000, Hughes
and Blunt 2000, Singh and Mohanty 2003, Al-Gharbi and Blunt 2004, 2005, Joekar-Niasar et al. 2010a). Using such models it is possible to analyse the balance between piston-like and snap-off displacements (see Section 2.5) and its effect on residual oil for a wide range of capillary numbers and viscosity ratios.

### 2.4 Pore Shape Characterization

#### 2.4.1 Type of Shapes

The main network model characteristics, such as conductances (see Section 2.4.2) and capillary entry pressures (see definition in Section 2.7), depend on the shapes of the pore bodies and the pore throats cross-sections. Most of the earliest network models assumed circular cross-sections for simplicity (Fatt 1956a, b, c, McDougall and Sorbie 1995, Dixit et al. 1998, Dixit et al. 1999, Dixit et al. 2000). One major disadvantage of a circular shape is that it cannot accommodate more than one fluid in a stable configuration in a single pore and it therefore does not allow any films or layers of additional phases to be formed during the displacement processes. In contrast, it can be clearly seen from thin section images of any rock that real pore shapes are very irregular and have many corners. It has been shown experimentally that in pores with angular cross-section the wetting phase can occupy the corners with the non-wetting phase in the centre (Lenormand et al. 1983). These corner wetting films provide additional phase connectivity and they may reduce the trapping level of the defending phase. Thus, networks that have pore elements with circular cross sections will not be able to predict experiments where the film flow is crucially important (Or and Tuller 1999, Tuller et al. 1999).

A number of network models have been used where the pore space is idealised as a regular cubic lattice with square cross-sections for both pore bodies and pore throats (Blunt 1997a, b, 1998, Fenwick and Blunt 1998b, Larsen et al. 2000). Equilateral triangular shapes have also been used in capillary bundle models (Hui and Blunt 2000a, b, Helland and Skjaeveland 2006a, Helland and Skjaeveland 2006b) and in cubic networks (Fenwick and Blunt 1998a).

Mason and Morrow (1991) introduced the concept of the shape factor $G = A/P^2$, with cross sectional area $A$ and perimeter $P$. They derived the capillary entry pressure expression for a pore with a cross-section shaped as an arbitrary triangle in terms of its
shape factor $G$. Thus Mason and Morrow (1991) demonstrated the importance of the shape factor for capillary entry pressure calculation and others have used this approach to characterize complex shapes by regular shapes with the same $G$. Later, an algorithm for arbitrary triangular shape identification based on shape factor was presented by Øren et al. (1998) and Patzek and Silin (2001). Øren et al. (1998) used this technique for the unstructured network extracted from the process-based reconstruction of the pore space. They characterized pore shapes exclusively as arbitrary triangles. The shape factor value for an arbitrary shape lies between 0 and 0.0785 but the maximum possible shape factor for an arbitrary triangle is limited by that for the equilateral triangle, which is 0.048. Therefore, additional shapes should be used for a more accurate pore shape representation. Most modern network pore-scale simulators approximate the real pore shapes by Circle, arbitrary Triangle and Square shaped pores (denoted CTS), for which the shape factor is matched (Patzek 2001, Valvatne and Blunt 2004, Piri and Blunt 2005a, Valvatne et al. 2005). Patzek (2001) actually used the CTS approach only for pore throat characterization and he then used square shapes for pore body representation.

Kovscek et al. (1993) noticed that many realistic pore shapes are non-convex and proposed the use of a 4-cornered curved star shape formed by 4 touching spheres (see Figure 2.7). This so-called grain boundary pore (GBP) shape was then used in a capillary bundle model (Kovscek et al. 1993) as well as in network models (Goode and Ramakrishnan 1993, Man and Jing 1999, 2000, 2001).

Joekar-Niasar et al. (2010b) proposed a procedure for pore shape characterization based on shape factors or a shape factor distribution extracted from input rock images, which allowed them to reproduce a continuous ranges of shape factors between 0 and the maximum for a circle 0.785. They used regular $n$-hyperbolic polygons, which are GBPs, (and irregular polygons for $n=3$) for pore throat description and prolate spheroids for pore body representation. The main idea was to identify the type of cross-section based on the shape factor and its overall distribution.

In this thesis, we apply the CTS approach and additionally suggest the use of a new $n$-cornered star shape characterization technique (Star) (for details see Chapter 3).
2.4.2 Conductance (single-phase and two-phase)

When calculating absolute and relative permeabilities from network models, single phase and two-phase hydraulic conductances $g$ have to be specified (or calculated) for each pore element (body or throat). The hydraulic fluid conductance $g$ is the coefficient of proportionality between the fluid flowrate $q$ and the pressure gradient $\nabla P$:

$$q = g\nabla P$$  \hspace{1cm} (2.2)

Patzek and Silin (2001) obtained single phase conductances for equilateral triangular, rectangular, and elliptic shapes analytically and for arbitrary triangular shapes semi-analytically (using conformal mapping). They also demonstrated that dimensionless conductances $g/A^2$ for arbitrary triangular, rectangular and elliptic shapes are approximately proportional to the shape factor $G$. Helland et al. (2006) calculated single phase conductances for regular star shapes with different numbers of corners ($n$), using a finite element method. They also showed that the commonly assumed proportionality between $g/A^2$ and $G$ breaks down for increasing $n$.

Two-phase conductances are usually defined as flow conductances of corner wetting films. Zhou et al. (1997) derived approximate analytical solutions for the corner flow resistance (reciprocal of conductance). They suggested that the boundary condition should be perfect-slip for any oil-gas interface and no-slip for the oil-water interface. Later, Hui and Blunt (2000a) slightly modified the analytical expressions and extended them to non-zero contact angles (see Section 2.6.1). Patzek and Kristensen (2001) published correlations between corner film conductance and corner film shape factor, corner half-angle, and contact angle based on finite element calculations. They showed that their correlation performed better than the previous one (Zhou et al. 1997, Hui and Blunt 2000a). However, Valvatne and Blunt (2004) showed that a correlation proposed by Øren et al. (1998) was superior to the other published expressions (Zhou et al. 1997, Patzek and Kristensen 2001), which was also confirmed later by Helland et al. (2006).

In the three-phase case, an oil layer may be sandwiched between the water filled corner films and bulk gas. Similarly, in the case of two-phase water invasion with non-uniform wettability an oil layer may be sandwiched between the water in the corners and the water in the center of the pore. Initially, Zhou et al. (1997) obtained analytical solutions for the oil layer flow resistance in the three-phase case (perfect-slip for the oil-gas interface and no-slip for the oil-water interface). Hui and Blunt (2000a) then
slightly modified this previously derived solution (Zhou et al. 1997) and generalized it for a non-zero contact angle. Al-Futaisi and Patzek (2003c) used the finite element method to obtain the conductance of a sandwiched oil layer between the water film and gas in the pore centre. They considered four different boundary conditions at the fluid-fluid interface (all possible combinations of no-slip and perfect-slip for oil-water/gas-oil boundaries) and derived related correlations. By comparison with numerical results, they also showed that their correlation performed much better than previously proposed solutions (Zhou et al. 1997, Hui and Blunt 2000a). Valvatne and Blunt (2004) derived their own correlation for oil layers sandwiched between water films and bulk water by using a no-slip boundary condition at the oil-water interface. They made comparison only with the solutions previously derived by Hui and Blunt (2000a) and showed that their correlation gave more accurate predictions.

2.5 Displacements

Invasion percolation is a dynamic process of one fluid (invading phase) displacing another (defending phase), during which the invading phase cluster (see Section 4.1) has to be connected to the inlet face of the network (Wilkinson and Willemsen 1983, Dias and Wilkinson 1986).

There are two types of invasion percolation (IP): with and without trapping (Knackstedt et al. 2000). In the second case, the defending fluid is thought of as infinitely compressible and the invading phase can displace the defending phase from any accessible pore element. A pore element is accessible if it has a neighbouring pore element that is occupied by the invading phase and the latter is connected to the inlet face by means of the corresponding invading cluster. The first type, invasion percolation with trapping, is most commonly used: the defending phase is considered incompressible and defending phase occupying an accessible pore element needs to be connected to the outlet face to be displaced. If a defending phase cluster becomes disconnected from the outlet, this cluster is said to be trapped.
Al-Futaisi and Patzek (2003a) noticed that the drainage process in a strongly water-wet systems (with water wetting films) is effectively bond invasion percolation without trapping (Stauffer and Aharony 1992). As the capillary pressure increases, the accessible bonds (and the adjoining nodes) are invaded in order of increasing capillary entry pressure by piston-like displacements and water is always connected to the outlet through wetting films in the pore corners. For a less strongly water-wet case (without water wetting films) drainage becomes invasion percolation with trapping, since there is no escape for water through films.

Lenormand et al. (1983) observed three main types of displacements during imbibition based on water-wet micro-model experiments (Figure 2.1): piston-like displacement, snap-off (Section 2.5.1) and pore-body filling (Section 2.5.2). During water imbibition, the oil-water capillary pressure drops and the bonds and nodes are filled in order of decreasing capillary entry pressure of the relevant displacements. Al-Futaisi and Patzek (2003a) described imbibition as a combination of bonds and nodes invasion percolation and bond ordinary invasion percolation with trapping.

Figure 2.1 Different types of displacement: (a) piston-like; (b) snap-off (choke-off); (c),(d) - I1 and I2 PBF events with 1 and 2 throats occupied by non-wetting fluid (oil) correspondingly (Lenormand and Zarcone 1984)
2.5.1 Snap-off
Mohanty et al. (1980) modelled snap-off and described this mechanism as “choke-off”. During snap-off, water films start swelling until the oil-water interface becomes unstable, at which point the node or bond becomes entirely filled with water (see Figure 2.2). If during water imbibition a pore element is occupied by bulk oil and water films, but does not have any neighbouring bulk water filled pore elements, it can be filled with water by means of snap-off.

![Figure 2.2](image)

**Figure 2.2** Snap-off (choke-off) displacement mechanism. The (water) wetting films are swelling to form a “collar” and then cause the non-wetting fluid (oil) to snap-off (Lenormand et al. 1983)

Valvatne and Blunt (2004) noticed that piston-like displacement is always favoured over snap-off in terms of capillary entry pressure, but only if the pore element is accessible. Thus, snap-off can still be an important mechanism since it does not require any neighbouring pore elements to be filled with bulk water connected to the inlet. In the case of wettability alteration and contact angle hysteresis, the snap-off mechanism becomes more complicated and will be considered later.

2.5.2 Pore Body Filling (PBF) Events
Pore body filling (PBF) is defined as the displacement of non-wetting fluid (oil) from the centre of a pore body by the collective movement of interfaces from connecting pore throats filled with wetting fluid (see Figure 2.1c,d). The capillary entry pressure for PBF is restricted by the largest radius of curvature that is required to fill the pore body (Lenormand et al. 1983). This radius depends on the size of the pore body and on the number of oil-filled pore throats connected to it. Thus, if the pore body has coordination number $Z$, then it can be invaded by means of $Z-1$ displacement events (denoted as $I_1.. I_{Z-1}$) each with different capillary entry thresholds (e.g. $I_1$ and $I_2$ in...
Figure 2.1c,d). If only one of the connected pore throats is oil-filled, then the corresponding PBF event (an $I_1$ event) will be similar to piston-like displacement with a similar entry pressure (Blunt 1997a, 1998, Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004). The $I_n$ PBF events, $n=1,...,Z-1$, take place only if the water imbibition is spontaneous (with positive capillary entry pressures, as explained in Section 4.2.3). Otherwise, the PBF events will again be similar to piston-like displacement with the same entry pressure as for the $I_1$ displacement (Øren et al. 1998, Valvatne and Blunt 2004).

The $I_n$ entry pressures have been described by a number of parametric models (Blunt 1997a, 1998, Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004). Most of them depend on the inscribed radius of the pore body, the number of oil-filled connecting pore throats, random weighting coefficients and aspect ratios between pore bodies and pore throats. Valvatne (2004) noted that the selection of weighting coefficients for PBF events or aspect ratios between pore bodies and pore throats will affect what kind of displacement is more likely to occur. For example, larger aspect ratios between pore bodies and pore throats make snap-off more favourable compared to PBF.

2.5.3 Layer Formation and Collapse
An additional type of displacement, oil layer formation and collapse, can occur in pores of non-uniform wettability for large advancing contact angles (Kovscek et al. 1993, Blunt 1997b, 1998). Non-uniform wettability is caused by wettability alteration of part of the pore space due to ageing or hysteresis of contact angles (see Sections 2.6 and 2.6.4 for details). As a result, the centre and corners of the invaded pore element are occupied by water and the oil is left sandwiched between them as layers (Figure 2.3a). The oil phase connectivity and oil recovery can be improved significantly by means of
these oil layers as long as they are stable. However, oil layers may become unstable and collapse, as shown in Figure 2.3b, at some critical capillary pressure (Blunt 1998, Hui and Blunt 2000a, Piri and Blunt 2004, van Dijke and Sorbie 2006). The oil layers stability will be discussed later in Sections 2.6.5 and 2.7.

2.6 Wettability Alteration

2.6.1 Wettability Classification

The multi-phase properties of porous rocks depend on the wettability of the surfaces of the medium. Wettability is, by definition, the degree of molecular affinity of the rock surface for either water or oil. The oil-water contact angle ($\theta_{ow}$) measured through the water phase is normally used as a measure of wettability. When the contact angle $\theta_{ow}<90^o$, then the rock surface has a wetting preference for water, similarly, if the contact angle $\theta_{ow}>90^o$, then the rock surface has a wetting preference for oil. If the contact angle $\theta_{ow}=90^o$, the rock surface has neither a strong preference for oil nor for water (Craig 1971). There are three broad wettability classes: water-wet, oil-wet and intermediate-wet or neutrally-wet. There are a lot of cut-off contact angle values for this classification in the literature. For example, $\theta_{ow}<75^o$ and $\theta_{ow}>105^o$ correspond to water-wet and oil-wet respectively, while the remaining range $75^o<\theta_{ow}<105^o$ defines the intermediate-wet class (Anderson 1986). There is also a definition for the limiting wettability cases: strongly water-wet for $\theta_{ow}$ close to $0^o$ and strongly oil-wet for $\theta_{ow}$ close to $180^o$.

There is a more complex wettability classification for the porous rock, which operates in addition to the previous class definitions (water-wet, oil-wet and intermediate-wet). McDougall and Sorbie (1995) defined two types of wettability: uniform and non-uniform. Uniform wettability corresponds to a porous rock, which has the same class of wettability (water-wet, oil-wet or intermediate-wet) for the entire rock surface, with roughly the same contact angle throughout the porous medium. The other type of wetting is non-uniform or heterogeneous wettability. In this case the contact angle and, as a consequence, the wettability class can vary from pore to pore throughout the rock. This type consists of two subdivisions: mixed-wet large (MWL) and mixed-wet small (MWS), where the fraction of the largest and smallest pores respectively are oil-wet, as well as fractionally-wet (FW), where the fraction of oil-wet pores does not depend on
the pore size. McDougall and Sorbie also mentioned possible variations in wettability within a single pore element, but did not consider this in their wettability classification. In Section 2.6.5, we present physical explanations for the development of mixed wettability (MWL or MWS) in reservoir rocks based on depositional arguments.

The terminology of wettability classification in the literature is ambiguous. For example, Cuiec (1991) defined two main types of wettability: homogeneous (or uniform) and heterogeneous. The first type of wettability is the same as the uniform wettability defined by McDougall and Sorbie (1995). The second type defined by Cuiec, heterogeneous wettability, is similar to that defined by McDougall and Sorbie (1995). They also defined two subdivisions of the second type, but slightly different from McDougall and Sorbie (1995). The first subdivision introduces the mixed-wet type: different parts of the rock surface have different wettability (e.g. water-wet or oil-wet), while surfaces of each wettability are continuous throughout the rock. The second subdivision relates to the case where continuous water-wet surfaces enclose discontinuous oil-wet surfaces. This wettability type is referred to as spotted, Dalmatian or speckled wettability (Cuiec 1991). In the second case, a single pore may have different wettability on different parts of the pore walls. We refer to this case as non-uniform wettability within the single pore.

### 2.6.2 Wettability Measurement and Indices

Anderson (1986) made a thorough review of experimental wettability measurements and considered three main quantitative methods: contact angle measurement, Amott test and USBM method.

Contact angle measurements on surfaces work well for pure fluids and artificial cores, in particular the sessile drop method (McCaffery and Mungan 1970, Hjelmeland and Larrondo 1986) and its modified version (Leach et al. 1962, Treiber et al. 1972), which is widely used in petroleum industry. However, contact angle measurement is restricted to a single mineral crystal and can not capture heterogeneous wettability of the real rock surface. The other two methods (Amott and USBM) can overcome that problem.

Amott (1959) proposed a wettability test that evaluates the ratio of spontaneously imbibed fluid volume to the total invaded fluid volume, due to both spontaneous imbibition and forced drive (under centrifugation). For example, for water invasion,
spontaneous imbibition corresponds to positive capillary pressures and forced drive to negative capillary pressures (see Figure 2.4). This ratio is calculated for both water invasion, the “displacement by water-ratio” or Amott index to water $I_w$, and for oil invasion, the “displacement by oil-ratio” or Amott index to oil, $I_o$ (Figure 2.4 and Table 2.1). The indices are usually combined in a single Amott-Harvey index $I_{AH} = I_w - I_o$ (Boneau and Clampitt 1977, Trantham and Clampitt 1977). $I_o$ and $I_w$ vary from 0 to 1, giving $I_o=0$ and $I_w>0$ for preferentially water-wet cores and $I_o>0$ and $I_w=0$ for oil-wet cores (Table 2.1). The Amott-Harvey index ranges from -1 (strongly oil-wet) to 1 (strongly water-wet) (Table 2.1). Unlike the contact angle method, the Amott test is a measure of the average core wettability. However, (Anderson 1986) mentions several shortcomings: the test is time consuming and it is insensitive near neutral wettability, since for the corresponding contact angles between 60$^\circ$ and 120$^\circ$ none of the fluids will spontaneously displace the other one.

Figure 2.4 Calculation of the Amott indices $I_w$, $I_o$, Amott-Harvey index $I_{AH}$ ($I_{wo}$) and USBM index. Numbers on arrows indicate 1 – primary drainage, 2 – spontaneous imbibition, 3 – forced imbibition, 4 – spontaneous drainage, 5 – forced drainage. $S_i$ denotes endpoint water saturation at the end of the $i$th flood ($i=1..5$) (Dixit et al. 2000)

The USBM method (Donaldson et al. 1969) calculates the index $I_{USBM}$ as the logarithm of the ratio between the work required for oil to displace water and the work required for water to displace oil, where work is proportional to the area under the $P_c$ curves:

$$I_{USBM} = \log_{10} \left( \frac{A_1}{A_2} \right),$$

where $A_1$ and $A_2$ are the areas under the $P_c$ curves for the forced oil drive and forced water drive respectively (Figure 2.4). The USBM index $I_{USBM}$ can vary from $-\infty$
(strongly oil-wet) to $+\infty$ (strongly water-wet), but is usually reported as $-1 < I_{USBM} < 1$. The USBM index is positive for more water-wet cores and negative for more oil-wet cores (Table 2.1). The near zero values of $I_{USBM}$ mean neutral wettability. Similar to the Amott test, this method also gives us an average wettability of the core. One of the advantages of the USBM index over the Amott index is the more accurate estimation of neutral wettability (Anderson 1986). However, unlike the USBM index, the individual Amott indices can indicate that the system is not uniformly wetted when both are positive ($I_w > 0, I_o > 0$).

The wettability distribution has a significant effect on simulation results (relative permeabilities, capillary pressures and recovery efficiency) and therefore has to be specified accurately, preferably from pore to pore. At the moment, there is no universal procedure, neither experimental nor numerical, that can uniquely identify the wettability state: the wettability class and related parameters, e.g., oil-wet fraction, water-wet and oil-wet contact angle intervals.

There are two experimental measurements of oil-wet fraction for the FW model: nuclear magnetic relaxation (Brown and Fatt 1956, Devereux 1967, Kumar et al. 1969) and dye adsorption (Holbrook and Bernard 1958). However, they work well only for sandpacks and they do not perform well enough for reservoir cores. Moreover, they only provide just a bulk wettability measure (oil-wet fraction), without contact angle intervals for oil-wet and water-wet pores. Notice, that none of these methods is extensively applied nowadays.

McDougall and Sorbie (1995) performed network simulations of spontaneous water imbibition for FW and MWL cases and demonstrated significant qualitative differences in patterns of $K_m$ vs. $1/P_c$ between these two wettability classes. They suggested design of an experiment measuring oil relative permeability as a function of reciprocal $P_c$ to distinguish between FW and MWL.

Both Amott and USBM indices can be measured from the same combined experiment (Sharma and Wunderlich 1985, 1987). Dixit et al.(2000) calculated Amott and USBM indices from network simulations for the different wettability classes (FW, MWL, MWS). Under some simplifying assumptions they derived analytical relationships between Amott and USBM for each class, which provides a way of distinguishing
between the classes based on the indices values (Amott and USBM) from the combined experiment.

Assuming that the wettability class (FW, MWL) is known, Øren and Bakke (2003) derived an approach for pore-to-pore wettability characterization from measured Amott indices. They validated the approach by reproducing Amott indices using network modelling. They noted that for the matching of Amott indices the spatial distribution of oil-wet pores is less important than the oil-wet fraction and therefore the pore-to-pore wettability distribution cannot be uniquely identified based on these indices.

Valvatne and Blunt (2004) in turn proposed an iterative method for pore-to-pore scale wettability characterization, based on matching of measured Amott indices. Again, the wettability class must be determined beforehand: MWL, MWS, FW. The oil-wet fraction is adjusted to match the Amott water index $I_w$, whereas the contact angle distribution in the oil-wet pores is determined by matching the Amott oil index $I_o$.

### Table 2.1 Relationship between different measures of wettability (Anderson 1986)

<table>
<thead>
<tr>
<th>Contact angle</th>
<th>Water-Wet</th>
<th>Neutrally Wet</th>
<th>Oil-Wet</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>0°</td>
<td>60 to 75°</td>
<td>105 to 120°</td>
</tr>
<tr>
<td>Maximum</td>
<td>60 to 75°</td>
<td>105 to 120°</td>
<td>180°</td>
</tr>
<tr>
<td>USBM wettabiliy index</td>
<td>$W$ near 1</td>
<td>$W$ near 0</td>
<td>$W$ near – 1</td>
</tr>
<tr>
<td>Amott wettabiliy index</td>
<td>$W$ near 1</td>
<td>$W$ near 0</td>
<td>$W$ near – 1</td>
</tr>
<tr>
<td>Displacement-by-water ratio</td>
<td>Positive</td>
<td>Zero</td>
<td>Positive</td>
</tr>
<tr>
<td>Displacement-by-oil ratio</td>
<td>Zero</td>
<td>Zero</td>
<td>Zero</td>
</tr>
<tr>
<td>Amott-Harvey wettability index</td>
<td>$0.3 \leq f \leq 1.0$</td>
<td>$-0.3 &lt; f &lt; 0.3$</td>
<td>$-1.0 \leq f \leq -0.3$</td>
</tr>
</tbody>
</table>

### 2.6.3 Experimental evidence of ageing and oil layers

Even if the clean rock samples for most oil reservoirs are water-wet, in the presence of refined oil, the wettability in real reservoir conditions is usually far from strongly water-wet. This is due to direct contact of crude oil with the rock surface, mediated by the formation brine, which leads to more oil-wet conditions on the rock mineral surface. The evidence of wettability alteration from water-wet to oil-wet (ageing) has been observed in many experiments (Morrow et al. 1986, Buckley et al. 1989, Buckley et al. 1996). Fassi-Fihri et al. (1995) obtained visual proof of non-uniform wettability in a single pore, using cryo-scanning electron microscopes.
Salathiel (1973) treated rock cores with different oils including refined oil and crude oil, which contained asphaltenes. Following saturation by refined oil (in primary drainage), the imbibition behaviour showed that the rock was still water-wet. In contrast, after primary drainage using crude oil followed by ageing, the rock was inferred to be oil-wet. The reason given for the latter behaviour was the wettability alteration of only the oil-contacted pore walls due to adsorption of surface-active components (asphaltenes) from the crude oil. Therefore, Salathiel referred to this case as mixed-wet. He noticed that, for the waterflood in the mixed-wet case, water breakthrough happened earlier than for the water-wet case. But the mixed-wet case showed the slow recovery of additional oil, which continued over a large number of injected PV (1000 PV or more). The ultimate or residual oil saturation for the mixed-wet case was significantly lower than for the water-wet case. To explain these results, Salathiel suggested the existence of oil films on the pore walls, which had formed due to the altered wettability. Thus, the oil phase could remain connected and the oil could drain by means of these oil films resulting in low residual saturations. The detailed physical description and quantitative study of this mechanism of oil drainage at the pore level in mixed-wet systems is the central theme of this thesis.

Buckley (1995, 1996) conducted several experiments on an etched-glass micro-model: crude oil drainage, wettability alteration by ageing and then water injection. In some experiments, when crude oil with asphaltenes was used for drainage, she observed the so-called pseudo oil-wet displacement during the water invasion: water remaining in the corner films (called connate water) was isolated from the invading water in the centre by stable and persistent oil layers (Figure 2.5). When these oil layers collapsed, the water corner films reconnected with the water in the centre.

2.6.4 Contact Angle Hysteresis and Wettability Alteration

There are two physical reasons for a contact angle change between different flooding cycles. Firstly, the wettability alteration due to ageing leads to non-uniform wettability
(see Subsection 2.6.3). Secondly, the contact angle may show some degree of hysteresis since it depends on the displacement direction (drainage or imbibition). Very smooth pore surfaces give almost identical contact angle values for opposite displacement directions (Zisman 1964) and this contact angle is usually denoted as an equilibrium or intrinsic contact angle $\theta_i$. However, many real pore surfaces show contact angle hysteresis due to surface roughness, which leads to different contact angles for different displacement directions: an advancing contact angle $\theta_a$ during water displacing oil and a receding contact angle $\theta_r$ during oil displacing the water. Morrow (1975) showed that in the case of hysteresis, the receding contact angle is lower than the advancing contact angle, and the difference between the angles increases with surface roughness (Morrow 1975). He experimentally derived three models for prediction of advancing and receding contact angles from the intrinsic angle (Morrow 1975):

- Class I: all angles are equal, no hysteresis, smooth surface
- Class II: moderate hysteresis due to slight roughness
- Class III: substantial hysteresis due to significant roughness

Morrow (1975) also noted that smooth surfaces could show contact angle hysteresis only, due to adsorption or ageing. Thus, for real reservoirs, only superposition of hysteresis due to roughness onto the wettability alteration due to adsorption can provide a proper reservoir wettability description (Morrow 1975).

Following the above discussion, we have three scenarios for contact angle alteration:

2) contact angle hysteresis due to pore surface roughness only (Patzek 2001)
3) wettability alteration and contact angle hysteresis (Øren and Bakke 2003, Al-Futaisi and Patzek 2004, Piri and Blunt 2004, Valvatne and Blunt 2004, Piri and Blunt 2005a, Helland and Skjaeveland 2006a)

We discuss only the third scenario here since the first two are special cases of the third. In the third scenario, initially, the contact angles will be different due to hysteresis: $\theta_r<\theta_i<\theta_a$. Then, after primary drainage on the pore surface of altered wettability due to ageing the associated contact angles will change as follows: $\theta_{r^{alt}}<\theta_{i^{alt}}<\theta_{a^{alt}}$, where $\theta_{i^{alt}}^{alt}>\theta_{i}$, $\theta_{a^{alt}}^{alt}>\theta_{a}$, $\theta_{r^{alt}}^{alt}>\theta_{r}$. The remainder of the surface will have the original contact angle values ($\theta_r<\theta_i<\theta_a$). During water invasion only $\theta_{a^{alt}}^{alt}$ will be relevant. During secondary drainage, the receding contact angle will be different for the different pore surface parts: $\theta_r$ for an unaltered part in the corners and $\theta_{r^{alt}}^{alt}$ for the altered pore surface.
An important consequence of all three contact angle models is that, due to the difference between the drainage receding $\theta_r$ contact angle and the advancing contact angle $\theta_a^{alt}$, the three-phase point (oil-water-solid) and corresponding arc meniscus may be pinned or fixed during water invasion, while the associated contact angle $\theta_h$ (hinging angle) increases from $\theta_r$ to $\theta_a^{alt}$ (Figure 2.6) (Ma et al. 1996). The arc meniscus will be hinging until a displacement takes place or until $\theta_h$ reaches $\theta_a^{alt}$, as explained in Section 4.3. In the latter case the fluid-fluid interface starts advancing onto the surface of altered wettability with the $\theta_a^{alt}$ angle.

**Figure 2.6** Corner of angular shape with pinned arc meniscus during water invasion: (a) wettability alteration (1st and 3rd scenarios), (b) contact angle hysteresis without wettability alteration (2nd scenario).

From now on, we will rarely refer to the 2nd scenario described above. We will refer to the “no contact angle change” case (no hysteresis and no alteration) as uniform wettability within a single pore. And we will refer to the 1st or 3rd scenarios as non-uniform wettability within a single pore.

### 2.6.5 Wettability Alteration and Oil Layers in the Network Models

Many network models specify only uniform wettability for a single pore and ignore the complex pattern of wettability alteration within a single pore (Kovscek et al. 1993). For example, McDougall and Sorbie (1995) created network models with only pore throats of circular cross-sections and uniform wettability within the same pore, but allowed these to have mixed-wettability distributions at the pore-to-pore scale, thus generating fractionally wet (FW) and mixed-wet large (MWL) systems.
Figure 2.7 Wettability scenarios in a GBP pore cross-section after primary oil drainage: (a) Pore elements with a thick water film coating the pore rock surface. The rock surface remains water-wet. (b) Pore elements where the thick water films have collapsed into molecularly adsorbed ones. The bold line indicates the rock surface regions of altered wettability, which become oil-wet, while the rock surfaces in the corners occupied by water remain water-wet (Man and Jing 2001).

Kovscek et al. (1993) proposed a pore-level scenario for the wettability alteration in a pore with a grain boundary pore shape (GBP) cross-section. In a strongly water-wet system, immediately after the oil drainage displacement of water, water remains in the corners and rather thick water films form coating the remaining pore rock surface (Figure 2.7a). When some critical capillary pressure is exceeded, the latter films become unstable and collapse into molecularly adsorbed thin film. Then, the asphaltenes from the oil are adsorbed along the pore wall where the thick films were broken, making those parts of the pore wall oil-wet (Figure 2.7b). Kovscek et al. (1993) defined this type of pore as mixed-oil-wet which implies that there is a non-uniform wettability distribution within the same pore (strongly water-wet in the corners and oil-wet away from corners). If the critical capillary pressure has not been exceeded for some pores at the end of the drainage process, then these pores do not change their wettability state, since the protective water films are still stable. Kovscek et al. (1993) defined that type of pore as water-wet (Figure 2.7a). Kovscek et al. (1993) also suggested an expression for the critical capillary pressure that depends on the curvature of the pore wall. For the GBP shapes (concave) the curvature is negative and therefore the critical capillary pressure value increases with pore size. Hence, at the end of the oil drainage, water films tend to collapse in the smaller pores making them mixed-oil-wet, while the larger pores remain water-wet due to thick protective water films. Note, that this scenario is also the basis for the mixed-wet small (MWS) model. Conversely, for the curved pore shapes with a positive curvature (convex, e.g. eye-shaped) the larger pores become mixed-wet and smaller remain water-wet making this as a basis for the mixed-wet large (MWL) model.
Kovscek et al. (1993) implemented their pore-level scenario of wettability alteration in a capillary bundle model. They managed to qualitatively reproduce experimental capillary pressure curves. The residual oil saturation for the mixed-wet case turned out to be significantly lower compared to the water-wet case, in agreement with experiment (Salathiel 1973). As mentioned before, Salathiel (1973) originally explained higher oil recovery from the mixed-wet system by oil flow through the thin oil films along the rock surface of altered wettability. Kovscek et al. (1993) suggested that, in pores with non-uniform wettability (mixed-oil-wet pores), also stable oil lenses or layers, which bridge the corner walls, can be formed during the water invasion (Figure 2.8). Although Salathiel (1973) used drainage through oil thin films to explain extended oil recovery, the contribution to volume and flow of these films was actually much smaller than the contribution of oil lenses or layers envisaged by Kovscek et al. (1993). Thus, only using oil lenses or layers in their model, Kovscek et al. were able to predict the waterflooding experiments with reasonable accuracy.

McDougall et al. (1996) developed a 3D cubic network with cylindrical pore throats only. After drainage, ageing was simulated by changing the contact angles of oil-filled pores to obtain a fractionally-wet system. After ageing the contact angles were specified according to a random uniform distribution between 0° and 89° for the water-wet pores and between 91° and 179° for the oil-wet pores. They included oil and water films notionally, since the circular pore cross-section strictly does not allow corner films, by using cut-off contact angle values to decide the presence of oil or water films in a pore: 35° maximum contact angle for water films and 145° minimum contact angle for oil films. They considered a strongly water-wet case (no ageing) and a number of fractionally-wet distributions after ageing with the fraction of oil-wet pores \( \alpha \) being varied from 0 to 1. The calculated oil recovery for the FW with \( \alpha=0 \) and \( \alpha=0.25 \) were higher than that for the strongly water-wet case, which was in agreement with experimental observations (Jadhunandan and Morrow 1991). The effect of end-point

---

**Figure 2.8** Fluid configuration with oil layers formed during water invasion in the pore with non-uniform wettability (Radke et al. 1992)
capillary pressure on the qualitative behaviour of oil recovery was investigated for the larger oil-wet fractions. If a relatively small and negative end-point capillary pressure is assumed, oil recovery reaches its local maximum for oil-wet fractions around 0.5. However, if a large negative capillary pressure is reached, the recovery will be optimum for the oil-wet case with $\alpha = 1$. This was explained by the presence of a spanning cluster of strongly oil-wet pores with oil wetting films, which allowed oil to escape.

Blunt (1997b, 1998) used an approach similar to Kovscek et al. (1993) for the pore-level scenario of wettability alteration. He represented the critical capillary pressure for water film stability in parametric form, which included as input two parameters and random numbers between 0 and 1. The oil-filled pore body or pore throat, which has collapsed water films, changes its contact angle and becomes oil-wet. Thus, the fraction of oil-wet pores is determined by adjusting the input parameters for the critical disjoining pressure for water film collapse. Blunt (1997b, 1998) extended the work (Kovscek et al. 1993) by allowing any contact angle values for oil-wet and water-wet rock surfaces.

Blunt implemented this model for wetting alteration into a 3D regular cubic network model with square pore cross-sections, including oil layers formation in the non-uniformly wetted pores and throats during water invasion. He thus confirmed that these oil layers, sandwiched between water in the corners and water in the centre of oil-wet pores, allowed the oil phase to be drained to a very low residual saturation during the water invasion.

Blunt (1997b) also analysed the stability of these layers. He assumed that the layers would collapse when the surrounding oil–water interfaces met (Figure 2.9) and derived the corresponding geometrical collapse criterion. Many authors have used these criteria for formation and collapse of oil layers in capillary bundles (Hui and Blunt 2000a, Helland and Skjaeveland 2006a) and network models (Blunt 1997b, Øren et al. 1998, Piri and Blunt 2004, Piri and Blunt 2005a). However, the

![Figure 2.9 Fluid configuration in the pore corner with oil layers which corresponds to geometric collapse criterion (Valvatne and Blunt 2004)](image-url)
collapse criterion proposed by Blunt is purely geometrical and is not based on a firm thermodynamic argument.

In contrast, van Dijke and Sorbie (2006) developed a thermodynamically based criterion for the existence of oil layers. This criterion is consistent with the MS-P capillary entry pressures for other water invasion displacements and it is more restrictive than the geometrical collapse criterion. So far, this criterion for layer collapse was implemented only into a capillary bundle model (Helland and Skjaeveland 2006a). In this thesis we implement it in a full two-phase network model (Chapter 4).

2.7 Capillary Entry Pressure

The capillary pressure $P_c$ is defined at the pore level as the pressure difference across the interface between two immiscible fluids, in particular oil and water. The capillary entry pressure $P_{entry}$ is defined as the phase pressure difference that is required for one phase to displace another from a pore or throat. For a circular pore cross-section, in which films and layer cannot be present, the Young-Laplace equation is used as an expression for the capillary entry pressure

$$P_{entry} = \frac{2\sigma_{ow} \cos \theta}{R},$$

(2.4)

where $\sigma_{ow}$ is oil-water interfacial tension, $\theta$ oil-water contact angle and $R$ radius of the circular capillary. This formula cannot be applied to irregular cross-sections with corners and cavities.

For uniform wettability within a pore (no ageing) and identical contact angles for the different floods (no contact angle hysteresis), the capillary entry pressures for all floods are identical, except for some special cases, for example for snap-off displacement. In contrast, for non-uniform wettability there may be different contact angle values for primary drainage, water invasion and secondary drainage and for different parts of the pore wall. Thus, for non-uniform wettability, as well as contact angle hysteresis, separate entry conditions for water invasion and secondary drainage must be derived.

As mentioned above, for each pore-level displacement during a two- or three-phase flooding cycle, a capillary entry pressure is required. The so-called MS-P method (Mayer and Stowe 1965, Princen 1969a, b, 1970) is normally used for calculating the
entry pressures in non-circular capillaries. This method is based on free energy minimization, which is explained in detail in Section 4.2.

2.7.1 Uniform wettability

Two-phase case. Princen (1970) derived the entry pressures for the equilateral triangular and square cross-sections for zero contact angles. Legait (1983) used this methodology to derive the entry curvature for any rectangular shape and any contact angle. Mason and Morrow (1984) first obtained capillary entry pressure conditions for the regular n-polygon with any contact angle value. Later, they also extended and applied MS-P theory for the perfectly wetted (zero contact angle) pore with arbitrary triangular shape (Mason and Morrow 1991). Lago and Araujo (2001) extended MS-P theory to irregular polygons and presented analytical formulas for the regular polygons, arbitrary triangular and rectangular shapes with arbitrary contact angle. The same authors (Lago and Araujo 2003) derived the entry pressure expressions for the regular hyperbolic polygons (3 and 4 corners) and some other cross-sections with curved boundaries.

Three-phase case. Øren and Pinczewski (1995) as well as Fenwick and Blunt (1998b, a) assumed that every three-phase piston-like displacement can be represented as a combination of two-phase events, i.e. they used two-phase MS-P derived entry pressures for three-phase displacements in both equilateral triangles and in square cross-sections. The necessary geometrical conditions for the existence of intermediate-wetting phase layers were also obtained by these workers, which are similar to the geometrical layer collapse criteria for two-phase oil layers (Blunt 1997b, 1998). Similar to previous studies (Øren and Pinczewski 1995, Fenwick and Blunt 1998b, a), Lerdahl et al. (2000) derived the three-phase entry pressures in the case of a CTS pore shape characterization and combined contact angle hysteresis with uniform wettability (2nd scenario, see Figure 2.6b). van Dijke and Sorbie (2003) considered for the first time true three-phase capillary entry conditions. They extended two-phase MS-P theory by considering piston-like displacements of two phases in the presence of the third phase in pore corners. General expressions for the entry pressures in non-circular shapes were derived and formulas for the specific cases of equilateral triangular and rhombus cross-sections were provided. van Dijke et al. (2004) extended their three-phase results by deriving the new existence criterion (in terms of capillary pressures) for the intermediate-wetting phase layers from the free energy balance equation. This new
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criterion, in combination with the previously derived geometrical criterion, uniquely defined the presence of intermediate-wetting phase layers. The results were derived in general form for arbitrary polygons, as well as for the special case of isosceles triangles.

2.7.2 Non-uniform wettability

Two-phase case. If ageing takes place after primary drainage, then the part of the pore surface, that is in contact with oil may change its wettability (see Section 2.6). Ma et al. (1996) derived the entry pressure conditions for drainage and imbibition with non-uniform wettability. They considered the n-sided regular polygon case and presented expressions for the equilateral triangular and square shapes, but the oil layers described by Kovscek et al. (1993) were not mentioned at all. Blunt (1997b, 1998) actually considered the formation and collapse of oil layers in a pore with a square cross-section and derived the corresponding geometrical collapse criterion (capillary pressure). Over several publications, MS-P theory was used to derive the entry pressures for the CTS pore shape characterization with non-uniform wettability (Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004). Helland and Skjaeveland (2004) considered drainage, imbibition and secondary drainage in equilateral triangular pores with non-uniform wettability. They presented appropriate MS-P derived entry pressures for all displacements, except for oil layers collapse, for which the geometrical criterion was used. van Dijke and Sorbie (2006) developed a thermodynamically based criterion for the existence of oil layers. Helland and Skjaeveland (2006a) improved their previous results (Helland and Skjaeveland 2004) by using the new thermodynamical criterion instead of the geometrical assumption.

Three-phase case. Hui and Blunt (2000a, b) described the three-phase entry pressures based on two-phase MS-P theory and used geometrical criteria for the stability of the intermediate-wetting phase layers. For the first time, Piri and Blunt (2004) presented entry pressures results derived from three-phase MS-P theory (van Dijke and Sorbie 2003) for the arbitrary triangular pore with non-uniform wettability. Later they extended it to the CTS pore characterization (Piri and Blunt 2005a). The layer stability was described by the geometrical criterion as before. Helland and Skjaeveland published similar results, but only for the case of equilateral triangular pores (Helland and Skjaeveland 2006b). Eventually, van Dijke et al. (2007) derived from three-phase MS-P theory the entry conditions for all possible three-phase displacements for angular pores.
with non-uniform wettability, including the complete thermodynamical layers existence criterion.

2.8 Prediction of Water-Wet and Oil-Wet Experimental Relative Permeabilities

A number of studies have appeared in the literature, which present simulations of drainage and imbibition with altered wettability for Berea Sandstone (Øren and Bakke 2003, Valvatne and Blunt 2004, Piri and Blunt 2005b, Høiland et al. 2007) and for Bentheimer Sandstone (Øren et al. 1998, Patzek 2001, Al-Futaisi and Patzek 2004). All these studies use the geometrical oil layer collapse criteria for oil-wet pores.

![Comparison between predicted and experimental relative permeabilities: (a) primary oil drainage, (b) water imbibition (Valvatne and Blunt 2004)](image)

Figure 2.10 Comparison between predicted and experimental relative permeabilities: (a) primary oil drainage, (b) water imbibition (Valvatne and Blunt 2004)

There have been a number of studies in which two-phase water-wet experimental relative-permeabilities have been modelled. Water-wet experiments for Berea sandstone (Oak 1990) (primary drainage and water imbibition relative permeabilities) have been matched (Figure 2.10) with reasonable accuracy (Øren and Bakke 2003, Valvatne and Blunt 2004, Piri and Blunt 2005b) by using Berea network extracted from the process-based reconstructed digital pore space (Øren and Bakke 2003). The calculated residual oil saturation $S_{or}$ was very close to the experimental value of 25%. The good agreement between experimental and predicted relative permeabilities (drainage and imbibition) was also obtained for water-wet Bentheimer sandstone (Øren et al. 1998, Patzek 2001). Again, the experimental residual oil saturation $S_{or}$ of 35% was very well predicted.
There are fewer studies where the experimental relative permeabilities for oil-wet and mixed-wet systems are modelled (Øren et al. 1998, Valvatne and Blunt 2004). Firstly, Øren et al. (1998) considered a network extracted from a mixed-wet reservoir rock sample. The experimental water flood residual oil saturation for this sample was 5% and they used this to infer the mixed-wet wettability conditions (oil-wet fraction $\alpha=0.85$, receding contact angle during the primary drainage $\theta_{pd}=20^\circ$, advancing contact angles for the altered surface in water-wet pore elements $\theta_{ww}^{\alpha_w}=40^\circ$ and in oil-wet elements $\theta_{ow}^{\alpha_o}=180^\circ$). Although they obtained good results for the water flood capillary pressure, they overestimated the experimental oil relative permeability for oil saturations close to $S_{or}$ (Figure 2.11). Additionally, they indicated that such small oil saturations could only be reached when oil layers were included. Valvatne and Blunt (2004) in turn used the modified Berea network (Øren and Bakke 2003) to match experimental data for some oil-wet sandstones. The experimental oil residuals were from 8 to 13%, but the predicted $S_{or}$ value turned out to be much lower, i.e. ~1% (Figure 2.12).
2.9 Wettability Effect on Residual and Remaining Oil Saturation

2.9.1 Experimental Studies

The effect of wettability on residual oil saturation during water flooding has been investigated in many experimental studies (Kennedy et al. 1955, Raza et al. 1968, Owens and Archer 1971, Lorenz et al. 1974, Jadhunandan and Morrow 1995, Skauge and Ottesen 2002). Anderson (1987b) presented an extensive review of the effects of wettability on various measured quantities. In all reviewed studies the residual oil saturations were obtained under a capillary dominated flow regime, i.e. viscous and buoyancy forces were negligible compared to capillary forces.

One study was conducted by Raza et al. (1968), who analysed waterflooding performance for strongly water-wet and strongly oil-wet conditions (Figure 2.13). For strongly water-wet conditions, water breakthrough occurred relatively late and most oil had already been displaced by that time. For strongly oil-wet conditions, the breakthrough occurred much earlier, at a fairly low oil recovery, and most oil was produced after the subsequent injection of many pore volumes. Therefore, based on the criterion of oil recovery at breakthrough and beyond, waterflooding of oil-wet cores is less efficient than for water-wet cores, as more water has to be injected to displace the same amount of oil (Anderson 1987b).

Anderson (1987b) introduced three definitions for (residual) oil saturations: breakthrough saturation, practical (economical) saturation and true residual saturation. The corresponding oil recoveries can be defined as breakthrough recovery, practical recovery and ultimate recovery. The breakthrough oil saturation corresponds to the moment of first water production at the core outlet. The core is at a practical final oil saturation (practical oil recovery) when the water-oil production ratio is so high that the waterflooding is no longer economically feasible; e.g. we might define this as a watercut of 99%. Generally, the practical final oil saturation for uniformly water-wet conditions is lower than for uniformly oil-wet conditions. In the case of oil-wet
systems, even if the economical recovery is reached, small amounts of oil can still be produced at very low oil flow rates. Finally, after injection of many pore volumes, when it is not possible to displace any more oil, the true oil residual (ultimate oil recovery) has been achieved. “True” residual oil also corresponds to the lowest achievable capillary pressure during centrifuge experiments.

Based on several studies, Anderson (1987b) arrived at a number of conclusions. All three final oil saturations (oil recoveries) are almost identical for water-wet conditions, since there is little oil production after breakthrough. The breakthrough and practical final oil saturations increase as the wettability conditions become more oil-wet. However, since the practical saturation increases at a slower rate than the breakthrough saturation, the difference between them also increases gradually. Thus, for oil-wet conditions small oil volumes can still be produced for a considerable time after breakthrough. The “true” residual oil saturation varies much less than the others. Minimum breakthrough and practical oil saturations (maximum breakthrough and practical oil recoveries) occur at strongly water-wet conditions, while the minimum true oil residual (maximum ultimate oil recovery) corresponds to neutrally wet or slightly oil-wet conditions.

Besides the above mentioned three final oil saturations, there is also the quantity of “remaining oil saturation”, which is the oil saturation at some prescribed conditions. Such conditions may be a predetermined end-point capillary pressure during centrifuge experiments or a given number of pore volumes injected during core waterflooding, as discussed by Skauge and co-workers (Skauge and Ottesen 2002, Hoiland et al. 2007).
Thus, the breakthrough and practical oil saturations are essentially cases of remaining oil saturations.

Anderson (1987b) also described core waterflooding experiments conducted by Kennedy et al. (1955). They analysed the effect of wettability on ultimate oil recovery and used the sessile-drop ratio as a measure of wettability. The results demonstrated that the maximum ultimate oil recovery (or minimum true residual oil saturation) corresponds to slightly oil-wet conditions (Figure 2.14). The variation of the true residual oil saturation due to wettability was relatively small ≈5%.

Anderson (1987b) also mentioned one study of centrifuge measurements of capillary pressure, carried out by Lorenz et al. (1974), who investigated the wettability effect (measured by the USBM Index) on the true residual oil saturation. The final results showed that the optimum (minimum) true residual also occurred at slightly oil-wet conditions (Figure 2.15), which is in good agreement with core waterflooding results (Figure 2.14).

The experimental results discussed here (Kennedy et al. 1955, Lorenz et al. 1974) correspond to uniformly wetted systems. However, for mixed-wet large (MWL) systems, a continuous oil-wet cluster (of large pores) can be formed and the oil can be drained through oil layers to a very low true residual saturation (Salathiel 1973) (see Section 2.6.3). This, in turn, will require many pore volumes to be injected. Therefore, for mixed wettability cases, the true oil residual for more oil-wet conditions will be lower than that for water-wet conditions (Salathiel 1973). This would also be true in the
uniformly oil-wet cases, however the contact angles should be large enough to allow oil layers formation (Anderson 1987b). Notice, that the uniformly oil-wet system is a limiting case of MWL, hence in the MWL case the oil-wet contact angles should also be large enough to allow displacement through oil layers.

2.9.2 Network Modelling
The effect of wettability on residual or remaining oil saturation has also been investigated in many numerical studies by means of network modelling (McDougall and Sorbie 1995, Blunt 1997b, 1998, Øren et al. 1998, Dixit et al. 1999, Høiland et al. 2007).

Blunt (1997b, 1998) considered cubic regular networks with square pore cross-sections. He applied a wettability alteration scenario based on Kovscek et al. (1993) with oil layers and included pore bodies in the displacement process. Initially, the receding contact angle during the primary drainage $\theta_{pd}$ was $22.5^o$. Then, after the ageing, he considered a fractionally-wet wettability distribution for the oil-filled pore elements with oil-wet fraction $\alpha$. The advancing contact angle for the altered surface in water-wet pore elements $\theta_{aw}^w$ was $34^o$ and $\theta_{ow}^w$ was $180^o$ in oil-wet pore elements. Eventually, residual oil saturation $S_{or}$ was calculated for a range of oil-wet fractions (from 0 to 1) (Figure 2.16). Moreover, the remaining oil saturation at 0 capillary pressure (after spontaneous imbibition) was also calculated for each case. Initially, residual oil increases with fraction $\alpha$ until some critical value (0.59) and then it starts decreasing. The smallest residual corresponds to the strongly oil-wet case ($\alpha=1$) and the minimum recovery (maximum oil residual saturation) occurs at $\alpha=0.59$. For the oil-wet fractions below the critical value $\alpha^*=0.59$, the oil-wet pore elements, which may contain oil layers, form isolated clusters and cannot contribute significantly to the forced imbibition. This is why there is no noticeable difference between residual oil and remaining oil (at $P_c=0$). However, at an oil-wet fraction above the critical value, oil-wet pore elements form a spanning cluster and oil can now be displaced from these pore elements by forced water imbibition through oil layers. This explains the difference between residual and remaining oil results. The bigger the oil-wet fraction, the smaller is the number of pore elements involved in spontaneous imbibition. Hence the remaining oil saturation at $P_c=0$ and the amount of oil displaced by the forced imbibition will be larger.
Øren et al. (1998) used networks extracted from some mixed-wet reservoir rock. They included wettability alteration and pore bodies in their model and used the following contact angles for the fractionally wet wettability: \( \theta_{pd} = 20^\circ \), \( \theta_{ww} = 40^\circ \), \( \theta_{ow} = 180^\circ \). Sensitivity of residual oil saturation to oil-wet fraction showed behaviour similar to Blunt’s results (Figure 2.17).

Dixit et al. (1999) conducted network modelling of oil recovery efficiency on regular lattices with cylindrical pore throats of identical length and without pore bodies. A simplified version of wettability alteration was implemented, since circular cross-sections could not retain water in the corners explicitly and as a consequence the non-uniform wettability within the single pore throat could not be assigned. Thus, they simply specified the advancing contact angle for the entire pore throat. Nevertheless, oil (water) films were assigned implicitly, if the corresponding contact angle was larger (smaller) than some predefined threshold values. As in many similar studies, two wettability classes were considered for the advancing contact angle distributions of the oil-filled pore throats: MWL and FW. For drainage, they used the following contact angles: \( \theta_{pd} = 0^\circ \), and for imbibition \( \theta_{ww} = 0^\circ \). The ultimate oil recovery efficiency was calculated for FW and MWL cases for the range of oil-wet fractions \( \alpha \) from 0 to 0.65. Moreover, before reaching the ultimate recovery (at the minimum end-point \( P_c \) values) the network forced water invasion was terminated at some predefined end-point \( P_c \) values and the corresponding recovery efficiency was calculated as well (Figure 2.18). Since the remaining oil saturation is inversely proportional to oil recovery efficiency, the behaviour of this quantity is opposite to the recovery efficiency. The ultimate oil recovery decreases with \( \alpha \) until some critical value and increases above that critical value. The effect of forced imbibition on oil...
recovery is minor for oil-wet fractions below the critical value, but above the critical value the recovery trend changes from increasing (ultimate recovery or large absolute $P_c$ value) to decreasing (small absolute $P_c$ value). Hence, the optimum oil-wet fraction with maximum oil recovery depends on end-point $P_c$. Despite the fact that oil layers are not modelled explicitly, the obtained results are in very good qualitative agreement with Blunt’s studies (Figure 2.16). Note that the obtained critical $\alpha$ value is very different from Blunt’s studies.

Figure 2.19 Residual oil saturation versus oil-wet volume fraction for MWS, MWL and FW with wettability alteration and no contact angle hysteresis ($\theta_{pd}=0^\circ$, $\theta_{wa}^{ow}=0^\circ$, $\theta_{wa}^{ow}=180^\circ$) (Høiland et al. 2007).

Figure 2.20 Residual oil saturation versus oil-wet volume fraction for MWS, MWL and FW with wettability alteration and contact angle hysteresis ($\theta_{pd}=0^\circ$, $\theta_{wa}^{ow} \in [0^\circ, 85^\circ]$, $\theta_{wa}^{ow} \in [170^\circ, 180^\circ]$) (Høiland et al. 2007)

Høiland et al. (2007) used an extracted Berea network (Øren and Bakke 2003) and Valvatne and Blunt’s network modelling tool (Valvatne and Blunt 2004) to analyse the effect of wettability on residual oil saturation. They considered all three mixed wettability classes: FW, MWS and MWL. In addition, contact angle hysteresis was included, although this will only be relevant for secondary drainage (see Section 2.7.1). The residual oil saturation $S_{or}$ was calculated as a function of the volume fraction of oil-wet pores for all wettability classes. For the cases with constant contact angle (and no hysteresis) ($\theta_{pd}=0^\circ$, $\theta_{wa}^{ow}=0^\circ$, $\theta_{wa}^{ow}=180^\circ$), the resulting $S_{or}$ behaviour against the oil-wet fraction (Figure 2.19) seems to be consistent with previous studies (Blunt 1997b, 1998, Øren et al. 1998). That is, the $S_{or}$ slightly increases with oil-wet fraction $\alpha_V$ until some critical value $\alpha_V^*$ and then, as $\alpha_V$ increases above $\alpha_V^*$ the residual oil drops dramatically due to the formation of the oil-wet spanning cluster. For the case with a random uniform contact angle distribution (and hysteresis) ($\theta_{pd}=0^\circ$, $\theta_{wa}^{ow} \in [0^\circ, 85^\circ]$, $\theta_{wa}^{ow} \in [170^\circ, 180^\circ]$), residual oil results were presented only beyond the critical oil-wet volume fraction (Figure 2.20), which are again in qualitative agreement with the results.
shown above. Høiland et al. compared their results with an experimental remaining oil saturations data set (Figure 2.21). The experimental qualitative behaviour is different from the network results (Figure 2.20), since, as we have discussed already, the remaining oil saturation can be higher than the true residual $S_{or}$, especially for the oil-wet cases. Moreover, they noticed that during the waterflooding experiments, through capillary end effects some oil accumulates at the core outlet, which may result in overestimation of the remaining oil saturation. On the other hand, they also suggested that such low simulated residual oil saturations may be the result of flow through the very stable oil layers, which are described by the geometric existence criteria. Thus, to suppress the oil layers flow they stopped simulation at some predefined end-point capillary pressure and calculated the corresponding remaining oil saturation. Finally, they managed to reproduce the experimental qualitative behaviour for remaining oil saturations.

Figure 2.21 Experimental remaining oil saturation versus $I_{w0}$ from different oil-fields classified as MWL, FW or MWS based on $I_{w0}$ and USBM, where line is the trend for all data points (Skauge and Ottesen 2002, Høiland et al. 2007)

Figure 2.22 Remaining oil saturation vs Amott-Harvey index terminated at some end-point capillary pressure (with polynomial fit) for MWS, MWL and FW with wettability alteration and contact angle hysteresis (Høiland et al. 2007)

Figure 2.23 (a), (b) Recovery efficiency vs water-wet pore fraction for FW and MWL cases correspondingly (McDougall and Sorbie 1995); (c) Experimental recovery efficiency as a function of Amott-Harvey Index $I_{wo}$ (Jadhunandan and Morrow 1995)
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saturation versus Amott-Harvey Index $I_{wo}$ (with the minimum at intermediate wettability) (Figure 2.22).

2.9.3 Comparison with Mixed-Wet Experiments
As an alternative to stopping the network water flooding at some arbitrary end-point capillary pressures, the experimental remaining oil saturation after a given number of pore volumes of injected water can also be predicted from a 1-D Buckley-Leveret model (Dullien 1992), in which the network derived relative permeabilities (and capillary pressures) are used.

![Simulated and experimentally measured remaining oil saturations versus Iwo: (a) after 3PV injected, (b) after 20PV injected (Øren and Bakke 2003)](image)

(Figure 2.24) Simulated and experimentally measured remaining oil saturations versus Iwo: (a) after 3PV injected, (b) after 20PV injected (Øren and Bakke 2003)

Using a cubic network model with pore elements of circular cross-section, McDougall and Sorbie (1995) conducted sensitivity studies of recovery efficiency vs. water-wet fraction ($\alpha$) for two different types of wettability: mixed-wet large (MWL) and fractionally-wet (FW). They only simulated the case of direct water invasion in a pore network fully saturated with oil. Thus, wettability alteration was not simulated explicitly, and different wettability distributions were specified only for the water flood. McDougall and Sorbie (1995) generated relative permeabilities for the FW and MWL with different oil-wet fractions (from 0 to 1) and used these to generate the oil recovery curves vs. number of pore volumes injected, by applying Buckley-Leverett analysis (Figure 2.23a,b). The results showed that the optimum recovery corresponds to case with approximately equal fractions of oil-wet and water-wet pores, which is in a good qualitative agreement with laboratory experiments (Figure 2.23c) conducted on Berea sandstone samples (Jadhunandan and Morrow 1995). However, in the experimental
study (Jadhunandan and Morrow 1995), the residual saturation and recovery efficiency were plotted against the Amott-Harvey index $I_{wo}$ and the optimum was found to be the weakly water-wet case (i.e. $I_{wo}$ is a small positive value).

Unlike McDougall and Sorbie (1995), Øren and Bakke (2003) considered the network extracted from Berea sandstone and attempted to reproduce the corresponding range of mixed-wet experiments for remaining oil saturation vs. Amott-Harvey index (Jadhunandan and Morrow 1995). Following McDougall and Sorbie, they applied Buckley-Leveret analysis to generate recovery curves and they compared the corresponding remaining oil saturations with experiments for the different water pore volumes injected (Figure 2.24). The qualitative behaviour was very well matched. The experimental remaining oil after 20 pore volumes of injected water varied from 12% to 35%, while predicted values varied from 17% to 37%. However, the remaining oil saturation was significantly overpredicted for weakly water-wet cases.

Valvatne and Blunt (2004) also used the Berea network (Øren and Bakke 2003) to predict the mixed-wet experiments by Jadhunandan and Morrow (1995). The qualitative trends were matched reasonably well (Figure 2.25), but a quantitatively good match was obtained only for the case of 3 pore volumes injected (Figure 2.25a).

![Figure 2.25 Waterflood remaining oil saturation as a function of Amott-Harvey index Iwo (calculated and experimental data) (a) after 3 PV injected, (b) after 20 PV injected (Valvatne 2004)]
2.10 Wettability Effect on Relative Permeabilities

2.10.1 Experimental Studies

The effects of wettability on relative permeability curves during water flooding have been analysed in several experimental studies (Donaldson and Thomas 1971, Owens and Archer 1971, Morrow et al. 1973). Anderson (1987a) presented a good overview of different experimental results including the studies just mentioned. Anderson (1987a) made the general conclusion that the oil relative permeability decreases and the water relative permeability increases as the wettability distribution becomes more oil-wet.

In particular, Anderson (1987a) described the experiments conducted by Donaldson and Thomas (1971). They analysed the wettability effect (USBM Index) on relative permeabilities calculated by the JBN method (Johnson et al. 1959) from unsteady-state core flooding experiments. The obtained relative permeabilities showed typical trends: $K_{ro}$ decreases and $K_{rw}$ increases as USBM decreases or system becomes more oil-wet (Figure 2.26). The relative permeabilities were normalized with absolute permeability which does not depend on wettability. Therefore since the effective oil permeability at initial water saturation decreases as oil-wetness increases (Owens and Archer 1971), $K_{ro}$ also decreases.
Anderson (1987a) also mentioned the steady-state measurements by Owens and Archer (1971). They investigated the effect of contact angle on relative permeability curves which were measured by the Penn State steady-state relative permeability measurement technique (Morse et al. 1947). Again, the results demonstrated similar behaviour to the above study: i.e. \( K_{ro} \) decreases and \( K_{rw} \) increases as contact angle increases (Figure 2.27). However, in this study the relative permeability curves were normalized with the effective oil permeability and as a consequence the \( K_{ro} \) values all started at the same point.

Another study which Anderson (1987a) also referred to was the steady-state measurements of relative permeabilities reported by Morrow et al. (1973). To observe the wettability effects, they measured relative permeabilities for the three different wettability conditions: water-wet \( (\theta_{adv}=15^\circ) \), neutrally-wet \( (\theta_{adv}=100^\circ) \) and oil-wet \( (\theta_{adv}=155^\circ) \). As expected, their results showed typical trends with contact angle (Figure 2.28). They also noticed that the water saturation that corresponds to the crossover point tends to be lower for more oil-wet cases.

### 2.10.2 Network Modelling

To analyse the effect of wettability on relative permeability, several sensitivity studies have been conducted using network modelling tools (McDougall and Sorbie 1995, Al-Futaisi and Patzek 2004, Zhao et al. 2010).
In the same study as described in Section 2.9.3, McDougall and Sorbie (1995) generated relative permeabilities for the FW and MWL with different oil-wet fractions $\alpha$ (from 0 to 1). For the FW case (Figure 2.29a), they found that oil relative permeabilities $K_{rot}$ tend to be inside the limiting cases with 0 and 1 oil-wet fractions and decrease with increasing $\alpha$ at low water saturations $S_w$. The water relative permeability $K_{rw}$ increases with $\alpha$ at high $S_w$ and, as a consequence, the critical endpoint $K^*_{rw}$ also increases with $\alpha$. In the case of MWL wettability (Figure 2.29b), they could not see such clear trends as in FW case, however they noticed that the $K_{rot}$ curves also change curvature from convex to concave as the oil-wet fraction $\alpha$ increases, while the $K_{rw}$ curves show the opposite, which is in agreement with general conclusion by Anderson (1987b).

**Figure 2.29** Relative permeability curves for a range of water-wet fractions (from 0 to 100%): (a) fractionally wet system (b) mixed-wet large system (McDougall and Sorbie 1995)

In the same study as described in Section 2.9.3, McDougall and Sorbie (1995) generated relative permeabilities for the FW and MWL with different oil-wet fractions $\alpha$ (from 0 to 1). For the FW case (Figure 2.29a), they found that oil relative permeabilities $K_{rot}$ tend to be inside the limiting cases with 0 and 1 oil-wet fractions and decrease with increasing $\alpha$ at low water saturations $S_w$. The water relative permeability $K_{rw}$ increases with $\alpha$ at high $S_w$ and, as a consequence, the critical endpoint $K^*_{rw}$ also increases with $\alpha$. In the case of MWL wettability (Figure 2.29b), they could not see such clear trends as in FW case, however they noticed that the $K_{rot}$ curves also change curvature from convex to concave as the oil-wet fraction $\alpha$ increases, while the $K_{rw}$ curves show the opposite, which is in agreement with general conclusion by Anderson (1987b).

**Figure 2.30** Relative permeability curves for a range of NAPL-wet fractions (from 0.0 to 1.0): (a) linear scale (b) semi-log scale (Al-Futaisi and Patzek 2004)
Al-Futaisi and Patzek (2004) used a network extracted from Bentheimer sandstone to investigate the effect of wettability alteration on water imbibition in a NAPL-invaded mixed-wet soil, where NAPL is non-aqueous phase liquid. Their sensitivity study was conducted with respect to wettability parameters, such as advancing contact angle, fraction of NAPL-wet pores in the NAPL-invaded zone and initial water saturation at the end of the primary drainage. They showed that the different ranges of advancing contact angle and the fraction of hydrophobic (i.e. oil-wet) pores both have a significant effect on the relative permeabilities and capillary pressures during waterflooding. Sensitivity of relative permeabilities with respect to fraction of NAPL-wet pores (Figure 2.30) demonstrated that the water relative permeability generally decreases as $\alpha$ increases, but increases for $\alpha$ above 0.4 and water saturation $S_w$ less than 0.5. The permeability of the hydrophobic phase usually decreases as $\alpha$ increases, but it has the opposite behaviour for $\alpha$ above 0.6 at high $S_w$ greater than 0.5.

Zhao et al. (2010) investigated the effect of wettability on relative permeabilities during water invasion. They used a two-phase network modelling tool developed by Valvatne and Blunt (2004) and an extracted Berea network (Øren and Bakke 2003) to simulate primary drainage and water invasion. The water invasion relative permeabilities were calculated for fractionally-wet conditions (including wettability alteration) for a number of oil-wet fractions (from 0.65 to 1.0). The results are shown in Figure 2.31 and can be interpreted as follows. For low water saturations $S_w$, $K_{ro}$ decreases as the oil-wet fraction $\alpha$ increases, although after reaching some critical $S_w^*$ ($\approx 0.4$) the trend changes to the opposite where $K_{ro}$ starts increasing with $\alpha$. However, there is no clear evidence of any trends in the water relative permeability $K_{rw}$; at high $S_w$, $K_{rw}$ increases with $\alpha$. They also confirmed that the residual oil saturation decreases as the oil-wet fraction increases.
2.11 Discussion and Closing Remarks

In this thesis we describe the newly developed state-of-the-art pore-network modelling tool for two-phase flow in mixed-wet systems and results of its applications. Based on the presented literature review we will summarize which methods we employ in this work and discuss the improvements that have been additionally implemented.

2.11.1 Pore Space Reconstruction & Network Extraction

In this work, two networks have been used as input for our pore-scale network model. The first network has been extracted from a CT image using the medial-axis type method (Jiang et al. 2007). The second network has been extracted from the 3D digital pore space using the Voronoi diagram approach (Øren and Bakke 2003), where the digital rock was reconstructed by applying the process-based algorithm (Bakke and Øren 1997, Øren and Bakke 2003).

2.11.2 Type of model

We assume that capillary number $N_c$ (see Eq. (2.1)) is relatively low, hence the viscous forces are insignificant and the flow is governed by capillary forces. In our case the quasi-static network modelling is applied similar to previously developed models (Øren et al. 1998, Man and Jing 2000, Patzek 2001, Valvatne and Blunt 2004, Piri and Blunt 2005a).

2.11.3 Pore Shape Characterization

Because the shapes of the real pore cross-sections are generally highly irregular, it is important to use idealized shapes that lead to accurate approximations of pore conductances and capillary entry pressures. The most common approach in the literature has been to choose a circle/ (arbitrary) triangle / square (CTS) pore geometry with a shape factor that matches that of the real pore shape (Patzek 2001, Valvatne and Blunt 2004, Piri and Blunt 2005a, Valvatne et al. 2005). For these shapes, simple correlations between the flow parameters and the shape factor are available. However, the parameters for these very regular convex shapes are often inaccurate compared to those for the real pore shapes. We suggest the use of a new n-cornered star shape characterization technique (Star) in addition to the CTS approach. Apart from the shape factor, we also consider dimensionless hydraulic radius as a second input parameter in the procedure, which allows us to reproduce the initial shape factor distribution and reduce ambiguity in shape type selection. This new pore shape characterization technique (Star) will be described in Chapter 3. We describe implementation of this
technique in a capillary bundle model in Chapter 5 (Helland et al. 2008) and in the unstructured pore-network model in Chapters 6 and 7 (Ryazanov et al. 2009, 2010a, b).

2.11.4 Conductance (single phase and two-phase)
In this thesis, we assume no-slip boundary conditions along the fluid-solid and fluid-fluid interfaces since we simulate only two-phase oil-water processes to calculate fluid conductance. In addition to existing expressions for the correlation between single-phase conductances and the CTS pore shapes' parameters (Patzek and Silin 2001), we present new correlations for n-cornered star shapes in Chapter 3 (Ryazanov et al. 2009) based on previously published numerical results (Helland et al. 2006).

In Chapter 3 we also present the two-phase conductances. For the corner film flow we use correlations previously proposed by Øren et al. (1998, Valvatne and Blunt 2004). Correlations derived by Valvatne and Blunt (2004) are applied for the oil layer conductances.

2.11.5 Wettability Classification

![Figure 2.32](image)

Figure 2.32 Wettability classification employed in this thesis.

Due to the numerous contradictory wettability classifications in the literature, we propose the wettability classification of Figure 2.32, which is employed consistently
throughout this thesis. Firstly, we consider wettability on two different scales: pore-to-pore scale (entire network) and single pore scale. The latter can be divided into uniform (same contact angle for the entire pore wall) and non-uniform (different contact angles for different parts of the pore wall). The non-uniform wettability within a single pore may be the result of wettability alteration with or without contact angle hysteresis. In the case of pore-to-pore scale wettability variation, we have two subdivision: uniform and mixed wettability cases. In this case, uniform wettability consists of two classes: uniform water-wet (UWW) and uniform oil-wet (UOW). For both classes, the contact angle is distributed across the pores within some interval \([\theta_{\text{min}}, \theta_{\text{max}}]\) according to a random uniform distribution. The intervals must be included in the water-wet range (\(\theta_{\text{max}}<90^\circ\)) for the UWW class and in the oil-wet range (\(\theta_{\text{min}}>90^\circ\)) for the UOW class.

The mixed wettability case is subdivided into three classes: mixed-wet large (MWL), mixed-wet small (MWS) and fractionally wet (FW). In all these classes, some fraction of pores is oil-wet and the remaining pores are water-wet. The only difference is how these oil-wet and water-wet pores are correlated with pore size. As in the uniform cases (UWW, UOW), the contact angles are distributed within some interval \([\theta_{\text{ww}}^{\text{min}}, \theta_{\text{ww}}^{\text{max}}]\) for the water-wet pores and within \([\theta_{\text{ow}}^{\text{min}}, \theta_{\text{ow}}^{\text{max}}]\) for the oil-wet-pores, where \(\theta_{\text{ww}}^{\text{max}}<90^\circ\) and \(\theta_{\text{ow}}^{\text{min}}>90^\circ\). The oil-wet pores are chosen based on thresholds \(R_{\text{ow}}^{\text{min}}\) for the inscribed radius: for MWL pores larger than \(R_{\text{ow}}^{\text{min}}\) and for MWS pores smaller than \(R_{\text{ow}}^{\text{max}}\) are oil-wet. For the FW class a fraction \(\alpha\) of pores of every size is oil-wet. Note, that UWW and UOW are limiting cases of FW class with oil-wet fraction 0 and 1 respectively.

### 2.11.6 Wettability Alteration & Contact Angle Hysteresis

There are two reasons for contact angle change in different flooding cycles. Firstly, wettability alteration (ageing) occurring after primary drainage, in which the oil-contacted part of the pore surface changes its wettability (contact angle) due to adsorption of some hydrophobic components (Kovscek et al. 1993). Secondly, the contact angle may show hysteresis depending on the displacement direction (drainage or imbibition) due to surface roughness (Morrow 1975). We will use the pore-level scenario for wettability alteration (Kovscek et al. 1993) along with contact angle hysteresis and we refer to this combined scenario as non-uniform wettability within a single pore (Figure 2.32)
In general, our network model is used to simulate three consecutive floods: primary oil drainage, water invasion and secondary oil drainage. We apply various wettability distributions after the primary drainage due to ageing for the oil-filled pores, based on the presented classification (including non-uniform wettability within a single pore) (Figure 2.32) during these floods (see Chapter 3).

2.11.7 Intra-Pore Physics

For every displacement during a given flood, a capillary entry pressure is required. The so-called MS-P method (Mayer and Stowe 1965, Princen 1969a, b, 1970) is used for calculating the entry pressures in non-circular capillaries. We assume the wettability alteration along with contact angle hysteresis (non-uniform wettability within a single pore) (Øren and Bakke 2003, Al-Futaisi and Patzek 2004, Piri and Blunt 2004, Valvatne and Blunt 2004, Piri and Blunt 2005a, Helland and Skjaerveland 2006a).

For CTS shapes we use entry pressure solutions for primary drainage and water invasion derived in the literature (Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004), except the layer formation and collapse criteria. For the Star pore shape characterization, the existing capillary entry pressure solutions for \( n \)-sided regular polygons (Ma et al. 1996, Lago and Araujo 2001, Piri and Blunt 2005a) and 3-cornered star shapes (van Dijke and Sorbie 2006) are generalized for \( n \)-cornered stars in Chapter 4.

During water invasion oil layers can be formed in pores of non-uniform wettability. The understanding of oil layer stability is of great importance for the prediction of residual oil in mixed-wet systems. Many authors have used inaccurate geometrical criteria for formation and collapse of layers in capillary bundles (Hui and Blunt 2000a, Helland and Skjaerveland 2006a) and network models (Blunt 1997b, Øren et al. 1998, Piri and Blunt 2004, Valvatne and Blunt 2004, Piri and Blunt 2005a). van Dijke and Sorbie (2006) developed a more physically correct thermodynamically based criterion for the existence of oil layers. This criterion is consistent with the MS-P capillary entry pressures for other water invasion displacements and is more restrictive than the geometrical collapse criterion. So far, this thermodynamical criterion for layer collapse was implemented only into a capillary bundle model (Helland and Skjaerveland 2006a),
but here we implement it in a full two-phase network model (Ryazanov et al. 2008, 2009, 2010a, b).

2.11.8 Prediction of experimental data

The comparisons between network modelling and experiments from the literature show that good predictions of \( S_{or} \) can be obtained for (strongly) water-wet systems (Øren et al. 1998, Patzek 2001, Øren and Bakke 2003, Valvatne and Blunt 2004, Piri and Blunt 2005b). However, for systems with altered wettability, the final predictions of \( S_{or} \) can be too low when oil layers are included (Øren et al. 1998, Valvatne and Blunt 2004) and the experimental \( S_{or} \) values can only be matched by assuming predefined endpoint capillary pressures (Høiland et al. 2007). On the other hand, matching \( S_{or} \) by varying the wettability state and then predicting the water flood relative permeability (Øren et al. 1998) may also lead to errors if incorrect criteria for oil layer existence are used. To remedy this, we have incorporated the correct thermodynamically based physics for layer existence and accurate pore shape descriptions, which governs what we believe the “true” \( S_{or} \) should be. In Chapter 7, we show improvements in the prediction of oil-wet relative permeabilities data (Valvatne and Blunt 2004) and mixed-wet experiments (remaining oil saturation vs Amott-Harvey index) conducted by Jadhunandan and Morrow (1995).

2.11.9 Wettability effect on \( S_{or} \) and Relative Permeabilities

The effect of wettability on \( S_{or} \) and relative permeabilities has been investigated before, both experimentally (Kennedy et al. 1955, Raza et al. 1968, Donaldson and Thomas 1971, Owens and Archer 1971, Morrow et al. 1973, Lorenz et al. 1974, Jadhunandan and Morrow 1995, Skauge and Ottesen 2002) and using network modelling (McDougall and Sorbie 1995, Blunt 1997b, 1998, Øren et al. 1998, Dixit et al. 1999, Al-Futaisi and Patzek 2004, Høiland et al. 2007, Zhao et al. 2010). It has been shown that this effect can be significant and, hence, wettability conditions should be determined accurately before making any network modelling predictions. In this thesis, we analyse the effect of different wettability distributions on \( S_{or} \) and relative permeabilities (see Chapter 6). In the same chapter we investigate the effect of pore-shape characterization (CTS and Star) and oil layers existence criteria (thermodynamical and geometrical) on \( S_{or} \) and relative permeabilities for the different wettability conditions.
2.11.10 Conclusions

To sum up, in this work, we present a newly developed state-of-the-art pore scale network modelling tool which takes as input the geometrically and topologically equivalent network (extracted) from a real pore space. This model incorporates accurate two-phase intra-pore physics, in particular the thermodynamical oil layer existence criterion, and the new pore shape characterization technique using n-cornered stars.
CHAPTER 3 - MODEL DESCRIPTION

3.1 Introduction

In this chapter, we describe the novel network modelling code that has been developed in the course of this research (see code’s GUI description in Appendix A). We consider possible wettability scenarios that can be applied during simulation of three consecutive floods: primary drainage, water invasion (after ageing), secondary drainage. Furthermore, besides the commonly used Circle-arbitrary Triangle-Square (CTS) pore shape characterization, we also present a new pore shape characterization technique to identify the equivalent regular \( n \)-cornered star shape (Star). Then, we describe the expressions for the single-phase and two-phase conductances for different shape characterizations. Specifically, a new correlation for single-phase conductance for the \( n \)-cornered star shape is derived.

3.2 Network Model

This new pore-network modelling tool is similar in certain respects to models found in the literature (Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004) in that it takes as input the geometrically and topologically equivalent network extracted from a real pore space image. The interconnected network consists of pores bodies (nodes) and pore throats (bonds) for which the characteristic properties (volume, shape factor, inscribed and hydraulic radii, length for bonds) have been derived from the original sample. The data structure for these unstructured networks has been described by Bakke and Øren (1997) and Piri and Blunt (2005a) and their general input description and format has been adopted here for consistency.

Also in common with existing models, we represent the pore throats as straight tubes, but we have two options for pore bodies (PB) representation. The first option (with PB) is the same as in the existing models: pore bodies are included in the model explicitly and involved in displacement processes. For the second option (without PB), we distribute the pore body volume between the throats connected to that pore body and ignore any displacements related to it. However, even for the with PB case we only use an (effective) throat conductance, which is the harmonic mean of the throat and adjoining body conductances (Øren et al. 1998). Although the first option (with PB)
may be more realistic, the second option (without PB) is much faster due to a more efficient phase clustering algorithm.

Notice that in addition to previously used pore properties, we also use the hydraulic radius, when available, as an additional parameter to characterize pore shapes by \( n \)-cornered stars, as explained further in Section 3.4.2. Man and Jing (2000) used star-like grain boundary pore (GBP) shapes for pore throat cross-sections (piecewise-smooth representation), somewhat similar to our \( n \)-cornered stars with straight sides, but they assumed pores as constricted tubes with a smooth transition between pore body and pore throat shapes and sizes.

For the model simulations in this thesis, we consider two pore networks derived from different Berea sandstone samples. The first network (BereaPB) has been extracted from the process-based pore space reconstruction of a Berea sandstone (Øren and Bakke 2003). The process-based reconstruction approach (Section 2.2) incorporates grain size distributions and some other petrographical data from 2D thin section images. This approach aims to simulate the three main sandstone-forming geological process steps: sand grain sedimentation, compaction and diagenesis (Bakke and Øren 1997, Øren and Bakke 2002). The second network (BereaCT) has been extracted from a 3D micro–

---

**Figure 3.1** Possible pore-to-pore wettability scenarios (right) for the consecutive floods (left) and the assigned contact angles
computerized tomography image of a different Berea sandstone sample, using the enhanced extraction technique of Jiang et al. (2007). The input data set for the BereaCT network includes the hydraulic radius. Therefore, BereaCT’s pore cross-sections can be characterized by \( n \)-cornered star shapes.

### 3.3 Wettability Distribution

In general, the presented network model is used to simulate three consecutive floods: primary oil drainage, water invasion and secondary oil drainage. We also include ageing (wettability alteration) after primary drainage and contact angle hysteresis. Various wettability scenarios (i.e. assignments of the oil-water contact angles) can be applied during this simulation. Universal wettability classifications on two scales (pore-to-pore and single pore) have been introduced in Section 2.11.5 (Figure 2.32) and will be used to describe the wettability scenarios used in the network simulations presented in this thesis (Figure 3.1).

![Figure 3.2 Receding and advancing contact angle versus intrinsic contact angle for three different classes I,II,III of contact angle hysteresis (Morrow 1975).](image)

During primary drainage, pores are uniformly wetted (i.e. a single contact angle is assigned to each pore) and the primary drainage receding contact angle is distributed throughout the pore network as uniformly water-wet (UWW). After primary drainage, the oil-filled pores are aged. During ageing, the wettability may change only on the part
of the pore wall that was in contact with oil, thus creating non-uniform wettability within individual pores (Kovscek et al. 1993). For the oil-contacted surfaces of the oil-filled pores we specify a new wettability distribution of advancing and receding contact angles. The distribution can be from one of the uniform wettability classes (UWW, UOW) or mixed wettability classes (MWL, MWS, FW).

Usually, wettability distributions specify intrinsic contact angles, which are used to calculate advancing and receding contact angles from some empirical model for contact angle hysteresis. Morrow (1975) proposed three hysteresis models (Figure 3.2): no hysteresis (Class I), moderate hysteresis (Class II) and substantial hysteresis (Class III). During water invasion only receding contact angles from primary drainage, on the non-aged surfaces, and advancing contact angles derived from intrinsic angles after ageing are utilized. For secondary drainage, the receding angle derived from the aged intrinsic angle is used, as well as primary drainage receding contact angle on the non-aged surfaces.

Because we focus on water invasion after primary oil drainage followed by ageing, we specify advancing contact angles directly without reference to the intrinsic angles. However, when we need to simulate the subsequent secondary drainage process, the receding contact angles on the aged surfaces are back calculated (through the intrinsic angle, Class III) from the previously assigned advancing contact angles.

3.4 Real Shape Characterization

3.4.1 Circle-Triangle-Square (CTS) Shape Characterization
Most of the earliest network models assumed circular pore cross-sections for simplicity. However, to represent features such as corner wetting films and non-wetting phase layers explicitly, angular shapes (like triangle and square) are necessary. The most common approach to represent the real shape of a pore cross-section is to idealise it as a circle, an (arbitrary) triangle or a square (CTS) with a shape factor \( G \) that approximates that of the real pore shape (Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004). The shape factor is defined as \( G = \frac{A}{L^2} \) (Mason and Morrow 1991), where \( A \) and \( L \) are the area and perimeter of the cross section, respectively.

The CTS shape characterisation uses the following rules:
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idealized shape is

\[
\begin{align*}
\text{arbitrary Triangle with the same } G, & \text{ if } G \leq \sqrt{3}/36 \\
\text{Square with } G = 1/16, & \text{ if } \sqrt{3}/36 < G \leq 1/16 \\
\text{Circle with } G = 1/4\pi, & \text{ if } G > 1/16
\end{align*}
\]

Generally, the majority of pore shape factors falls into the arbitrary triangle interval \((0, \sqrt{3}/36]\), in which case the shape factor can be kept the same as the real \(G\) value. The set of half angle values for arbitrary triangle is selected by special procedure proposed by Øren et al. (1998) and Patzek and Silin (2001). The disadvantage of the CTS characterisation is that these shapes are all convex, while a significant fraction of shapes in a realistic porous rock can be non-convex.

Convexity can be indicated by the ratio of the hydraulic radius \(R_h\) and the inscribed radius \(R_{ins}\) of the cross section, the dimensionless hydraulic radius \(H = R_h/R_{ins} = (A/L)/R_{ins}\), where the hydraulic radius \(R_h\) is defined as \(R_h = A/L\) (Hwang 1977, Patzek and Silin 2001, Lindquist 2006). \(H\) is always greater than \(1/2\) for convex shapes which follows from inequality \(2A \geq LR_{ins}\) (Scott and Awyong 2000). Thus, if \(H < 0.5\) a shape is non-convex, while convex shapes have \(H \geq 0.5\). It is easy to show that circle, square and arbitrary triangle all satisfy \(H = 0.5\).

3.4.2 \textit{n}-cornered Star Shape Characterization

The regular \textit{n}-cornered star shape (Figure 3.3), which is always non-convex, can be used to represent non-convex shapes, contrary to the arbitrary triangle. The regular star has two parameters, the number of corners \(n\) and the corner half-angle \(\gamma\). The

**Figure 3.3** 5-cornered star pore shape, with half-angle \(\gamma\), hydraulic radius \(R_h\), and inscribed radius \(R_{ins}\), for which \(H = R_h/R_{ins}\) is less than 0.5. The elementary triangle \(COD\) is used for conductance calculations.
corresponding expressions for the dimensionless hydraulic radius \( H_{n,\gamma} \) and the shape factor \( G_{n,\gamma} \) are

\[
H_{n,\gamma} = \frac{1}{2} \sin \left( \gamma + \frac{\pi}{n} \right), \quad G_{n,\gamma} = \frac{1}{4} \frac{\sin(\gamma) \sin \left( \gamma + \frac{\pi}{n} \right)}{n \sin \left( \frac{\pi}{n} \right)} \quad \text{with} \quad \gamma < \frac{\pi}{2} - \frac{\pi}{n}. \tag{3.2}
\]

To derive Eq. (3.2) the following definitions for \( H_{n,\gamma} \) and \( G_{n,\gamma} \) should be used:

\[
R_h = \frac{A_{n,\gamma}}{L_{n,\gamma}}, \quad H_{n,\gamma} = \frac{R_h}{R_{ins}}, \quad A_{n,\gamma} = \frac{A_{n,\gamma}}{L_{n,\gamma}}, \quad G_{n,\gamma} = \frac{A_{n,\gamma}}{L_{n,\gamma}^2} = \frac{A_{n,\gamma}}{(L_{n,\gamma})^2}, \tag{3.3}
\]

where \( A_{n,\gamma} \) and \( L_{n,\gamma} \) are the area and perimeter respectively of the \( n \)-cornered star shape with half-angle \( \gamma \) (Helland et al. 2006, Helland et al. 2008):

\[
A_{n,\gamma} = \frac{nR_{ins}^2 \sin \left( \frac{\pi}{n} \right) \sin \left( \gamma + \frac{\pi}{n} \right)}{\sin \gamma}, \quad L_{n,\gamma} = \frac{2nR_{ins} \sin \left( \frac{\pi}{n} \right)}{\sin \gamma}. \tag{3.4}
\]

Eq. (3.2) can be obtained now after substituting Eq. (3.4) into Eq. (3.3)

Note, that the shape factor \( G \) for the \( n \)-cornered star can be expressed as a function of \( n \) and \( H \) by eliminating \( \gamma \) from both formulas in Eq. (3.2):

\[
G = \frac{1}{2} \frac{\sin \left( \sin^{-1} \left( 2H - \frac{\pi}{n} \right) \right) H}{n \sin \left( \frac{\pi}{n} \right)}. \tag{3.5}
\]

For a given arbitrary shape factor \( G \) there is no unique pair \((n, \gamma)\), but it can be shown that with one additional parameter, the dimensionless hydraulic radius \( H<0.5 \), a star can be uniquely identified (Helland et al. 2008). In Figure 3.4 curves with \( H<0.5 \) represent stars with different numbers of corners and is described by Eq.(3.5). For a given arbitrary shape with shape factor and dimensionless hydraulic radius \((G, H)\) Eq. (3.2) is used to find the pair \((n, \gamma)\) on the nearest \( n \)-cornered star curve (Figure 3.4) by fixing \( G \) and approximating \( H \). We explain this procedure in more details now. Firstly, by fixing \( G \) the \( n_1 \) and \( n_2 \) are identified as follows (Figure 3.4)
Figure 3.4 Shape factor $G$ vs dimensionless hydraulic radius $H$ for various shapes including $n$-cornered stars, arbitrary triangles, rectangles, and ellipses. The left boundary $G=H^2/\pi$ and the right boundary $G=(H-H^2)/\pi$ (see Appendix B.1) are the theoretical limits for the $(G,H)$ values of any shape

\begin{equation}
H_{n_1, n_2} \leq H \leq H_{n_1, \gamma_1}, \quad n_2 = n_1 + 1.
\end{equation}

where

\begin{equation}
\gamma_i = f(n_i, G) = -\frac{\pi}{2n_i} + \frac{1}{2} \cos^{-1}\left(\cos\left(\frac{\pi}{n_i}\right) - 8n_i G \cdot \sin\left(\frac{\pi}{n_i}\right)\right), \quad \text{(see Appendix B.2)}
\end{equation}

and $H_{n_i, \gamma_i}$ are estimated from the 1st formula of Eq (3.2). Then the number of corners $n$ is selected as $n_1$ or $n_2$ depending on the following delta

\begin{equation}
\Delta H_i = \left|H - H_{n_i, \gamma_i}\right|, \quad i = 1, 2.
\end{equation}

If $\Delta H_1 < \Delta H_2$ then $n=n_1$ otherwise $n=n_2$:

\begin{equation}
n = n_k, \quad k = \arg \min_{i=1,2} \left|H - H_{n_i, \gamma_i}\right|.
\end{equation}

Thus, the corresponding idealized shape will be identified as a regular star shape with $n$ corners and half angle $\gamma = f(n, G)$.

On the line $H=0.5$ in Figure 3.4 the arbitrary triangles are represented, as well as the regular $n$-cornered polygons $P$, including the square ($n=4$) and the circle ($n=\infty$). Notice
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that the polygons are the limiting shapes of the stars for \( \gamma = \frac{\pi}{2} - \frac{\pi}{n} \). Curves for \( H > 0.5 \) represent some convex shapes, although in general there are also non-convex shapes with \( H > 0.5 \). For cross-sections with \( H \geq 0.5 \) the CTS-P approach (CTS and polygons P) is applied, in which the nearest point on the line \( H = 0.5 \) is found and the corresponding shape is used.

Since for \( H < 0.5 \) we match the real \( G \) and \( H \) quite closely with the \( n \)-cornered star, we also find a good approximation of the area and perimeter \( A = R_{int}^2 H^2 / G \) and \( P = R_{int} H / G \). However, for \( H > 0.5 \) the area and perimeter approximation may not be very accurate.

3.5 Single-Phase Conductance

Calculation of relative permeability in a pore-scale model requires accurate expressions for the fluid conductances in the cross-sectional bulk, layer and corner areas that the fluids flow through. We assume steady state, laminar flow of incompressible fluids with constant viscosity. First, we consider single-phase conductance calculations, when the fluid occupies the entire cross section and then we look at conductances of films and layers in pore corners, as well as the conductance of the remaining bulk phase.

3.5.1 Conductance Prediction for the CTS Shapes

The single-phase conductance \( g \) for capillary tubes with CTS cross-sections can be approximated by the following expression (Øren et al. 1998, Valvatne and Blunt 2004, Piri and Blunt 2005a)

\[
g = \frac{C_g A^3 G}{\mu} = \frac{C_g R_h^4}{\mu G} = \frac{C_g R_h^2 A}{\mu},
\]

(3.10)

where \( \mu \) is viscosity, \( C_g \) is a constant, which is equal to 3/5 for arbitrary triangles, 0.5623 for squares and 1/2 for circles.

3.5.2 Conductance Prediction for \( n \)-cornered Stars

To derive the single-phase conductance for capillary tubes with \( n \)-cornered star cross-sections numerically, we solve the elliptic Poisson equation for the “reduced” velocity \( u \) in the tube cross-section \( \Omega \) (see derivation in Appendix B.3),

\[
\nabla^2 u = -1 \text{ on } \Omega
\]

(3.11)

with no-slip conditions on the boundary, using the finite elements method (FEM) in the MATLAB PDE toolbox (Mathworks 1998) (Figure 3.5). Note, that \( u \) has dimension
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length and is equal to $vl/\Delta P$, where $v$ denotes real fluid velocity, $\Delta P$ pressure drop along the tube and $l$ tube length. Then, the pore conductance follows as

$$
g = \langle u \rangle \frac{A}{\mu} = \left( \frac{1}{A} \int u dA \right) \frac{A}{\mu}
$$

(3.12)

Based on this approach $n$-cornered star conductances have previously been calculated numerically (Helland et al. 2006, Helland et al. 2008, Ryazanov et al. 2009) and these are presented in Figure 3.6 as a function of the shape factor. This figure shows that for a given shape factor value $G$, dimensionless conductances strongly vary with the number of corners.

![Figure 3.5 Mesh (a) and corresponding “reduced” velocity field (b) calculated by FEM (MATLAB PDE toolbox) for a 4-cornered star shape.](image)

We derived a new correlation (non-linear regression) (Ryazanov et al. 2009) based on the numerical results (Figure 3.6):

$$
g = \frac{\tilde{g} A^2}{\mu} \text{ with } \tilde{g} = \min\left(C(n), 0.0398 \left( \frac{G^t_{n,\gamma}}{G^t_{n,\gamma_{\max}}} \right)^{\eta(n)} \right)
$$

(3.13)

where $\tilde{g}$ is the dimensionless $n$-cornered star single-phase conductance. The correlation is based on the shape factor $G^t_{n,\gamma}$ of the elementary triangle $COD$ shown in Figure 3.3, which is derived based on the shape factor definition (see Appendix B.4):
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\[ G'_{n,y} = \frac{1}{2} \left( \frac{\sin(y) \sin \left( \frac{\pi}{n} \right) \sin \left( \frac{\gamma + \pi}{n} \right)}{\sin(y) + \sin \left( \frac{\pi}{n} \right) + \sin \left( \frac{\gamma + \pi}{n} \right)} \right)^2, \quad 0 < \gamma \leq \frac{\pi}{2} \frac{\pi}{n}. \]  

(3.14)

\( G'_{n,\text{max}} \) is the shape factor of the elementary triangle for the limiting regular \( n \)-cornered polygon, i.e. \( G'_{n,\text{max}} = G'_{n,\frac{\pi}{2} - \frac{\pi}{n}} \). \( B(n) \) and \( C(n) \) are fifth order polynomials of \( n \) (see Table 3.1).

<table>
<thead>
<tr>
<th>( n^3 )</th>
<th>( n^4 )</th>
<th>( n^5 )</th>
<th>( n^6 )</th>
<th>( n^7 )</th>
<th>( n^8 )</th>
<th>( n^9 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B(n) )</td>
<td>4.479E-08</td>
<td>-7.135E-06</td>
<td>4.418E-04</td>
<td>-1.340E-02</td>
<td>2.041E-01</td>
<td>6.900E-01</td>
</tr>
<tr>
<td>( C(n) )</td>
<td>5.120E-06</td>
<td>-1.897E-04</td>
<td>2.787E-03</td>
<td>-2.039E-02</td>
<td>7.505E-02</td>
<td>-7.389E-02</td>
</tr>
</tbody>
</table>

Table 3.1 Coefficients for fifth order polynomials of \( n \) used in Eq. (3.13)

The quality (robustness) of predictions based on the derived non-linear regression is very good and the regression correlation coefficient is large (Figure 3.7).

**Figure 3.6** Dimensionless conductance \( g\mu/A^2 \) vs shape factor \( G \) for \( n \)-cornered stars, arbitrary triangle, rectangle and ellipse. \( g \) – single-phase conductance, \( A \) – cross-sectional area, \( \mu \) - fluid viscosity
3.6 Two-Phase Areas and Conductances

If two phases co-exist in the same pore throat, we have to estimate volumes, areas and conductances for each phase separately. Therefore, we should estimate area and conductances for oil or water corner films, oil layers and bulk oil or water phases. In Figure 3.8 the most complicated corner fluid configuration is sketched with a water corner film, an oil layer and bulk water, including two arc menisci AM1 and AM2, with their respective contact angles $\theta_h$ and $\theta_a$. The dimensionless area of a corner film, for example for AM2, is given by Eq. (4.6), from which other areas are easily derived.

\begin{equation}
\text{Figure 3.7 Cross-plot of predicted against numerically calculated dimensionless single-phase conductance (g_dim) for n-cornered star shapes (3\leq n \leq 50). The coefficient of determination (R squared) is large.}
\end{equation}

3.6.1 Area and Conductance of Corner Films

For the flow conductance $g_{p,c}$ of films of phase $p$ in corners, we use the correlation derived by Øren et al. (1998), which assumes no-slip boundary conditions at AM1, and is given by

\begin{equation}
g_{p,c} = C \frac{A_{c1}G_{c}}{\mu_p}, C = 0.364 + 0.28 \frac{G^*_{c}}{G_{c}},
\end{equation}

where $A_{c1}$ is the area of the film in the corner bounded by AM1, $G_{c}$ is the shape factor of the film area, $G^*_{c}$ is the shape factor in case of zero curvature of the fluid-fluid interface and $\mu_p$ is the phase viscosity.

3.6.2 Area and Conductance of Oil Layers
The sandwiched oil layer is bounded by AM1 and AM2. The oil layer area $A_i$ for a single corner can be estimated in terms of the corner areas $A_{c1}$ and $A_{c2}$, which are bounded by the AM1 and AM2 respectively (Figure 3.8):

$$A_i = A_{c2} - A_{c1}.$$  

(3.16)

A correlation suggested by Valvatne and Blunt (2004) has been used for the oil layer conductance:

$$g_{o,i} = \frac{L_o^4 \tilde{g}_i}{\mu_o}, \quad \ln \tilde{g}_i = a_i \ln^2 \left( \tilde{A}_i \right) + a_2 \ln \left( \tilde{A}_i \right) + a_3,$$  

(3.17)

where $L_o$ is the apex distance for the AM2 position, $\tilde{A}_i$ is the dimensionless area of the oil layer (by division by $L_o^2$), $G_i$ is the shape factor of the layer and $\tilde{g}_i$ is the dimensionless conductance of the layer, $a_i (i=1..3)$ are the polynomial fitting parameters.

**Figure 3.8:** Corner fluid configuration with sandwiched oil layer bounded by arc menisci AM1 and AM2, with their respective contact angles $\theta_b$ and $\theta_a$. $L^{dr}$ and $L_o$ – apex distance for AM1 and AM2 positions respectively, $A_l$ – oil layer area, $R_{wo}$ – radius of curvature for AM2, $\gamma$ – corner half-angle. (Red – oil phase, blue – water phase, brown lines – surfaces of altered wettability)

### 3.6.3 Area and Conductance of Bulk Phase

The area of the bulk phase $A_b$ is determined from the pore throat cross-sectional area $A$, the corner film area $A_c$ and the area of the oil layer $A_l$ if present. The bulk conductance $g_{p,b}$ is approximated as (Blunt 1998):
\[ g_{p,b} = \frac{A_b}{A} g, \quad A_b = A - n(A_i + A_j). \]  

(3.18)

3.7 Porosity, Absolute Permeability and Relative Permeability

Porosity is estimated from the total pore volume of bonds and nodes relative to the cubic volume occupied by the network. For absolute permeability the pressure distribution is calculated from the set of equations based on mass conservation at each node in response to a pressure gradient between inlet and outlet (Øren et al. 1998):

\[ \sum q_{ij} = 0 \text{ for each node } i, \quad \text{(3.19)} \]

where \( j \) goes through indices of the nodes connected to node \( i \). The flow rate \( q_{ij} \) between nodes \( i \) and \( j \) is given by the following formula

\[ q_{ij} = \frac{g_{ij} \Delta P_{ij}}{L_{ij}}, \quad \text{(3.20)} \]

where \( g_{ij} \) denotes effective hydraulic conductance between node \( i \) and node \( j \), \( L_{ij} \) distance between the centres of the nodes \( i \) and \( j \) and \( \Delta P_{ij} \) pressure difference between the nodes. The effective bond conductance \( g_{ij} \) is defined as the harmonic mean of the conductances of the bond and the adjoining nodes (Øren et al. 1998):

\[ \frac{L_{ij}}{g_{ij}} = \frac{L^u_{ij}}{g^u_{ij}} + \frac{L^b_{ij}}{g^b_{ij}} + \frac{L^n_{ij}}{g^n_{ij}}, \quad \text{(3.21)} \]

where \( g^u_{ij} \) and \( g^n_{ij} \) denote conductances through the nodes, \( g^b_{ij} \) bond conductance, \( L^u_{ij} \) and \( L^n_{ij} \) denote half lengths of the nodes and \( L^b_{ij} \) bond length. Then, using the total flow through the model \( Q \), the applied pressure gradient \( \Delta P/L_T \) and Darcy’s law, the absolute permeability \( K_{abs} \) can be estimated from

\[ K_{abs} = \frac{\mu Q L_T}{A_T \Delta P}, \quad \text{(3.22)} \]

where \( A_T \) denotes total cross-sectional area of the model perpendicular to flow direction and \( L_T \) length of the model from inlet to outlet.

The phase relative permeability is not zero if the network has at least one spanning cluster (connected to inlet and outlet) of network elements (bonds and nodes) occupied by the considered phase. Similar to the absolute permeability calculation, the pressure distribution for each phase is computed in response to a pressure gradient applied across the pore space occupied by the considered phase at a given saturation. During this
computation the effective phase conductances for each bond in a spanning cluster are estimated from Eq.(3.21), but with phase conductances $g_p$ instead of $g$. Phase conductances $g_p$ are calculated for each relevant network element by summation of the conductances for different occupancies of the considered phase: corner films Eq.(3.15), oil layers Eq.(3.17) or bulk phase Eq.(3.18). For example, for the cross-sectional fluid configuration in Figure 3.8 the oil conductance $g_o$ is equal to sum of the oil layer conductances $g_{o,l}$ for each corner and the water conductance $g_w$ is the sum of the corner conductances $g_{w,c}$ and the bulk conductance $g_{w,b}$:

$$g_o = \sum_{k=1}^{n} g_{o,k}^{c} , \quad g_w = \sum_{k=1}^{n} g_{w,c}^{k} + g_{w,b}.$$  \hspace{1cm} (3.23)

Then, from the pressure distribution the effective permeability $K_p$ is estimated by a formula similar to Eq.(3.22). The relative permeability $K_{rp}$ is calculated as the ratio of $K_p$ and absolute permeability $K_{abs}$:

$$K_{rp} = \frac{K_p}{K_{abs}}.$$  \hspace{1cm} (3.24)

### 3.8 Summary and Closing Remarks

In this chapter we described a newly developed pore-scale network modelling tool, which takes as input the geometrically and topologically equivalent network (extracted) from a real pore space.

The wettability alteration, due to ageing after primary drainage, and contact angle hysteresis were included in the model. Based on the wettability alteration model and the universal wettability classification (Figure 2.32) we implemented various wettability scenarios (Figure 3.1). Each of these represent contact angle distributions for one of the 3 consecutive floods: primary drainage, water invasion (after ageing), secondary drainage. Besides the commonly used CTS pore characterization, we also presented a new n-cornered star shape characterization technique (Star), which takes one extra input parameter, the dimensionless hydraulic radius. Expressions for the single-phase and two-phase conductances for different shape characterizations (CTS, Star) have been presented. In particular, a newly derived relation for n-cornered star single-phase conductances and shape factor correlated well with numerically FEM calculations (see Eq.(3.13) and Figure 3.7).
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The accuracy of the new pore shape characterization Star will be compared with CTS in Chapter 5 based on a set of 70 real pore shapes. We will compare real pore shape parameters (entry radius, area, conductance etc.) with the corresponding parameters for different approximations (CTS and Star). Then, a capillary bundle model involving the real and approximating pore shapes will be used to compare the predictive capabilities of the characterization approaches in terms of relative permeabilities and capillary pressures.

In Chapter 4 we will describe all possible fluid configurations and displacements that can occur during primary drainage, water invasion (after ageing) and secondary drainage. We will present the corresponding entry pressures for CTS shapes and derive generalized solutions for Star shapes. Furthermore, besides the commonly used geometrical collapse criterion for oil layers, we will also consider the new MS-P derived thermodynamic criterion (van Dijke and Sorbie 2006), which is more accurate and consistent with the entry pressures for other displacements. For the first time this criterion has been implemented in a two-phase pore network model.
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4.1 Introduction

In the displacement processes considered in this work, initially every network element contains only water. Then, primary drainage is simulated by oil injection to initial oil saturation, $S_{oi}$. This is followed by ageing, which involves changing the wettability of the oil contacted part of the oil-filled pores, as described in Chapter 2. Then, water invasion into the system at $S_o = S_{oi}$ takes place. Additionally, secondary oil drainage may be simulated. In this chapter, we present all possible pore fluid configurations and pore level displacements, which may occur during all three floods (primary drainage, imbibition and secondary drainage). However, we focus mainly on water invasion, in particular the formation and collapse of oil layers during this process. Two criteria for this layer formation and collapse are studied in detail, the MS-P derived thermodynamic criteria and the geometrical criteria, which result in three scenarios for oil layers existence.

To model the various floods, we specify the pressure boundary conditions at the inlet and outlet faces. During primary and secondary oil drainage, the oil pressure $P_o$ at the inlet is gradually increased while the water pressure $P_w$ is kept constant at the outlet, which results in an increase of the overall capillary pressure, defined as $P_c = P_o - P_w$ (Patzek 2001, Valvatne and Blunt 2004). During water invasion, the water pressure $P_w$ at the inlet is increased while the oil pressure $P_o$ is kept constant at the outlet, thus decreasing the capillary pressure. Pore level displacements are carried out according to invasion-percolation with trapping (Valvatne and Blunt 2004, Piri and Blunt 2005a).

Every pore fluid configuration in the cross-section of a straight tube may contain several different fluid elements, e.g. water corner films, oil layers and bulk water, as discussed in Section 3.6 (see Figure 4.1). Additionally, a cluster is defined as an interconnected set of bonds (pore throats) and nodes (pore bodies) that contain at least one fluid element of the cluster phase. For example, a water cluster could contain bonds and nodes containing water corner films, bulk water or both. Therefore, a given bond or node can be part of both an oil and a water cluster (Piri and Blunt 2005a).
The fluid element volumes of every pore (corner film, oil layer, bulk element) are only recalculated at prescribed saturation steps, unless the cluster which contains the fluid elements becomes trapped (isolated from the outlet).

Pore (level) displacements are defined as events where the configuration of fluid elements changes, for example in a piston-like displacement the bulk fluid element is displaced. For each pore displacement a corresponding entry pressure needs to be overcome. We define an entry pressure $P_{\text{entry}}$ in terms of an entry radius $R_{\text{entry}}$:

$$P_{\text{entry}} = \frac{\sigma_{\text{ow}}}{R_{\text{entry}}},$$ (4.1)

where $\sigma_{\text{ow}}$ is oil-water interfacial tension. Note, that the entry radius $R_{\text{entry}}$ is an “effective” radius of curvature, which is related to two principal radii of curvatures $(R_1, R_2)$ through the Laplace equation:

$$\frac{1}{R_{\text{entry}}} = \left( \frac{1}{R_1} + \frac{1}{R_2} \right).$$ (4.2)

The $R_{\text{entry}}$ must be specified for specific shapes and displacements. The existing entry radius solutions for $n$-sided regular polygons (Ma et al. 1996, Lago and Araujo 2001, Piri and Blunt 2005) and 3-cornered stars (van Dijke and Sorbie 2006) will be generalized to $n$-cornered stars. In Subsections 4.2.2, 4.3.2 and 4.4 we present entry pressures for all possible pore level displacements occurring during primary drainage, water invasion and secondary drainage for the $n$-cornered star. For shapes in the CTS approximation, expressions have been derived in the literature and we only give an overview below.

For the circular pore cross-section the entry pressure for the piston-like displacement is given by the Young-Laplace equation:

$$P_{\text{entry}} = \frac{2\sigma_{\text{ow}} \cos \theta}{R_{\text{ins}}}, \quad R_{\text{entry}} = \frac{R_{\text{ins}}}{2 \cos \theta},$$ (4.3)

where $\theta$ is equal to $\theta_{\text{pd}}$ during primary drainage, $\theta_{\text{a}}$ during water invasion and $\theta_{\text{r}}$ during secondary drainage. For angular pore shapes the MS-P theory (Mayer and Stowe 1965, Princen 1969a, b, 1970) is used to obtain the entry pressures. The entry pressures for the arbitrary triangles have been derived by many authors (Valvatne and Blunt 2004, Patzek 2001, Øren et al. 1998, Mason and Morrow 1991, Piri and Blunt 2005) and will not be presented here. The square is the limiting case of the 4-cornered star when $\gamma$
=\pi/4$, hence its entry pressure follows from the generalized MS-P entry pressure formula for the regular $n$-cornered star.

\begin{figure}
\centering
\includegraphics[width=\textwidth]{fig41.png}
\caption{Fluid configurations which can exist in $n$-cornered star shaped pore cross-sections during primary oil drainage, water invasion and secondary oil drainage. Red indicates oil phase, blue water phase, brown lines surfaces of altered wettability. For simplicity, the equilateral triangle is used, which is the limiting shape of a 3-cornered star.}
\end{figure}
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Table 4.1 Pore displacements which may occur during primary drainage and water invasion (after ageing). See Sections 4.2 and 4.3 for details.

<table>
<thead>
<tr>
<th>Displacement</th>
<th>Configuration before</th>
<th>Description</th>
<th>Entry radius</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary Drainage</td>
<td>A-Dr a c</td>
<td>piston-like with water corner films formation</td>
<td>$F_{\text{A-Dr entry}}^{\theta_{pd}}(\theta_{pd}, \gamma, n)$ explicit</td>
</tr>
<tr>
<td>B-Dr a b</td>
<td>piston-like without water corner films</td>
<td>$F_{\text{B-Dr entry}}^{\theta_{pd}}(\theta_{pd}, \gamma, n)$ explicit</td>
<td></td>
</tr>
<tr>
<td>A-Imb e g</td>
<td>piston-like with sandwiched oil layers formation</td>
<td>$F_{\text{A-Imb entry}}^{\theta_{pd}}(\pi - \theta_{a}, \gamma, n)$ explicit</td>
<td></td>
</tr>
<tr>
<td>A1-Imb j k</td>
<td>piston-like with oil corner films formation</td>
<td>$F_{\text{A1-Imb entry}}^{\theta_{pd}}(\pi - \theta_{a}, \gamma, n)$ explicit</td>
<td></td>
</tr>
<tr>
<td>B-Imb e f</td>
<td>piston-like with water corner films before</td>
<td>$F_{\text{B-Imb entry}}^{\theta_{pd}}(L^b, \theta_{a}, \gamma, n)$ iterative</td>
<td></td>
</tr>
<tr>
<td>B1-Imb h f</td>
<td>piston-like, while AM1 moving with $\theta_a$</td>
<td>$F_{\text{B1-Imb entry}}^{\theta_{pd}}(\theta_{a}, \gamma, n)$ explicit</td>
<td></td>
</tr>
<tr>
<td>B2-Imb j l</td>
<td>piston-like without water corner films</td>
<td>$F_{\text{B2-Imb entry}}^{\theta_{pd}}(\pi - \theta_{a}, \gamma, n)$ explicit</td>
<td></td>
</tr>
<tr>
<td>C–T/G-Imb g f</td>
<td>oil layers collapse (thermodynamical/geometrical criteria)</td>
<td>$F_{\text{C–T/G-Imb entry}}^{\theta_{pd}}(L^b, \theta_{a}, \gamma, n)$ iterative</td>
<td></td>
</tr>
<tr>
<td>D-Imb e f</td>
<td>snap-off (forced)</td>
<td>$F_{\text{D-Imb entry}}^{\theta_{pd}}(L^b, \theta_{a}, \gamma, n)$ explicit</td>
<td></td>
</tr>
<tr>
<td>D1-Imb i f</td>
<td>snap-off (spontaneous)</td>
<td>$F_{\text{D1-Imb entry}}^{\theta_{pd}}(\theta_{a}, \gamma, n)$ explicit</td>
<td></td>
</tr>
</tbody>
</table>

The fluid configurations in each individual corner for equilateral triangular and $n$-cornered star shapes are the same. Therefore, for simplicity, the equilateral triangle is used for all possible configurations representation in this chapter (Figure 4.1). For illustration, 3 typical configurations that occur during the water invasion (bulk oil +
water corner films; bulk water, oil layers and water corner films; filled with water) for 3-cornered star are presented here (Figure 4.2).

Figure 4.2 Typical fluid configurations which can exist in 3-cornered star shaped pore cross-sections during water invasion: (a) bulk oil with water corner films, (b) oil layers sandwiched between bulk water and water corner films, (c) fully filled with water. Red indicates oil phase, blue water phase, brown lines surfaces of altered wettability.

4.2 Primary Drainage

4.2.1 Fluid configurations and displacements
Primary drainage is the process of oil invasion into water. At the start of primary drainage all pores (bodies and throats) are assumed to be water-filled and water-wet with contact angle $\theta_{pd} < \pi/2$. For each pore there are only 3 possible fluid configurations during primary drainage: a, b, c (Figure 4.1a,b,c) and 2 corresponding displacements A-Dr and B-Dr (Table 4.1). If a pore is sufficiently strongly water-wet with

$$\theta_{pd} < \pi/2 - \gamma,$$

then a piston-like (PL) displacement (A-Dr, and the corresponding change in pore fluid configuration aÆc) will lead to the formation of water corner films, creating arc menisci such as AM1 in Figure 3.8. On the contrary, if $\theta_{pd}$ does not satisfy Eq.(4.4), then a PL displacement will lead to a configuration without films (B-Dr and aÆb).

4.2.2 Capillary Entry Pressures
According to MS-P theory, the entry radius for displacement A-Dr can be obtained from the following equation

$$-A_{a,y} + R_{entry} L_{a,y} \cos \theta_{pd} - nR_{entry}^2 A_{a} = 0,$$

where

$$A_{a} = \theta_{pd} + \gamma - \frac{\pi}{2} + \frac{\cos \theta_{pd} \cos(\theta_{pd} + \gamma)}{\sin \gamma}.$$
is the dimensionless film area in a single corner \( \alpha \) corresponding to AM1, \( A_{n,\gamma} \) and \( L_{n,\gamma} \) are the area and perimeter respectively of the \( n \)-cornered star shape with half-angle \( \gamma \) (Helland et al. 2006, Helland et al. 2008) (see Eq.(3.4)).

The entry radius

\[
R_{\text{entry}} = F_{\text{entry}}^{A-Dr} (\theta_{pd}, \gamma, n) = \frac{1}{2} \cos \theta_{pd} L_{n,\gamma} - \sqrt{\cos^2 \theta_{pd} L_{n,\gamma}^2 - 4nA_{\alpha}A_{n,\gamma}}
\]

(4.7)

is the solution of Eq.(4.5) that is smaller than the radius \( R_{\text{entry}}^{\max} \) associated with snap-off of bulk oil by the water films

\[
R_{\text{entry}} < R_{\text{entry}}^{\max} = \frac{R_{\text{ins}} \sin \left( \frac{\pi}{n} \right)}{\cos (\theta_{pd} + \gamma)}.
\]

(4.8)

Because during displacement \( B-Dr \) (\( a \rightarrow b \)) no water films form, the corresponding entry radius solution can be deduced from Eq.(4.5) by substituting 0 for \( A_{\alpha} \), i.e.

\[
R_{\text{entry}} = F_{\text{entry}}^{B-Dr} (\theta_{pd}, \gamma, n) = \frac{A_{n,\gamma}}{L_{n,\gamma} \cos \theta_{pd}} = \frac{R_{\text{ins}} \sin \left( \gamma + n \right)}{2 \cos \theta_{pd}}.
\]

(4.9)

![Flowchart of possible displacement scenarios during primary oil drainage for the \( n \)-cornered star. Note, that for each displacement to happen the defending phase should be connected to the outlet by means of a continuous cluster.](image)

**Figure 4.3** Flowchart of possible displacement scenarios during primary oil drainage for the \( n \)-cornered star. Note, that for each displacement to happen the defending phase should be connected to the outlet by means of a continuous cluster.
4.2.3 **Primary Drainage Scenarios**

During primary drainage the pressure in the oil phase $P_o$ at the inlet is increased while the water phase pressure $P_w$ at the outlet is kept constant, resulting in increased capillary pressure $P_c$ throughout the network. To decide consecutive invasion events, all pores (bodies and throats) are sorted in order of increasing entry pressure. At every step the bulk water-filled pore with the lowest entry pressure is identified. If this pore has a neighbouring oil-filled pore, i.e. it is accessible, and it is part of a water cluster that is connected to the outlet, then it is invaded PL according to displacement A-Dr or B-Dr as described in Section 4.2.1 (see Figure 4.3). This process continues until all accessible bulk water-filled pores have been invaded by oil. When PL displacements without water films formation B-Dr take place, the invaded pores will not have water corner films. This may result in the formation of trapped water clusters. At the end of drainage the irreducible water consists of trapped bulk water and water corner films. Notice that corner films that are part of an outlet connected cluster may continue to shrink, as long as the network $P_c$ increases. This shrinkage is not strictly a pore displacement, but it does lead to reduction of the irreducible water saturation.

4.3 **Water Invasion**

4.3.1 **Fluid Configurations and Displacements**

After primary drainage, ageing is introduced in the model by changing the wettability of the oil-contacted part of the oil-filled pores and a distribution of advancing contact angle $\theta_a$ values is assigned. Consequently, the wettability within a pore becomes non-uniform, which corresponds to fluid configuration d (Figure 4.1d).

At the start of water invasion the length of contact of the water corner film with the solid in a corner $L^{dr}$ (shown in Figure 3.8 for fluid configuration d) is fixed as

$$L^{dr} = R^{\text{min}}_c \frac{\cos(\theta_{pd} + \gamma)}{\sin \gamma},$$

where $R^{\text{min}}_c$ is the minimum radius of curvature reached during primary drainage, which corresponds to AM1 position at maximum drainage capillary pressure $P^{\text{max}}_c$. The jump in contact angle values at position $L^{dr}$ results in pinning of AM1 with an associated hinging contact angle $\theta_h$ (see Figure 3.8). As the capillary pressure decreases, the hinging contact angle varies from $\theta_{pd}$ towards $\theta_a$ (fluid configuration e in Figure 4.1).
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(Ma et al. 1996). A second AM, called AM2, may exist during imbibition, delineating an oil layer as sketched in fluid configuration $g$ (Figure 4.1g), but only if, similar to Eq. (4.4),

$$\theta_a > \frac{\pi}{2} + \gamma.$$  \hspace{1cm} (4.11)

Hence, three main fluid configurations are possible during water invasion (see Figure 4.1e,f,g) and there are four possible displacements between them as indicated in Table 4.1 (A-Imb, B-Imb, C-Imb, D-Imb). The focus of this section is on the displacement of oil layers (C-Imb), for which two criteria exist, a geometrical (C-G-Imb) and a thermodynamical (C-T-Imb) criterion (van Dijke and Sorbie 2006). There are six other possible fluid configurations d,h,i,j,k,l (see Figure 4.1) and four corresponding displacements A1-Imb, B1-Imb, B2-Imb, D1-Imb (Table 4.1). These displacements (apart from D1-Imb) are beyond the scope of our study and criteria for these can be easily derived from the other displacements described here (see Table 4.1).

We calculate the capillary entry pressures below for the four typical displacements (A-Imb, B-Imb, C-Imb, D-Imb) during water invasion with non-uniform wettability. The equations for the corresponding entry radii are formulated for the $n$-cornered star, which is a relatively straightforward generalization from the 3-cornered star (van Dijke and Sorbie 2006).

### 4.3.2 Capillary Entry Pressures

Displacement $A$-Imb (e\(\rightarrow\)g) is a piston-like displacement, during which oil layers are formed. The $A$-Imb event is similar to piston-like displacement with water corner films formation ($A$-Dr) which happens during the primary drainage. Hence, the $A$-Imb entry radius can be derived from the $A$-Dr solution (4.7) as

$$R_{\text{entry}} = -F_{\text{entry}}^{A-Dr} \left(\pi - \theta_a, \gamma, n\right) = \frac{1}{2} \cos \theta_a L_{n,\gamma} + \sqrt{\cos^2 \theta_a L_{n,\gamma}^2 - 4nA_{\alpha}A_{n,\gamma}}$$  \hspace{1cm} (4.12)

where

$$A_{\alpha} = \frac{\pi}{2} - \theta_a + \gamma + \frac{\cos \theta_a \cos (\theta_a - \gamma)}{\sin \gamma}$$  \hspace{1cm} (4.13)
is the dimensionless film area in a single corner $\alpha$ corresponding to AM2 with a negative curvature (the radius of curvature is pointing into the water phase). Note that similar to Eq.(4.8) the physically correct entry radius solution (4.12) should be larger than the radius $R_{\text{entry}}^{\text{min}}$ associated with snap-off of bulk water by the oil layers (van Dijke and Sorbie 2006):

$$R_{\text{entry}} > R_{\text{entry}}^{\text{min}} = \frac{R_{\text{ns}} \sin\left(\frac{\pi}{n}\right)}{\cos(\theta - \gamma)}.$$  (4.14)

Displacement $B-Imb \ (e \rightarrow f)$ is a piston-like displacement that completely removes oil from the pore. From the MS-P theory we obtain the following system of two equations:

$$-A_{n,\gamma} + R_{\text{entry}} L_{n,\gamma} \cos \theta_a + R_{\text{entry}}^2 \left[ \frac{\pi}{2} - \theta_h - \gamma + \left( \cos \theta_h - 2 \cos \theta_a \right) \cos \theta_h \frac{\cos(\theta_h + \gamma)}{\sin \gamma} \right] = 0,$$  (4.15)

$$R_{\text{entry}} = L^{dr} \frac{\sin \gamma}{\cos(\theta_h + \gamma)},$$  (4.16)

which is solved iteratively for $R_{\text{entry}}$ and $\theta_h$ with initial guess $\theta_h^0 = \theta_{pd}$. The final solution can be represented as a function $R_{\text{entry}} = F_{\text{entry}}^{B-Imb}(L^{dr}, \theta_a, n)$. Note, that if $\theta_{pd}$ is close to $\theta_a$ then the resulted hinging angle solution may be such that $\theta_h \geq \theta_a$. In this case, once the hinging angle reached $\theta_a$, AM1 starts moving towards to the centre on the surface of altered wettability until the PL displacement $B1-Imb(h \rightarrow f)$ takes place (see Table 4.1 and Figure 4.4).

Displacement $C-Imb \ (g \rightarrow f)$ represents oil layer collapse (or displacement of oil layers from corners) and occurs according to the thermodynamical criterion $C-T-Imb(g \rightarrow f)$. Previously, a less accurate criterion for this displacement was used, the geometrical criterion $C-G-Imb(g \rightarrow f)$. These displacements correspond to the same change in fluid configurations, but occurring at different entry pressures.

The thermodynamical layer collapse criterion $C-T-Imb$ has been derived using MS-P theory in terms of an equation for $\theta_h$ (van Dijke and Sorbie 2006):
\[\pi - \theta_a - \theta_h + \cos \theta_a \frac{\cos (\theta_a - \gamma)}{\sin \gamma} + (\cos \theta_a - 2 \cos \theta_d) \frac{\cos (\theta_d + \gamma)}{\sin \gamma} = 0. \quad (4.17)\]

This equation is solved iteratively with initial guess \( \theta_h^0 = \theta_{pd} \), while the resulting \( \theta_h \) is inserted in Eq.(4.16) to estimate the corresponding radius of curvature \( R_{entry}^{C-T-Imb}(L_{dr}^{r}, \theta_d, \gamma, n) \).

The geometrical layer collapse criterion \( C-G-Imb \) is based on the configuration in which AM1 and AM2 touch (Oren et al. 1998, Hui and Blunt 2000a, Piri and Blunt 2004):
\[\cos \theta_h - 2 \sin \gamma - \cos \theta_a = 0. \quad (4.18)\]

Combining Eq.(4.18) with Eq.(4.16) yields the explicit expression for the entry radius:
\[R_{entry}^{C-G-Imb}(L_{dr}^{r}, \theta_d, \gamma, n) = \frac{L_{dr}^{r} \sin \gamma}{\cos \gamma (2 \sin \gamma + \cos \theta_d) - \sin \gamma \sqrt{\sin^2 \theta_a - 4 \sin^2 \gamma - 4 \sin \gamma \cos \theta_a}}. \quad (4.19)\]

The snap-off displacement \( D-Imb \) (\( e \rightarrow f \)) (snap-off of bulk oil by water corner films) only occurs in pores which have no adjacent bulk water filled pores. Expressions for snap-off entry pressures can be found in Hui and Blunt (2000a), Valvatne and Blunt (2004), Ma et al. (1996).

There is a special snap-off case \( D1-Imb \) (\( i \rightarrow f \)) (see in Table 4.1) for \( \theta_d < \pi/2 - \gamma \).

Once the hinging angle reached \( \theta_h \), AM1 starts moving towards to the centre and when the AM1s meet, they will become unstable and snap-off \( D1-Imb \) occurs. The corresponding entry radius is calculated by
\[R_{entry}^{D1-Imb}(\theta_a, \gamma, n) = \frac{R_{Imb} \sin \left(\frac{\pi}{n}\right)}{\cos (\theta_a + \gamma)}, \quad \theta_a < \pi/2 - \gamma \quad (4.20)\]

For \( \pi - \gamma > \theta_a \geq \pi/2 - \gamma \), once the hinging angle \( \theta_h \) reaches the advancing angle \( \theta_a \), the AM1 becomes unstable and snap-off event \( D-Imb(e \rightarrow f) \) occurs immediately. For \( \theta_a \geq \pi - \gamma \) the AM becomes unstable when the hinging angles reach \( \pi - \gamma \) according to the half-cylinder criterion (Ma et al. 1996). The entry radius of curvature for the \( D-Imb \) displacement is given by
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\[ R_{\text{entry}} = F_{\text{entry}}^{D-\text{imb}} \left( L^d, \theta_a, \gamma, n \right) = \begin{cases} \frac{L^d \sin \gamma}{\cos(\theta_a + \gamma)}, & \frac{\pi - \gamma}{2} \leq \theta_a < \pi - \gamma \\ -L^d \sin \gamma, & \theta_a \geq \pi - \gamma \end{cases} \]  (4.21)

4.3.3 Pore Body Filling

When pore bodies are explicitly included in the model pore body filling (PBF) events should be considered additionally. The capillary entry pressure during pore body filling depends on the number of connected oil-filled pore throats (Lenormand et al. 1983). Thus for the pore body with \( Z \) throats connected to it, there are \( Z-1 \) possible pore body entry events \( I_n \) \((n=1..Z-1)\). The \( I_n \) entry pressures have been described by a number of parametric models (Blunt 1997a, 1998, Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004). They are all ad hoc models and are not rigorous. Please see the literature review (Section 2.5.2) for further details. In this work, the corresponding entry pressure is calculated from the following expression (Blunt 1998):

\[ I_n : P_{\text{entry}}^n = \frac{2\sigma_{\text{ov}} \cos \theta_a}{R_{\text{ins}}} - \sigma_{\text{ov}} \sum_{i=1}^{n} a_i x_i, \ n = 1..Z - 1, \]  (4.22)

where \( n \) denotes the number of oil-filled pore throats connected to the pore body and \( x_i \) are random numbers between 0 and 1, \( a_i \) are arbitrary weighting coefficients specified beforehand. Valvatne (2004) noted that the selection of weighting coefficients \( a_i \) will affect what kind of displacement is more likely to occur. We define \( a_i \) according to Valvatne and Blunt (2004) as

\[ a_i = 0, \quad a_i = \frac{0.03}{\sqrt{K_{\text{abs}}}}, \quad i = 2..Z - 1, \]  (4.23)

where \( K_{\text{abs}} \) denotes absolute permeability in \( m^2 \). Valvatne and Blunt (2004) used absolute permeability because of its connection to the pore throat distribution and since the corresponding weighting coefficients were close to those previously used by Blunt (1998). If there is only one connected oil-filled pore throat, the displacement \( I_1 \) is similar to piston-like (Øren et al. 1998, Valvatne and Blunt 2004).

The \( I_n \) PBF event takes place only if the displacement is spontaneous, in other words, the corresponding piston-like entry pressure should be positive (Øren et al. 1998, Valvatne and Blunt 2004). On the contrary, if the entry pressure for piston-like is
negative (i.e. the displacement is forced), then the PBF event does not depend on the number of connected oil-filled pore throats and will be the same as the piston-like displacement (Øren et al. 1998, Valvatne and Blunt 2004).

### 4.3.4 Water Invasion Scenarios

All possible displacement scenarios during water invasion are presented in the flowchart shown in Figure 4.4. Since we are mainly interested in four displacements \(A-\text{Imb}, B-\text{Imb}, C-T/G-\text{Imb}, D-\text{Imb}\), we consider the corresponding scenarios in much more detail.

From now on, we omit “-Imb” when we refer to these displacements. Starting from configuration \(e\), formed after primary drainage and ageing, during water invasion the following three displacement scenarios can happen in a single pore:

1. \(B (e \rightarrow f)\)
2. \(A (e \rightarrow g)\) followed by \(C (g \rightarrow f)\), for which different sub-scenarios are available when different collapse criteria are used (\(C-T\) or \(C-G\)), as described below
3. \(D (e \rightarrow f)\)

Scenarios 1 and 2 are illustrated in Figure 4.5, for a realistic set of parameters with \(n=3\), \(\gamma=\pi/6\), \(\theta_{pd}=0\) and the minimum radius of curvature reached during primary drainage \(R^\text{dr}_{\text{min}}\) (see Eq.(4.10)) ten times lower than the drainage entry radius \(R^\text{dr}_{\text{entry}}\). Additional displacement example scenario calculations can be found in the paper by van Dijke and Sorbie (2006).
Figure 4.4 Flowchart of possible displacement scenarios during water invasion for the $n$-cornered star. Note, that for each displacement the defending phase should be connected to the outlet.
Below, we describe the sub-scenarios for scenario 2. The capillary pressure has been made dimensionless by division by $\sigma_{ow}/R_{int}$.

**Therm** and **Geom** sub-scenarios (**Figure 4.5a,c**): We calculate entry pressures for the $A$, $C-T$ and $C-G$ displacements. If $P_{entry}^{A} > P_{entry}^{C-T/G}$ then displacements $A$ and $C-T$ and $C-G$ both occur in this order (path 2), otherwise displacement $B$ takes place and $P_{entry}^{B}$ is calculated (path 1). The **Geom** sub-scenario has been described by Helland and Skjaeveland (2004). A description of the **Therm** sub-scenario can be found in van Dijke and Sorbie (2006).

**Figure 4.5** Dimensionless capillary entry pressures $P_e$ versus advancing contact angle $\theta_a$ for the various displacements in an equilateral triangle, including layers formation and collapse scenarios: (a) **Therm**, (b) **Geom2**, (c) **Geom**. Shaded regions indicate curvatures for which layers exist. Vertical dashed grey lines indicate water invasion scenarios, i.e. decreasing $P_e$, for different advancing contact angles, as described in the text.
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Geom2 sub-scenario (Figure 4.5b): We calculate entry pressures for displacements A, C-G and B. If $P_{entry}^A > P_{entry}^{C-G}$ and $P_{entry}^A > P_{entry}^B$, then, like in the previous cases, A and C-G occur one after another (path 2), otherwise displacement B takes place (path 1). The Geom2 sub-scenario has been described by Piri and Blunt (2004).

It may be clear from Figure 4.5 that the range of contact angles for which layers can exist is strongly reduced in sub-scenarios Geom2 and Therm, and that the range of $P_c$ values for which layers exist according to Therm is much smaller compared to the ranges for Geom and Geom2 (van Dijke and Sorbie 2006).

4.4 Secondary Drainage

After water invasion secondary oil drainage can be simulated. At the start of secondary drainage the apex distance $L_{imb}$ for the AM2 position (such as $L'$ in Figure 3.8) is fixed as

$$L_{imb} = \frac{\sigma_{ow} \cos(\theta_a - \gamma)}{P_{cmin} \sin \gamma}, \quad (4.24)$$

where $P_{cmin}$ is the minimum capillary pressure reached during water invasion. This results in pinning of AM2 at position $L_{imb}$ with the associated hinging contact angle. As the capillary pressure increases, the hinging contact angle decreases from $\theta_a$ towards the receding contact angle $\theta_r$. A third AM, called AM3 may exist during secondary drainage, forming a water layer, sandwiched between the bulk oil in the centre and oil layers in the corners (see Figure 4.1p), but this is possible only if:

$$\theta_r < \frac{\pi}{2} - \gamma. \quad (4.25)$$

Additionally, 7 new fluid configurations may exist during secondary drainage (see Figure 4.1m,n,o,p,q,r,s). There are 16 possible displacements which could happen during this flood, as indicated in Table 4.2, in particular, an oil layer reformation $C1-Dr2$ (f$\rightarrow$g), a water layer formation $A-Dr2$ (g$\rightarrow$p) and a water layer collapse $C-Dr2$ (p$\rightarrow$d). The MS-P based entry radius solutions for secondary drainage displacements in equilateral triangles have been presented by Helland and Skja eveeland (2004, 2006a) and can be generalized to n-cornered star shapes. However, we do not describe them in detail here, since they can be derived from the previously described drainage and water
invasion displacement criteria (see Table 4.2). All possible displacement scenarios, which may happen during the secondary drainage, are shown in the flowcharts in Figure 4.6 (part 1, $\theta_{pd} \geq \pi / 2 - \gamma$) and Figure 4.7 (part 2, $\theta_{pd} < \pi / 2 - \gamma$).

4.5 Summary and Conclusions

In this chapter we have considered all possible fluid configurations and displacements that can occur during primary drainage, water invasion (after ageing) and secondary drainage. We presented corresponding entry pressure solutions for Star and CTS shapes. In particular, the existing solutions for the regular n-sided polygons and three-cornered stars have been generalized to n-cornered star shapes.

The main focus of this chapter was stability of oil layers that can exist in the corners of pores with non-uniform wettability caused by ageing. Recently, van Dijke and Sorbie (2006) derived a thermodynamically based criterion (Therm) for the existence of oil layers. This Therm criterion is consistent with the MS-P capillary entry pressures for water invasion displacements and it is more restrictive than the previously used geometrically based formation and collapse criterion (Geom). The Geom criterion was later adjusted as Geom2 to make it more consistent with other water invasion entry pressures. Geom2 is less restrictive than Therm but more restrictive than Geom.

In Chapters 6 and 7 all oil layers existence criteria (Them, Geom, Geom2) will be implemented in a two-phase network model. In Chapter 6 we will analyse the effect of the oil layers existence criterion on residual or remaining oil saturation and relative permeabilities for various wettability conditions (from water-wet to oil-wet). In Chapter 7 we will show the importance of the physically correct Therm criterion for prediction of oil-wet and mixed-wet experiments.
Table 4.2 Displacements which may occur during secondary oil drainage. See Sections 4.4 for details.

<table>
<thead>
<tr>
<th>Displacement</th>
<th>Configuration before</th>
<th>Configuration after</th>
<th>Description</th>
<th>( \theta_{pd} )</th>
<th>( \theta_a )</th>
<th>( \theta_r )</th>
<th>( \theta_h )</th>
<th>( \mathcal{L} )</th>
<th>Entry curvature</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-Dr2 g p</td>
<td>piston-like with water sandwiched layers formation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{A-Dr entry}} (\theta, \gamma, n) ), explicit</td>
</tr>
<tr>
<td>A1-Dr2 f e</td>
<td>piston-like with pinned water corner films formation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>A2-Dr2 f h</td>
<td>piston-like with water corner films formation (AM3 moving with ( \theta_r ))</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{A-Dr entry}} (\theta, \gamma, n) ), explicit</td>
</tr>
<tr>
<td>A3-Dr2 a c</td>
<td>piston-like with water corner films formation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{A-Dr entry}} (\theta_{pd}, \gamma, n) ), explicit</td>
</tr>
<tr>
<td>B-Dr2 g e</td>
<td>piston-like with sandwiched oil layers before (AM2 pinned)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{B-Imb entry}} (L^{\text{imb}}, \pi - \theta, \gamma, n) ), iterative</td>
</tr>
<tr>
<td>B1-Dr2 q e</td>
<td>piston-like with oil sandwiched layers before (AM2 moving with ( \theta_r ))</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{A-Dr entry}} (\pi - \theta, \gamma, n) ), explicit</td>
</tr>
<tr>
<td>B2-Dr2 k j</td>
<td>piston-like with oil pinned corner films before (AM2 pinned)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{B-Imb entry}} (L^{\text{imb}}, \pi - \theta, \gamma, n) ), iterative</td>
</tr>
<tr>
<td>B3-Dr2 n j</td>
<td>piston-like with oil corner films before, moving with ( \theta_r ) (AM2 moving with ( \theta_r ))</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{A-Dr entry}} (\pi - \theta, \gamma, n) ), explicit</td>
</tr>
<tr>
<td>B4-Dr2 l j</td>
<td>piston-like without oil corner films</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{B-Dr entry}} (\theta, \gamma, n) ), explicit</td>
</tr>
<tr>
<td>B5-Dr2 a b</td>
<td>piston-like without water corner films formation</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>( F_{\text{B-Dr entry}} (\theta_{pd}, \gamma, n) ), explicit</td>
</tr>
</tbody>
</table>
Table 4.2 Displacements which may occur during secondary oil drainage. See Sections 4.4 for details.

<table>
<thead>
<tr>
<th>Displacement</th>
<th>Configuration before</th>
<th>Configuration after</th>
<th>Description</th>
<th>$\theta_{pd}$</th>
<th>$\theta_a$</th>
<th>$\theta_r$</th>
<th>$\theta_h$</th>
<th>$L$</th>
<th>Entry curvature</th>
</tr>
</thead>
<tbody>
<tr>
<td>C-T/G-Dr2</td>
<td>p d</td>
<td>sandwiched water layers collapse (thermodynamical/ geometrical criteria)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$L = L_{dr} / L = L_{imb}$</td>
<td>iterative</td>
</tr>
<tr>
<td>C1-T/G-Dr2</td>
<td>f g</td>
<td>oil layers reformation (AM1 pinned, AM2 moving with $\theta$)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$L = L_{imb}$, $\pi - \theta_r, \gamma, n$,</td>
<td>iterative</td>
</tr>
<tr>
<td>D-Dr2</td>
<td>s d</td>
<td>snap-off (forced) with oil sandwiched layers before (AM2 hinging until $\theta_r$)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$L_{imb}$, $\pi - \theta_r, \gamma, n$,</td>
<td>explicit</td>
</tr>
<tr>
<td>D1-Dr2</td>
<td>r l</td>
<td>snap-off (spontaneous) with oil sandwiched layers before (AM1 pinned, AM2 moving with $\theta$)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$L_{imb}$, $\pi - \theta_r, \gamma, n$,</td>
<td>explicit</td>
</tr>
<tr>
<td>D2-Dr2</td>
<td>m d</td>
<td>snap-off (forced) with oil corner films before (AM2 hinging until $\theta_r$)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$L_{imb}$, $\pi - \theta_r, \gamma, n$,</td>
<td>explicit</td>
</tr>
<tr>
<td>D3-Dr2</td>
<td>o l</td>
<td>snap-off (spontaneous) with oil corner films before (AM2 moving with $\theta$)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>$L_{imb}$, $\pi - \theta_r, \gamma, n$,</td>
<td>explicit</td>
</tr>
</tbody>
</table>
Figure 4.6 Flowchart of possible displacement scenarios during secondary drainage (part 1) for the $n$-cornered star. Note, that for each displacement the defending phase should be connected to the outlet by means of continuous defending cluster.
Figure 4.7 Flowchart of possible displacement scenarios during secondary drainage (part 2) for the n-cornered star. Note, that for each displacement the defending phase should be connected to the outlet by means of continuous defending cluster.
CHAPTER 5 - ACCURACY OF PORE SHAPES CHARACTERIZATION

5.1 Introduction

Previously, we have considered two pore shape approximations: the most commonly used Circle, Triangle, Square (CTS; Section 3.4.1) and the newly introduced Star (Section 3.4.2). To test the accuracy of the pore shape characterizations (Star and CTS), we will consider 70 real pore cross-sections extracted from high-resolution 2D images of a Bentheimer rock sample and for each real pore derive shape representations using both approximations. Then, the approximation error of various resulting pore flow parameters (as described in Chapters 3 and 4) will be calculated for each pore. Finally, a capillary bundle model will be constructed from the 70 pores and the predictive capabilities of the characterizations will be investigated in terms of its relative permeabilities and capillary pressure.

5.2 Single Phase Conductance

The expressions (correlations) for single phase conductance have been presented for the CTS approximation in Section 3.4.1 and for the Star approximation in Section 3.4.2.

![Figure 5.1 Mesh (a) and corresponding “reduced” velocity field (b) calculated by FEM (MATLAB PDE toolbox) for one of the real shapes](image)

Similar to numerical calculations for the Star conductance (Section 3.4.2), we solve the elliptic Poisson equation for the “reduced” velocity for single-phase flow in a given arbitrary cross-section Eq. (3.11). Again, we apply no-slip boundary conditions and use
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FEM (MATLAB PDE toolbox) (Figure 5.1). Then, the real pore conductance is calculated by averaging the “reduced” velocity over the pore cross-section and multiplying by the cross-sectional area (Eq. (3.12)).

5.3 Capillary Entry Pressure

The most important parameter in multi-phase flow network simulation is the capillary entry pressure. Here, we focus on the two-phase capillary entry pressure in straight uniformly wetted tubes, such as the oil-water entry pressure during primary oil drainage.

\[
R \equiv F(R) = \frac{A_o(R)}{L_{os}(R) \cos \theta + L_{ow}(R)}, \tag{5.1}
\]

which is valid for oil invasion into a completely water filled capillary. In Eq.(5.1), \(A_o\) denotes the cross-sectional area invaded by oil, while \(L_{os}\) and \(L_{ow}\) denote the cross-sectional lengths of the oil-solid boundary and the oil-water arc menisci (AMs), respectively (shown for a triangular pore in Figure 5.2). The relevant solution for \(R\) of

![Figure 5.2](image1)

**Figure 5.2** Fluid configuration with oil in the centre and water in the corners after piston-like displacement of water by oil. \(A_o\) is the cross-sectional area invaded by oil, \(L_{os}\) and \(L_{ow}\) are the cross-sectional lengths of the oil-solid boundary and the oil-water arc menisci respectively.

![Figure 5.3](image2)

**Figure 5.3** Entry pressure configurations in a Bentheimer sandstone pore plotted for different contact angles (Helland et al. 2008)

5.3.1 Capillary Entry Pressure for Arbitrary Shapes

To calculate the capillary entry pressure for piston-like displacement in arbitrary pore shapes, a new semi-analytical approach has been applied (Helland et al. 2008, Frette and Helland 2010, Helland and Frette 2010). This approach is based on the MS-P energy balance equation (Mayer and Stowe 1965, Princen 1969a, b, 1970) written as
equation (5.1) is indeed the entry radius $R_{\text{entry}}$. The entry radius $R_{\text{entry}}$ is related to the capillary entry pressure through Eq. (4.1).

The novel algorithm (Helland et al. 2008, Frette and Helland 2010, Helland and Frette 2010) requires a two-dimensional binary image representation of the pore cross-section as input. The individual pores used in this work have been extracted by Helland et al. (2008) from high-resolution images of Bentheimer rock samples taken by SEM (scanning electron microscopy) (Hildebrand-Habel et al. 2007). According to this algorithm, the pore boundary is identified and smoothed by the least-squares method. It allows calculating the entry pressure for arbitrary non-zero contact angles. A similar algorithm was previously developed by Lindquist (2006), but this required a polygonized boundary, and only results for zero contact angle were presented.

The algorithm (Helland et al. 2008, Helland and Frette 2010) is an iterative scheme to estimate $R_{\text{entry}}$. The first guess for $R_{\text{entry}}$ may be the inscribed radius $R_{\text{ins}}$. During each iteration, with number $\text{iter}$, a circle with radius $R_{\text{iter}}$ is moved along the pore boundary in both counter-clockwise and clockwise directions, such that their circular arcs intersect with the pore wall under the given contact angle $\theta$ at every boundary point. The trajectories of the circle centres define two “drainage curves” (Lindquist 2006). The set of points where the two “drainage curves” intersect, are identified as the locations of the centres of the AMs in the pore corners (see Figure 3.8) with radii $R_{\text{iter}}$.

Using $R_{\text{iter}}$ the lengths $L_{\text{ow}}$, $L_{\text{in}}$ and area $A_{\text{a}}$ are determined, similar to those for an angular pore, shown in Figure 5.2. Then the MS-P function Eq.(5.1) is used to estimate the radius for the next iteration $R_{\text{iter+1}}$:

$$R_{\text{iter+1}} = F(R_{\text{iter}}) \quad (5.2)$$

The iterative scheme continues until convergence, which is usually obtained in less than 10 iterations. Figure 5.3 shows an example of entry configurations (cross-sections of fluid configurations with AM radii that satisfy the capillary entry pressure) obtained by our algorithm for different contact angles in one of the Bentheimer pore cross-sections (Helland et al. 2008). A more detailed algorithm description can be found in (Helland et al. 2008, Frette and Helland 2010, Helland and Frette 2010).
5.3.2 Capillary Entry Pressures for CTS Shapes

For the circular cross-section the entry pressure is given by the Young-Laplace equation as shown in Section 4.1 (Eq. (4.3)).

The entry pressure for the arbitrary triangle is given by (Øren et al. 1998, Patzek 2001, Valvatne and Blunt 2004)

\[ R_{\text{entry}} = \frac{R_{\text{ins}}}{2\cos\theta_{pd} \left(1 + 2\sqrt{\gamma G}\right)} \left(\frac{1}{F_d(\theta_{pd}, G)}\right) \]  \hspace{1cm} (5.3)

where \( F_d \) denotes the dimensionless correction factor for wetting fluid that might be retained in the corners as wetting films. For the strongly water-wet case \( \theta_{pd}=0^\circ \) \( F_d \) is equal to 1. In the absence of corner wetting films (for sufficiently large contact angles) Eq.(5.3) will simplify to Eq. (4.3).

The square is the limiting case of the 4-cornered star when \( \gamma = \pi/4 \), hence its entry pressure follows from the generalized MS-P entry pressure formula for the regular \( n \)-cornered star in the next section.

5.3.3 Capillary Entry Pressure for \( n \)-cornered Star Shapes

For the regular \( n \)-cornered stars the entry pressure can be derived from MS-P theory in terms of the entry radius of curvature \( R_{\text{entry}} \), as a function of \( (n, \gamma) \), as shown in Section

\[ \hspace{1cm} \]

![Figure 5.4](image)

**Figure 5.4** Dimensionless entry curvature versus shape factor for \( n \)-cornered stars and arbitrary triangles with (a) 0° and (b) 40° contact angle
Figure 5.4 shows the dimensionless entry curvature ($R_{ins}/R_{entry}$) as a function of the shape factor for n-cornered stars and arbitrary triangles with 0° (Figure 5.4a) and 40° (Figure 5.4b) contact angles. For the same shape factor, the difference between the n-cornered star and arbitrary triangle increases with the number of corners $n$. Moreover, for the same number of corners, this difference increases as the shape factor decreases.

Figure 5.5 Shape factor $G$ against dimensionless hydraulic radius $H$ for 70 real shapes extracted from a 2D Bentheimer SEM image. At least the 70% of shapes that have $H<0.5$ are non-convex.

5.4 Results and Discussion

A set of 70 pore cross-sections was extracted from the 2D SEM image of Bentheimer sandstone. From Figure 5.5 it can be clearly seen that 70% of real pores have dimensionless hydraulic radii $H$ less than 0.5 and at least these pores are non-convex. For these real shapes the entry radii $R_{entry}$ (for 0° and 40° contact angles) were calculated using the newly developed numerical method described above (Helland et al. 2008, Helland and Frette 2010). Single-phase hydraulic conductances $g$ were calculated using the FEM method in the MATLAB PDE toolbox. The real shapes were approximated using both the CTS and the Star approaches, based on the shape factor $G=A/P^2$ and dimensionless hydraulic radius $H=(A/P)/R_{ins}$ as explained in Section 3.4. Entry pressures (for both 0° and 40° contact angles) and conductances for these approximations were calculated as described above.
5.4.1 Single Pore Approximations

Figure 5.6 and Figure 5.7 show two real shapes and the corresponding shape approximations by both CTS and Star, as well as the relative errors that the respective approximations introduce for the parameters area, perimeter, hydraulic radius $R_h$, conductance, entry radius $R_{entry}$ (for 0° and 40° contact angles). For these examples, the predictions made by the $n$-cornered star are much more accurate than those by CTS (arbitrary triangle), especially for area and conductance. Note that these 2D cross-sectional shapes (Figure 5.6 and Figure 5.7) could be the cross-sections of multiple pores since they may not have been taken perpendicular to medial axis.

![Figure 5.6](image)

Figure 5.6 (a) Errors of real pore shape parameter prediction by CTS and Star approximations; (b) real shape with CTS and Star shape boundaries; (c) phase occupancy after drainage for the Star shape approximation (0° contact angle); (d) phase occupancy for real shape (0° contact angle)

5.4.2 Set of Pores Approximations

The comparison between predicted and real shape parameters for the entire set of pores (entry radii for 0° and 40° degrees, hydraulic radius, conductance) is shown in Figure 5.8. From Figure 5.8(a,b) it can clearly be seen that the accuracy of the entry radius
prediction for both approaches is approximately the same and reasonably good. However, CTS tends to overestimate, while Star tends to underestimate the radii. Since Star approximates the area and perimeter with much more accuracy than CTS, the n-cornered star hydraulic radius shows better agreement with real shape data (Figure 5.8c). In addition, because the n-cornered star has a much more accurate shape boundary representation, the single phase conductance estimation is also much better (Figure 5.8d).

Observe that the larger errors in all approximations occur for the larger pores. The reason is that the shapes of larger pores are much more irregular, and often more non-convex, than those of the smaller pores. This, in turn, stems from the poorer X-Ray CT resolution of the smaller pores, which could not resolve all irregular features. In the latter case, the estimated dimensionless hydraulic radius $H$ could be greater than 0.5 and hence the pore shape would be approximated by a convex arbitrary triangle or n-cornered regular polygon rather than by a non-convex n-cornered star.
In the following, we investigate the relationship between the entry radius $R_{\text{entry}}$ and the hydraulic radius $R_h$ or the dimensionless hydraulic radius $H = R_h/R_{\text{ins}}$. Lindquist (2006) showed that for regular n-sided polygons $R_h$ is a good predictor of $R_{\text{entry}}$ for contact angles less than 10° and the ratio $R_h/R_{\text{entry}}$ lies between 0.88 and 1.0. Lindquist also showed results of entry radius calculations for 21,500 polygonal real pore shapes deducted from CT images and he demonstrated that $R_h$ is also a good approximation of the entry radii of real shapes for 0° contact angle (average value for ratio $R_h/R_{\text{entry}}$ was 0.96±0.03). He also commented on the fact that his shapes were not very non-convex, in other words, the corresponding $H$ values were generally not much smaller than 0.5.
Obviously, for non-zero contact angles the $R_\theta$ should be compared against the entry radius corrected for the contact angle $\theta$, i.e. $R_{\text{entry}} \cos \theta$.

**Figure 5.9** (a),(b)– Dimensionless entry radius $R_{\text{entry}} \cos (\theta)/R_{\text{ins}}$ versus dimensionless real shape hydraulic radius $H= Rh/R_{\text{ins}}$ correspondingly for $0^\circ$ and $40^\circ$ contact angles.

**Figure 5.9** shows a comparison of the dimensionless (contact angle corrected) entry radii $R_{\text{entry}} \cos (\theta)/R_{\text{ins}}$ versus dimensionless hydraulic radii $H= Rh/R_{\text{ins}}$ of the real shapes. The real shape entry radii deviate significantly from the hydraulic radii, in particular for small values of $H$, i.e. for very non-convex shapes. We have $H < 0.5$ in 70% of our 70 pore shapes. For the $40^\circ$ degree contact angle (**Figure 5.9b**) the deviations tend to be slightly smaller than for the $0^\circ$ degree angle (**Figure 5.9a**). Observe also that the n-cornered star entry radii quite closely follow the real shape entry radii, but that the CTS approximation is poor for the very non-convex shapes with $H<0.5$, which indeed arise for the larger pores, as observed above.

### 5.4.3 Capillary Bundle Simulations

To test the predictive capabilities of the approximated shapes by CTS and Star we have constructed a capillary bundle model from the 70 Bentheimer pores assuming each individual pore has a constant and uniform cross-section along its axis. However, it is quite clear, that the true 3D shape of the single pore is much more complex than just a cylinder and could have a varying cross-section along its axis. We simulated primary drainage capillary pressure and relative permeabilities for the two contact angle values $0^\circ$ and $40^\circ$. Two types of calculation have been done, i.e. with and without taking into
account corner wetting films for both volume and conductance calculations. The latter had to be assumed because for the real shapes accurate film areas were not available.

Figure 5.10a,b show that Star provides a very good approximation of the real shape capillary pressure curve, while CTS gives a significant underprediction. Given that both entry radii approximations were reasonable good (Figure 5.8a,b), the underprediction probably follows from poor prediction of the areas, hence the saturations, for the CTS approach. On the other hand, Figure 5.10c,d show very good approximations of the relative permeability curves using both shape representations, despite the poor conductance approximation using CTS (Figure 5.8d). Note, that the corner wetting films have a significant effect on both capillary pressure and relative permeability curves and cannot be ignored, especially for small contact angles.
5.5 Summary and Conclusions

Comparison between predicted and real shape parameters has shown that:

- In general, the predictions made by the Star pore model are more accurate than those by CTS, especially for pore area and conductance
- Larger errors occurred in all approximations for the larger pores, as these had more irregular and non-convex shapes.

Comparison of the dimensionless (contact angle corrected) entry radii versus dimensionless hydraulic radii of the real shapes has shown that:

- The real shape entry radii deviate significantly from the hydraulic radii for very non-convex shapes
- The Star entry radii follow the real shape entry radii quite closely, but the CTS approximation is poor for the very non-convex shapes.

Using the real shapes as well as their approximations in a capillary bundle model has shown that:

- The n-cornered star provides a very good approximation of the real shape capillary pressure curve, while CTS gives a significant underprediction, which follows from poor prediction of the areas.
- Very good approximations of the relative permeability curves were obtained using both approximations despite the poor conductance approximation by CTS.
- Corner wetting films have a significant effect on both capillary pressure and relative permeability curves, especially for small contact angles.

In the following chapters we will show results using our two-phase pore network model with the two shape characterizations: CTS and Star. In Chapter 6 the effect of pore shape characterization on residual oil saturation and water invasion relative permeabilities will be investigated. In Chapter 7, to compare the predictive capabilities of CTS and Star in a pore-scale network model, we will predict experimental relative permeabilities for a water-wet Berea sandstone using both approximations.
CHAPTER 6 - SENSITIVITY STUDIES

6.1 Introduction

In this chapter we perform a wide range of network model sensitivity calculations of water invasion residual oil saturation $S_{or}$ to various fractionally-wet wettability conditions and we also analyze the effect of pore shape characterization on $S_{or}$. For simulations on two Berea networks with different wettability conditions we compare $S_{or}$ following the Therm oil layer existence scenario with those following the two other scenarios. Sensitivity results of remaining oil saturation and statistics of pore-scale displacements are analysed with respect to varying end-point capillary pressure. Additionally, we examine the sensitivity of relative permeability to average advancing contact angle and to fraction of oil-wet pores. We also investigate the effect of oil layer existence scenarios and pore shape characterization on the relative permeability curves.

Figure 6.1 (a) Pore space reconstructed by process-based approach for a Berea sandstone sample; (b) network extracted from the process-based reconstructed Berea sandstone sample (BereaPB) (Oren and Bakke 2003).

Figure 6.2 (a) 3D CT image of a Berea sandstone sample (Dong and Blunt 2009b); (b) network extracted from the 3D CT image of the Berea sandstone sample (BereaCT) (Jiang et al. 2007).
6.2 Berea Networks

Two networks have been used for the network modeling sensitivity calculations and for predicting experimental data (Chapter 7): Model *BereaPB*, was extracted from a process based reconstruction of Berea sandstone (Øren and Bakke 2003), and Model *BereaCT*, was extracted, using the enhanced extraction technique of Jiang et al. (2007), from a Berea sandstone CT-image, which was imaged at Imperial College by a phoenix v|tome|x micro-CT system (Dong and Blunt 2009b). The pore space images and the corresponding extracted networks are shown in *Figure 6.1* and *Figure 6.2*. The main parameters of the networks are given in *Table 6.1*. Notice that the two networks have quite different coordination numbers, which may be due to different methods of obtaining the digital pore space and different extraction techniques. Porosity and absolute permeability have been calculated based on the procedures described in Section 3.7.

<table>
<thead>
<tr>
<th></th>
<th><em>BereaPB</em></th>
<th><em>BereaCT</em></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Shape characterization</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Circle (%)</td>
<td>1.2</td>
<td>0.4</td>
</tr>
<tr>
<td>Arb. Triangle (%)</td>
<td>92.3</td>
<td>22.8</td>
</tr>
<tr>
<td>Square (%)</td>
<td>6.5</td>
<td>0.5</td>
</tr>
<tr>
<td>n-Star (%)</td>
<td>0.0</td>
<td>76.3</td>
</tr>
<tr>
<td>Number of Voxels</td>
<td>300³</td>
<td>400³</td>
</tr>
<tr>
<td>Resolution, µm</td>
<td>10</td>
<td>5.345</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>12349</td>
<td>7776</td>
</tr>
<tr>
<td>Number of bonds</td>
<td>26146</td>
<td>14475</td>
</tr>
<tr>
<td>Coordination number</td>
<td>4.195</td>
<td>3.69</td>
</tr>
<tr>
<td><strong>Permeability, mD</strong></td>
<td>2668.33</td>
<td>1595.18</td>
</tr>
<tr>
<td><strong>Net Porosity, %</strong></td>
<td>18.30</td>
<td>18.98</td>
</tr>
<tr>
<td><strong>Clay Porosity, %</strong></td>
<td>5.7</td>
<td>0.0</td>
</tr>
<tr>
<td><strong>Size, x/y/z (mm)</strong></td>
<td>3.00</td>
<td>2.14</td>
</tr>
<tr>
<td><strong>Volume (mm³)</strong></td>
<td>27.00</td>
<td>9.77</td>
</tr>
</tbody>
</table>

The total porosity $\phi_{tot}$ is the sum of net porosity $\phi_{net}$ and clay porosity $\phi_{cl}$, which is effectively pore volume occupied by water that cannot be displaced. Note that unlike *BereaCT*, *BereaPB* has a clay bound porosity of $\phi_{cl}=5.7\%$. The clay volume for *BereaPB* has been distributed during the process-based reconstruction approach, whereas *BereaCT* was extracted from a micro CT-image which did not have any clay.
amount information. However, to get a realistic connate water saturation \( S_{wc}^{targ} \) we can introduce the clay bound porosity \( \varphi_{cl} \) for BereaCT by adding extra pore volume (as a fraction \( \alpha_{cl} \) of its original pore volume) to the network and distribute it among the pore elements:

\[
\alpha_{cl} = \frac{\varphi_{cl}}{\varphi_{net}}, \quad \varphi_{cl} = \frac{S_{wc}^{targ} - S_{wc}^{int}}{1 - S_{wc}^{targ}} \varphi_{net}
\]

where \( \varphi_{net} \) is the net porosity, \( S_{wc}^{int} \) is the intrinsic connate water saturation in a network with zero clay porosity, which consists of trapped bulk water and water films.

For BereaPB pore shapes are represented by circles, (arbitrary) triangles and squares (CTS), while for BereaCT both the CTS and the Star approaches (Chapter 4) have been used. For Star, shapes are additionally represented by \( n \)-cornered regular stars, as explained in Section 3.4.2. As indicated by Piri and Blunt (2005a), for CTS most shapes are arbitrary triangles for both networks. For Star (only BereaCT) most shapes are \( n \)-cornered stars (76.3%), which are all non-convex, although a significant fraction of pores (22.8%) are still represented by arbitrary triangles.

### 6.3 Without Pore Bodies

For simplicity, in this section we first apply network modelling using only the without PB (without pore bodies) option (see definition in Section 3.1). The other option, with pore bodies (with PB), will be used in Section 6.4. Here CTS is applied for BereaPB and Star for BereaCT. For both networks zero clay porosity is specified and only intrinsic connate water \( S_{wc}^{int} \) is achieved during primary drainage, which is 0.0056 for BereaCT and 0.0025 for BereaPB.

To analyze the effect of layer displacements (\( A \)-formation and \( C \)-collapse) and the difference between the corresponding scenarios (Therm, Geom and Geom2) on residual oil saturation, we consider a series of different wettability distributions after ageing. During drainage the network is assumed to be water-wet with drainage contact angle \( \theta_{pd} \) uniformly distributed between 0° and 60°. The contact angles of the oil-contacted parts of the oil-filled bonds are taken according to a uniform oil-wet distribution (UOW) with nine ranges of advancing contact angles.
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\[ \theta_a \in \left[ \theta'_a - 5^\circ, \theta'_a + 5^\circ \right], \quad \theta_a = 95^\circ + 10^\circ \ (i - 1), \quad i = 1..9. \]  \hfill (6.2)

We characterize each case by the average contact angle \( \theta_a \). The first case corresponds to UOW with \( 90^\circ < \theta_a < 100^\circ \) and \( \theta_a = 95^\circ \), and so on.

6.3.1 Residual Oil Saturation

The residual oil saturation \( S_{or} \) is the minimum achievable oil saturation (or true residual oil saturation) during the network water flood (water invasion) and corresponds to the lowest achievable capillary pressure \( P_{c,min}^{imb} \) (Figure 6.3). At that capillary pressure all oil clusters are trapped, i.e. no further oil displacement is possible under capillary dominated flow conditions. Consequently, at that capillary pressure (or at \( S_{or} \)) the total oil flow through the network will be zero. The corresponding water relative permeability value is known as end-point relative permeability.
For the nine wettability cases (see Eq.(6.2)), we have simulated primary drainage, ageing and water invasion (see example in Figure 6.3 for the case with $\theta_a^i=125^\circ$). For each case we calculated the residual oil saturation $S_{or}$ after water invasion for the three different oil layers existence scenarios. For BereaPB (Figure 6.1b), the residuals have been plotted as a function of increasing average contact angle $\theta_a^i$ in Figure 6.4a. In the next subsection we consider residuals at prescribed end-point capillary pressures, which we define as remaining oil saturations.

Figure 6.4 (a) $S_{or}$ versus average contact angle $\theta_a^i$ for the three oil layer existence scenarios (Therm, Geom2, Geom) for BereaPB without PB; fraction of the number of layer formation (A), piston-like (B) and layer collapse (C) events according to (b) Therm, (c) Geom2 and (d) Geom scenarios for BereaPB.
We find that $S_{or}$ strongly decreases with increasing $\theta_a^i$ (increasing degree of oil wettability) for all scenarios ($\text{Therm}$, $\text{Geom}_2$, $\text{Geom}$). Although the respective curves are quite different, they start with the same $S_{or}$ value at $\theta_a^i = 105^\circ$ due to absence of any oil layers for all scenarios. The decrease in $S_{or}$ can be explained from the fraction of the various displacements during water invasion, as presented in Figure 6.4b, c and d for the three scenarios. For example, for the thermodynamic scenario $\text{Therm}$ (Figure 6.4b) more bulk water displacements with layer formations ($A$) occur for the more strongly oil-wet cases (large $\theta_a^i$), fewer bulk displacements without layer formations ($B$) and more layer collapse displacements ($C$), in agreement with the oil layer existence.
scenario presented in Figure 4.5a. The layer formation events (A) maintain oil phase continuity, while events B and C reduce continuity and hence oil production. For more strongly oil-wet cases, the range of capillary pressures between layer formation and layer collapse is larger than for more weakly oil-wet cases, which allows better oil displacement through these thick layers.

According to Figure 4.5c the Geom scenario is least restrictive in terms of layer formations compared to the other scenarios (Figure 6.4b,c,d). On the other hand, the Therm and Geom2 scenarios have approximately the same fraction of layer formation occurrence. The Geom and Geom2 scenarios have the same layer collapse entry pressures, which are less restrictive than the thermodynamical scenario, Therm. As a result, the Geom scenario allows a larger range of layer existence, yielding the lowest oil residuals. The Therm residuals are higher than those of Geom2 due to a more restrictive collapse criterion. For the more strongly oil-wet cases, the residuals for the Geom and Geom2, are almost the same, i.e. zero, despite differences in the fractions of the different displacements.

For the second network BereaCT (Figure 6.2b), residuals are generally higher, as shown in Figure 6.5a, due to the lower coordination number. For more strongly oil-wet pores (large $\theta_i$), the Geom and Geom2 scenarios still produce very small (near zero) residuals, unlike the Therm scenario. For Therm, significantly fewer layer formation events occur (Figure 6.5b), compared to Geom (Figure 6.5d), and significantly more layer collapses takes place compared to Geom2 (Figure 6.5c).
Based on the experimental \(S_{or}\) data presented in Chapter 2, we find that the Geom scenario shows unrealistically low residuals for both networks, even for intermediate oil-wet cases. Similarly, the corrected Geom2 scenario shows very low residuals for the more strongly oil-wet cases. Only the Therm scenario produces reasonable residuals, as it incorporates the correct thermodynamic layers collapse criterion. Note, that for a lower maximum \(P_c\) value at the end of primary drainage \(P_{c,max}^{dr}\) (see Figure 6.3) the altered wettability pore surfaces after ageing are smaller (van Dijke and Sorbie 2006), which leads to a narrower range of water invasion capillary pressures for which oil

\[\text{Figure 6.6} \quad \text{Sensitivity to end-point } P_c \text{ for BereaPB without PB and Therm scenario: (a) } S_{or} \text{ versus } \theta_a; \text{ the number of layers formations (b) and } \text{ collapses (c) versus } \theta_a \text{ and (d) number of layers left versus } \theta_a. \quad \text{Non-fixed } P_c \text{ case corresponds to lowest achievable } P_{c,min}.\]
layers exist and as a consequence to a higher $S_{or}$, in particular for the Geom scenario. The latter behaviour is valid only for relatively high endpoint $P_{c,max}^{dr}$ values or corresponding small initial water saturations after drainage $S_{wi}$. In general, this behaviour is non-monotonic and after some critical $P_{c,max}^{dr}$ value ($S_{wi}$ value) the $S_{or}$ starts decreasing as $P_{c,max}^{dr}$ decreases ($S_{wi}$ increases) (Blunt 1998, Jackson et al. 2005, Spiteri et al. 2008).

6.3.2 Remaining Oil Saturation

In most experiments the very low capillary pressure to trap (or displace) all oil, yielding the minimum (true) residual oil saturations of Figure 6.4a and Figure 6.5a, is not reached. Therefore, we have carried out a sensitivity analysis of remaining oil saturation (Skauge and Ottesen 2002, Høiland et al. 2007) with respect to different end-point capillary pressures for the Therm scenario. For BereaPB the end-point $P_{c}$ varied from -10000 Pa to -30000 Pa (Figure 6.6a) and for BereaCT from -5500 Pa to -8500 Pa (Figure 6.7a). The lower capillary pressure values for BereaPB are due to the presence of pores of smaller radii. For intermediate oil-wet cases ($\theta = 125^\circ$ for BereaPB and $\theta = 145^\circ$ for BereaCT), the minimum residual is already obtained.

For strongly oil-wet cases, $S_{or}$ increases strongly with increasing end-point capillary pressure. At the lower end-point capillary pressures (up to -17500 Pa) fewer layers collapse than are formed (Figure 6.6b, c), hence more layers remain in the system, (Figure 6.6d). Additionally, oil layers are thicker when capillary pressures are higher. Consequently, the oil volume contained in layers accounts for the increased $S_{or}$. However, for higher capillary pressures (above -17500 Pa), the number of remaining layers decreases, since significantly fewer layers have formed ($A$ events). In this situation more bulk oil-filled pores remain and these make a large contribution to $S_{or}$.

There is a trade-off between the number of layers remaining (which affects oil cluster continuity) and end-point capillary pressure (which affects the volumes of the remaining oil layers and the volume of the bulk oil-filled pores). The strongly oil-wet cases result in lower remaining oil saturation for low end-point capillary pressures, which can be explained from the improved oil phase continuity and the small oil layer volumes.
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However, for the higher end-point capillary pressures, oil layer volumes and eventually the bulk volume of oil-filled pores become more important than phase continuity. This balance is quite different for the intermediate oil-wet cases, where fewer layers form (and remain or collapse). Hence, the remaining oil is not very sensitive to the end-point capillary pressures, to such an extent that $S_{ow}$ is lower for intermediate oil-wet, compared to strongly oil-wet, at higher end-point capillary pressures.

![Graphs showing sensitivity studies](image)

**Figure 6.7** Sensitivity due to various end-point $P_c$ for *BereaCT without PB and Therm* scenario: (a) $S_{ow}$ versus $\theta^i_a$, (b,c) the number of layers formations/collapses occurred versus $\theta^i_a$ and (d) number of layers left versus $\theta^i_a$. Non-fixed $P_c$ case corresponds to lowest achievable $P^{imb}_c$.

For the second network (*BereaCT*) which has a lower coordination number, the sensitivities with respect to the end-point capillary pressures are shown in **Figure 6.7a,b,c,d**. The trends are similar to those for *BereaPB*, although for the strongly oil-wet cases the numbers of layers left in the system (**Figure 6.7d**) become significantly
lower for the higher endpoint capillary pressures, compared to the numbers for the true residual oil saturation.

6.4 With Pore Bodies

Here, we consider only the BereaCT network (CTS and Star characterization) and apply network modelling using the with PB option (see Section 3.1). Thus, the pore bodies are included explicitly in the flooding process and they are allowed to experience the same type of displacements as the pore throats, as well as pore-body filling (PBF) events in the case of spontaneous displacement (see Section 4.3.3). To obtain a realistic (target) connate water saturation $S_{wc}=0.23$ a clay porosity $\phi_{cl}=5.5\%$ has been introduced for the BereaCT network by adding a pore volume fraction $\alpha_{cl}=0.291$ for each pore element (see Eq.(6.1)).

To analyze the effect of wettability on residual oil saturation and relative permeabilities, we consider a series of different wettability distributions for BereaCT network. During drainage the network is assumed to be water-wet with drainage contact angle $\theta_{pd}$ uniformly distributed between $0^\circ$ and $60^\circ$. After ageing the advancing contact angles $\theta_a$ of the oil-contacted parts of the oil-filled pores are taken according to a fractionally wet distribution (FW) with six values of oil-wet fractions

$$\alpha_j = 0.5 + 0.1(j-1), \quad j = 1\ldots6$$

(6.3)

and for each of those $\alpha_j$ values we define nine ranges of advancing oil-wet contact angles similar to Eq. (6.2). Whereas, the advancing water–wet contact angles $\theta_{a,ww}$ are uniformly distributed between $60^\circ$ and $90^\circ$.

We characterize each case by the pair of values $(\alpha_j, \theta_a^j)$. For all sensitivity cases we have simulated primary drainage and water invasion with ageing included after drainage.

6.4.1 Residual Oil Saturation

The (true) residual oil saturations are plotted against the average advancing contact angle $\theta_a^j$ for the different oil-wet fractions $\alpha$ (Figure 6.8). The residual oil behaviour for the uniformly oil-wet case ($\alpha=1$) with Therm and Geom layers existence scenarios (Figure 6.9) is in agreement with previous findings, where pore bodies were excluded from the displacement process. Similar to the previous case without PB (Figure 6.5a),
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the least restrictive scenario *Geom* gives $S_{or}$ values lower than for the most restrictive scenario *Therm* and produces near zero oil residuals for the more strongly oil-wet cases (Figure 6.9). However, there are significant differences in $S_{or}$ behaviour between the *with PB* and *without PB* cases for the same layers existence scenario as explained below.
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**Figure 6.8** Residual oil saturation sensitivity (BereaCT network *with PB* and *Therm* scenario) to oil-wet fraction $\alpha$ and average advancing contact angle $\theta_a^i$; (a) CTS approach, (b) Star approach.

The residual oil saturation decreases with increasing average contact angle (beyond $\theta_a^i$ of around 115 degrees) with a more rapid decline for the higher oil-wet fraction values (Figure 6.8a,b). On the other hand, residual oil decreases with increasing oil-wet fraction for the same average advancing contact angle and the larger the contact angle the more rapid the decline of the oil residual. This can be explained by the increasing presence of oil layers during waterflooding, which improves oil phase continuity and results in increased oil recovery (see Section 6.3). These sensitivity results are also consistent with previously published studies for the case *with PB* and *Geom* scenario (Blunt 1998, Øren et al. 1998, Al-Futaisi and Patzek 2003b, 2004).

Modelling pore shapes by *Star* (Figure 6.8b), rather than by *CTS* (Figure 6.8a), has a significant effect on the residual oil saturations for the larger contact angles. The residual oil variation range for *Star* is narrower than that for *CTS*. This can be explained from the presence of more arbitrary triangular shapes for *CTS* than for *Star*. Since the drainage contact angle values are distributed according to $\theta_{pd} \in \left[0^\circ, 60^\circ\right]$, a
significant number of arbitrary triangles will not have corner water films after drainage (at least in the largest corner) contrary to the regular stars. The corners without water films may become oil-wet during ageing and have stable oil wetting films, instead of conditionally stable oil layers, during waterflooding, which better maintains oil continuity.

**Figure 6.9** Effect of layers existence scenario (Therm, Geom) on residual oil saturation sensitivity (BereaCT network with PB) to average advancing contact angle \( \theta_a \) for UOW case \((\alpha=1)\); (a) CTS approach, (b) Star approach.

The effect of including pore bodies in the model can be investigated by comparing the \( S_{or} \) sensitivities to \( \theta_a \) for UOW with PB and without PB (**Figure 6.10**). Generally, the qualitative behaviour for both cases is similar, \( S_{or} \) decreases with \( \theta_a \), although the \( S_{or} \) curve with PB shows some non-monotonic behavior for weakly oil-wet conditions as discussed above. However, if we extend the sensitivity to average contact angle below 95 degrees then the \( S_{or} \) behaviour (without PB) will also be non-monotonic with the maximum at 85 degrees. Quantitatively, there is a significant difference, as \( S_{or} \) for the case with PB is higher than for the case without PB. This can be explained from a topological point of view. In the case with PB we have additional displacements which happen in PB piston-like (PL), layers formation and collapse etc. (see Chapter 4). When the defending phase is displaced from the PB either PL or by layers collapse displacement, the defending cluster, to which the occupied PB belonged, may be divided into several separate clusters. Some of those clusters can become trapped, which increases the \( S_{or} \).
Similar non-monotonic $S_{or}$ behaviour against the advancing contact angle on Figure 6.10 (with PB) was shown before by Blunt (1997b, 1998) (Figure 6.11). He calculated $S_{or}$ using a cubic lattice (with PB) with square pore cross-sections and identified 4 flow regimes depending on advancing contact angle, in particular, non-wetting advance and oil layers.

The non-wetting advance regime corresponds to the weakly oil-wet system ($\theta_a > 90^\circ$). In this case water invasion is impeded by the pore throats and pore bodies can only be filled by piston-like displacement since the PBF $I_a$ events are suppressed completely due to forced water invasion. The water displaces oil from the largest pore throats and pore bodies which results in a dendritic advance and bypassing of significant amounts of oil. Only a few oil layers can be formed which is not enough to maintain the oil phase continuity and leads to significant trapped oil. The oil layers regime corresponds to the more strongly oil-wet system where the oil layers are more stable. This case has been already discussed in this chapter, the oil layers formation

Figure 6.11 Residual oil saturation $S_{or}$ as a function of advancing contact angle $\theta_a^i$. (cubic lattice with pore bodies and throats with square cross-section, $\theta_{dr} = 22.5^\circ$) (Blunt 1998)
improves the oil phase continuity and results in the lower oil residual $S_{or}$ for larger advancing contact angles $\theta_a$.

These two regimes (non-wetting advance and oil layers) can be easily seen on Figure 6.10 (with PB) and Figure 6.12. The non-wetting advance regime corresponds to $\theta_a \in \left[90^\circ, 110^\circ\right]$ and $\theta_a \in \left[90^\circ, 120^\circ\right]$ for the CTS and Star shape characterizations, respectively, and the oil layers regime occurs for the rest of the oil-wet contact angles.

![Figure 6.12](image)

Figure 6.12 $S_{or}$ and fraction of the number of displacements versus average contact angle $\theta_a$ for the BereaCT with PB case, Therm layers existence criterion, pore shape characterization (a) CTS and (b) Star. (notation of displacements A, B, C as in Figure 6.4 and Figure 6.5)

The way the pore bodies are represented in the model and the corresponding PBF $I_n$ events are formulated parametrically is still an unresolved problem. Therefore, the true $S_{or}$ is situated between 2 limiting cases: with PB and without PB. It will be shown in Chapter 7 that fairly good agreement with experimental data can be obtained for both cases.

6.4.2 Relative Permeabilities

To show the effect of wettability on the water flood relative permeability curves, we have considered two sensitivities for the BereaCT network with CTS and Star pore shape approximations: 1) sensitivity to average advancing contact angle $\theta_a$ for a uniformly oil-wet system ($\alpha=1.0$) (Figure 6.13); 2) sensitivity to oil-wet fraction $\alpha$ with the strongly oil-wet advancing contact angle distribution $\theta_a \in \left[170^\circ, 180^\circ\right]$ (Figure 6.14). In addition, for the CTS approximation in sensitivity 1 we show the impact of using the new thermodynamic criterion for the existence of oil layers (Therm scenario),
as compared to the conventional geometrical criterion (Geom scenario). This complements earlier results for the effects of these scenarios on residual oil saturations (see Section 6.3), which are very significant.

Figure 6.13 Sensitivity of relative permeabilities to average advancing contact angle with oil-wet fraction $\alpha=1.0$ (BereaCT network with PB). (a,b) CTS approach with Geom criterion; (c,d) CTS approach with Therm criterion; (e,f) Star approach with Therm criterion.
For sensitivity 1 we have calculated relative permeabilities for the CTS approach with the Geom (Figure 6.13a,b) and Therm (Figure 6.13c,d) oil layers existence scenarios and for the Star approach with the Therm scenario (Figure 6.13e,f). First, the less restrictive oil layer existence scenario Geom produces lower $S_{or}$ and higher $K_{rw}$ end-points (Figure 6.13a,b) compared to the more restrictive Therm scenario (Figure 6.13c,d). The $K_{rw}$ curves for Geom are very similar for all values of $\theta_a$, at the higher $S_w$, while for Therm the $K_{rw}$ curves increase gradually with $\theta_a$. Similarly, for Star (Figure 6.13e,f) the $K_{rw}$ curves are lower, the $K_{rw}$ end-point is lower and $S_{or}$ is higher compared to the corresponding CTS curves. This is a consequence of the larger number of arbitrary triangular shapes in CTS than in Star, leading to more stable corner films instead of oil layers, as explained above.

Figure 6.14 Sensitivity of relative permeabilities to fraction of (strongly) oil-wet pores (BereaCT network with PB, layers existence scenario Therm). (a,b) CTS approach, (c,d) Star approach.
For all cases $K_{ro}$ increases with $\theta_a'$ (Figure 6.13b,d,f) at high $S_w$. This is the result of increased oil phase conductivity due to the existence of many oil layers. Similarly, $K_{rw}$ increases with $\theta_a'$ at low $S_w$. The latter is the result of a different fluid redistribution at the same $S_w$: for higher $\theta_a'$ more oil layers are formed in the model, which results in more bulk water filled pores with less water in each. Consequently, the crossover of the $K_{ro}$ and $K_{rw}$ curves hardly shifts to lower $S_w$ with increasing oil-wetness.

For sensitivity 2, Figure 6.14 shows the relative permeability behavior for varying oil-wet fractions of strongly oil-wet pores ($\theta_a' = 175^\circ$). Contrary to sensitivity 1 (Figure 6.13), the relative permeability crossover shows a significant shift towards lower $S_w$, as the oil-wet fraction $\alpha$ increases. The $K_{ro}$ curves show two opposing trends as $\alpha$ increases: a decrease at low $S_w$ values and an increase at high $S_w$ values. At the start of the water flood, displacements occur in the small water-wet pores, followed by displacements in the large oil-wet pores. For increasing fractions of oil-wet pores, $\alpha$, the latter displacements start earlier during the flood, which explains the decrease of $K_{ro}$ at low $S_w$. On the other hand, for decreasing $\alpha$ (more water wet pores) more pore body filling events occur at higher water saturations, resulting in more trapped oil clusters which do not contribute to $K_{ro}$. Thus, for higher $S_w$ the trend changes and $K_{ro}$ increases with $\alpha$. In a previous sensitivity study by McDougall and Sorbie (1995) for the fraction of oil-wet pores in FW systems $K_{ro}$ also showed 2 opposite trends, but the change of trends happened for much higher water saturations and lower $K_{ro}$ values. One possible reason for this earlier result is that the pore bodies and the corresponding PBF events were not included.

### 6.5 Summary and Conclusions

In this chapter we have included the full thermodynamically based oil layer formation and collapse model (Therm scenario) in our two-phase pore network simulator. The Therm layer criterion is more restrictive than the previously used geometrical criterion (Geom). In the network model, the new n-cornered star (Star) shape characterization technique has been also implemented, in addition to the commonly used Circle-arbitrary Triangle-Square (CTS) shape representation. Two networks have been used for a number of sensitivities of the water invasion residual oil saturation and relative
permeabilities: BereaPB, extracted from a process based reconstruction of a Berea sandstone, and BereaCT, extracted from a 3D CT image of a different Berea sample. For BereaPB pore shapes are represented by CTS, while for BereaCT both the CTS and the Star approaches have been used. We have considered two variants of the model: without pore bodies (PB) and with pore bodies.

For the first case without PB, we used both networks (BereaPB with CTS, BereaCT with Star). The oil residuals $S_{or}$ have been estimated for different oil layers existence scenarios (Therm, Geom, Geom2) and various wettability scenarios, by varying the contact angles in oil-filled pores after ageing from weakly to strongly oil-wet. Moreover, a sensitivity analysis has been carried out of remaining oil saturation with respect to water flood end-point capillary pressures.

The following conclusions have been made:

(i) The thermodynamically based oil layers existence scenario Therm gives realistic non-zero residual oil saturations compared with the other scenarios, consistent with findings for the single pore throat (van Dijke and Sorbie 2006).

(ii) The geometrically based inconsistent layer existence scenario Geom is least restrictive and produces near-zero oil residuals, even for intermediate oil-wet cases.

(iii) The corrected geometrically based formation and collapse scenario Geom2 produces higher residuals than Geom, but for the higher coordination number network the oil residuals are still close to the unrealistically low values obtained using Geom.

(iv) The more strongly oil-wet cases lead to lower oil residuals, which can be explained from improved oil phase continuity resulting from the abundant presence of oil layers.

(v) However, for prescribed end-point capillary pressures, higher than that corresponding to the residual oil saturation, remaining oil saturations are lower for intermediate oil-wet cases.
For the case with PB again two networks (BereaPB, BereaCT) have been used for various sensitivity calculations.

The sensitivity of residual oil saturation $S_{or}$ to the average advancing contact angle $\theta_a^i$ for different oil-wet fractions $\alpha$ has been investigated. $S_{or}$ decreases with increasing average contact angle (beyond $\theta_a^i$ of around 115 degrees) with a more rapid decline for the higher oil-wet fractions and $S_{or}$ decreases with increasing oil-wet fraction. Modelling pore shapes by Star, rather than by CTS, has a significant effect on $S_{or}$ for the larger contact angles, as the $S_{or}$ range for Star is narrower compared to that for CTS. Similar to the with PB case, the $S_{or}$ for the without PB case decreases with $\theta_a^i$ with non-monotonic behaviour for the water-wet cases with $\theta_a^i$ below 95°. Quantitatively, the $S_{or}$ for without PB are generally lower than the corresponding residuals for the with PB case.

Two sensitivities of relative permeability have been performed: 1) sensitivity to average advancing contact angle $\theta_a^i$ for a uniformly oil-wet system ($\alpha=1.0$), for CTS with Geom and Therm scenario, as well as for Star with Therm scenario; 2) sensitivity to the fraction of oil-wet pores $\alpha$ with strongly oil-wet advancing contact angle, for CTS and Star with Therm scenario. For sensitivity 1, the less restrictive oil layers existence scenario Geom produces lower $S_{or}$ and higher $K_{rw}$ end-points compared to the more restrictive Therm scenario. The $K_{rw}$ curves for Geom are very similar for all values of $\theta_a^i$, at the higher $S_w$, while for Therm the $K_{rw}$ curves increase gradually with $\theta_a^i$. Similarly, the Star curves show lower $K_{rw}$ values, lower $K_{rw}$ end-points and higher $S_{or}$ compared to the corresponding CTS curves. For sensitivity 2, contrary to sensitivity 1, the relative permeability crossover shows a significant shift towards low $S_n$, as the oil-wet fraction $\alpha$ increases. The $K_{rw}$ curves have two opposite trends as $\alpha$ increases: a decrease at low $S_w$ values and an increase at high $S_w$ values. For Star the entire $K_{rw}$ curves are lower, $K_{rw}$ end-points are lower and $S_{or}$ is higher compared to the corresponding CTS curves.
CHAPTER 7 - COMPARISON OF NETWORK SIMULATIONS WITH EXPERIMENTAL DATA

7.1 Introduction

In this chapter we validate the pore-scale network model through comparisons with relative permeability data for a water-wet Berea sandstone (Oak 1990) and with experimental data for an oil-wet sandstone (Valvatne and Blunt 2004). Additionally, waterflood recovery experiments in cores with a range of wettability conditions by Jadhunandan and Morrow (1995) are modelled using the pore-scale simulated relative permeabilities in 1D continuum scale Buckley-Leverett (BL) model.

Figure 7.1 Comparison of calculated relative permeabilities (BereaPB network) with experimental data for a water-wet Berea sandstone (Oak 1990) for Drainage (a,b) and Imbibition (Water Invasion) (c,d)
7.2 Matching relative permeability data for a water-wet Berea sandstone

In this section network simulations have been compared with two-phase oil-water experiments conducted by Oak (1990), including primary drainage and water invasion (water imbibition). Oak performed a number of steady-state measurements of relative permeabilities on three core samples of water-wet Berea sandstone. These core samples 6, 13 and 14 have absolute permeabilities 200 mD, 1000 mD and 800 mD, respectively. High permeable samples 13 and 14 have similar relative permeability curves which are different from low permeable sample 6. For the network simulations, the two Berea networks (*BereaPB* and *BereaCT*, with *Star* or *CTS*, in Section 6.2) have been considered, which have the relatively high absolute permeabilities of 2668 mD and 1595 mD (*Star*) 1699 mD (*CTS*) (Table 6.1), respectively. Therefore, we have only used experimental relative permeabilities for the high permeable samples 13 and 14. A match with experiments has been obtained using both networks, but with slightly different wettability scenarios, for which the input parameters are shown in Table 7.1.

<table>
<thead>
<tr>
<th>Network</th>
<th>BereaPB</th>
<th>BereaCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pore Shape Representation</td>
<td>CTS</td>
<td>CTS or Star</td>
</tr>
<tr>
<td>Pore Bodies</td>
<td>with PB</td>
<td>with PB</td>
</tr>
<tr>
<td>Contact angle, degrees</td>
<td>Drainage</td>
<td>$\theta_{dr} = 0$</td>
</tr>
<tr>
<td></td>
<td>Imbibition (Water Invasion)</td>
<td>$\theta_{a} = 56..76$</td>
</tr>
<tr>
<td>Water viscosity (10⁻³ Pa/s)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Oil viscosity (cP)</td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td>Interfacial tension (10⁻³ N/m)</td>
<td>30</td>
<td>30</td>
</tr>
</tbody>
</table>

For the *BereaPB* network (only *CTS* shape characterization) we used the same input parameters as in previous predictions of this data by the Imperial College London group (*ICL*) (Valvatne and Blunt 2004). The *ICL* model is very similar to our network modelling tool (*HWU*) for water-wet conditions. During drainage, the network is assumed to be strongly water-wet with $0^\circ$ contact angle $\theta_{dr}$. No further adjustment is required since the network *BereaPB* captured all the topological and geometrical information during extraction from the process based reconstructed 3D digital rock (Bakke and Øren 1997, Øren and Bakke 2003). During imbibition the distribution of advancing contact angles $\theta_{a}$ is UWW between 56 and 76 degrees, which is consistent
with the typical range of water-wet advancing contact angles due to pore surface roughness (Morrow 1975, Dullien 1992). The relative permeabilities calculated by the ICL and HWU groups are compared to steady-state experimental data by Oak (Figure 7.1). Very good matches can be achieved with both models for these water-wet data, in particular the $S_{or}$ of 25% has been matched quite closely and the endpoint $K_{rw}$ at $S_{or}$ is also in a good agreement with the data. Note, that there are only small differences between the two matches which are caused by slightly different treatment of boundary conditions, random distribution of advancing contact angles and random selection of the intermediate corner half angles for arbitrary triangles (Øren et al. 1998, Patzek 2001).

For the BereaCT network we have considered the two pore shape approximations CTS and Star. The wettability scenario is almost the same as for BereaPB, but the advancing contact angle distribution is slightly shifted towards strongly water-wet conditions (see Table 7.1 and Figure 7.2). Relative permeability predictions for both pore shape approximations show very good agreement with the experimental drainage curves, but the Star approach gives a better match with the imbibition curves compared to CTS, as the latter overestimates the $K_{rw}$ (Figure 7.2). This illustrates the general improvement of the Star over the CTS approach and it is consistent with the findings for capillary bundle models in Chapter 4 (Helland et al. 2008). Interestingly, the experiments could have been better matched by CTS than by Star, if we had selected a different set of advancing contact angles. However, because the Star shape characterization represents the pore cross-sections more accurately than CTS (see Chapter 4) we believe that Star should be used for matching the experimental data, as this leads to a better estimation of the wettability conditions.

We have matched the same water-wet Berea experimental data set (including $S_{or}$) using two different networks, BereaPB and BereaCT, by only adjusting the advancing contact angle distribution. Thus, the water-wet experiments can be matched straightforwardly if the geometrically and topologically equivalent network is extracted from the pore space reconstruction of the same rock. In particular, the more accurate pore shape characterization Star should be used when possible to identify the wettability distribution more accurately.
7.3 Matching relative permeability data for an oil-wet sandstone

In this section, network simulations are compared with a set of steady state measurements of relative permeabilities on two oil-wet sandstone core samples with absolute permeabilities 248 mD and 328 mD (Valvatne and Blunt 2004). Using the *BereaPB* network, these data were previously modelled by the ICL group (Valvatne and Blunt 2004). We modified the *BereaPB* network in the same way as Valvatne and Blunt (2004) by changing the pore body and pore throat size distribution to match the centrifuge drainage capillary pressure curve. The drainage contact angles were specified according to a UWW distribution with contact angles between 20 and 60 degrees, which was identified during matching of the drainage capillary pressure curve (Valvatne and Blunt 2004).
To match the water flooding curves, we specified the advancing contact angles, after wettability alteration, according to a UOW distribution between 90 and 173 degrees, which was supported by the Amott indices $I_w=0.0$, $I_o=0.14$, $I_{wo}=-0.14$, indicating oil-wetness (Valvatne and Blunt 2004). In our calculations we additionally used the more accurate layers existence scenario *Therm* instead of *Geom* used by Valvatne and Blunt (2004). All other input parameters are presented in Table 7.2 (*ICL model*).

### Table 7.2 Input parameters used for prediction of oil-wet experiments

<table>
<thead>
<tr>
<th></th>
<th><em>ICL model</em></th>
<th><em>HWU model</em></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Contact angle, degrees</strong></td>
<td><strong>Drainage</strong></td>
<td><strong>Imbibition</strong></td>
</tr>
<tr>
<td></td>
<td>$\theta_d=20..60$</td>
<td>$\theta_d=0$</td>
</tr>
<tr>
<td></td>
<td>$\theta_i=90..173$</td>
<td>$\theta_i=96..158$</td>
</tr>
<tr>
<td><strong>Oil layers existence scenario</strong></td>
<td><em>Geom</em></td>
<td><em>Therm</em></td>
</tr>
<tr>
<td><strong>Initial water saturation</strong></td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td><strong>Water viscosity (10^{-3} Pa/s)</strong></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td><strong>Oil viscosity (cP)</strong></td>
<td>0.29</td>
<td>0.29</td>
</tr>
<tr>
<td><strong>Interfacial tension (10^{-3} N/m)</strong></td>
<td>51.8</td>
<td>51.8</td>
</tr>
</tbody>
</table>

The comparisons between predicted and experimental data for *ICL* and *HWU* with the same wettability scenario but different layers existence criteria are generally very good (Figure 7.3 (a,b)). However, the *ICL* model slightly overpredicts the oil relative permeability at high water saturations and significantly underpredicts the $S_{or}$. The latter is due to the less restrictive layers existence scenario *Geom*, which allows the oil to drain through layers to near zero saturations. On the other hand, the *HWU* model with the *Therm* criteria predicts the $S_{or}$ value very well, but it underpredicts the water relative permeability at low water saturations.

To improve the matches, we made the network less oil-wet (see *HWU model* in Table 7.2). The results for the new set of parameters (Figure 7.3 (c,d)) show much better agreement with experiments.
This exercise shows that using the correct layers existence criteria is a significant step towards the improved prediction of waterflood residual oil saturations. Additionally, relative permeabilities can be predicted in principle, but this critically depends on accurate estimation of the wettability distribution. This distribution must be obtained from other data, for example waterflood capillary pressures or the composition of the porous medium.

### 7.4 Modelling Waterflood Recovery data for Mixed-wet Berea Sandstone cores

The effect of wettability on oil recovery efficiency has been reported experimentally by Jadhunandan and Morrow (1995) and has also been numerically studied by a number of researchers (McDougall and Sorbie 1995, Øren and Bakke 2003, Valvatne and Blunt...
They used a number of Berea sandstone core samples to perform slow-rate waterfloods. Initially, oil primary drainage was performed to some initial water saturation $S_{wi}$. Then, after ageing, up to 20 pore volumes of water were injected. During the waterflood the remaining oil saturations and the corresponding oil recoveries were measured. Note that the remaining oil saturation is not the true residual $S_{or}$, but it is the oil saturation at some fixed condition, such as a predetermined end point capillary pressure, pressure gradient or indeed number of pore volumes injected (Skauge and Ottesen 2002, Høiland et al. 2007), and as discussed in Section 2.9. Jadhunandan and Morrow determined the Amott-Harvey wettability index $I_{wo}$ by the modified Amott approach (Boneau and Clampitt 1977) and presented the remaining oil saturations as functions of $I_{wo}$.

Using network simulated waterflooding relative permeabilities in the Buckley-Leverett analysis (Dullien 1992) the remaining oil saturation and oil recovery were estimated after breakthrough, after 3 and after 20 pore volumes (PV) of water injection. This analysis was first presented by Welge (1952), who used the advancing water front solution (Leverett 1941, Buckley and Leverett 1942) to derive an equation relating the average water saturation behind the water front and hence the oil recovery and remaining oil saturation, the cumulative water injected (in pore volumes) to the water fractional flow.
To match the Jadhunandan and Morrow (1995) data we used the BereaPB network and the same input data set as in the ICL study (Valvatne and Blunt 2004). Apart from the with PB model as it was used by Valvatne and Blunt (2004), we also considered the without PB model, since we noticed that for water-wet data points the $S_{or}$ was overpredicted for the with PB model, which was probably caused by PBF $I_n$ events. We also applied the Therm oil layers existence criteria instead of Geom. Each case (data point) corresponds to one of the waterflooding experiments on individual core samples. To match the (experimental) target connate water saturation $S_{wc}^{arg}$, a fraction of the pore space was assumed to consist of clay bound porosity, similar to the ICL study. To achieve this, a constant fraction $\alpha^*_{cl}$ of each pore element was assumed to be occupied by clay bound water, satisfying

$$\alpha^*_{cl} = \frac{S_{wc}^{arg} - S_{wc}^{int}}{1-S_{wc}^{int}}, \quad (7.1)$$

This formula is different from Eq. (6.1), since here we keep the total porosity constant, whereas in Section 6.2 the porosity is increased by $\varphi_{cl}$.

The network is assumed to be strongly water-wet during primary drainage with $\theta_{dr} = 0$. Drainage is terminated at the initial water saturation $S_{wi}$ which is taken from the laboratory experiments. The target $S_{wc}^{arg}$ is identified as $S_{wi}$ for $S_{wi} < 0.22$, otherwise $S_{wc}^{arg}$ is assumed to be 0.22, since the experiment description indicates that it cannot be more than 22% (Jadhunandan and Morrow 1995).

After ageing the advancing contact angles are assigned according to a mixed-wet large (MWL) distribution with oil-wet fraction $\alpha$ chosen from the largest pores. Valvatne and Blunt (2004) proposed an iterative method for pore-to-pore scale wettability characterization based on matching the measured Amott indices $I_w$ and $I_o$ (see Section 2.6.2). For each wettability case the oil-wet fraction $\alpha$ is adjusted by matching the Amott water index $I_w$, whereas the contact angle distribution in the oil-wet pores is specified by matching the Amott oil index $I_o$. More specifically, the advancing contact angle for the water-wet oil-filled pores is uniformly distributed as UWW with $\theta_a^{ww} \in [56^\circ, 76^\circ]$, while the contact angle distribution for the oil-wet oil-filled pores is taken as UOW with $\theta_a^{ow} \in [117^\circ, \theta_{a,\max}^{ow}]$, where $\theta_{a,\max}^{ow}$ is adjusted to match $I_o$. All parameters $I_{wo}, I_w, I_o, S_{wc}^{arg}, S_{wi}, \alpha, \theta_{a,\max}^{ow}$ for the 14 cases are presented in Table 7.3.
The remaining oil saturations and corresponding oil recoveries (fraction of initial oil volume that has been displaced) derived from the Buckley-Leverett analysis using network waterflooding relative permeabilities are plotted against the measured Amott-Harvey wettability index $I_{wo}$ after different pore volumes injected in Figure 7.4. The infinite pore volumes case (non-fixed $P_c$ case in Section 6.3.2) corresponds to the true residual oil and ultimate oil recovery. Similar to sensitivities to the endpoint $P_c$ values higher than the non-fixed $P_c^{imb}$ (Section 6.3.2, Figure 6.7), the trend of remaining oil versus (finite) number of pore volumes injected is non-monotonic (Figure 7.4a). Although there is no direct relation between the number of PV injected and the network modelling endpoint $P_c$ (Section 6.3.2), the remaining $S_o$ for given PV (Figure 7.4a) can be matched to the network modelling remaining oil (Section 6.3.2, Figure 6.7) by adjusting the endpoint $P_c$. As indicated in Figure 7.4a the minimum remaining oil saturation and hence the maximum oil recovery occur at weakly water-wet conditions for all finite PVs, as defined by the small positive Amott-Harvey index $I_{wo}$. The true residual oil saturation reaches its minimum at strongly oil-wet conditions and thus is significantly lower than the remaining oil saturation after injection of as many as 20 pore volumes, especially for the oil-wet cases.

The calculated results based on our without PB model (Figure 7.4) and experimental data (Jadhunandan and Morrow 1995), show very good quantitative agreement (Figure 7.5). Remaining $S_o$ versus wettability (oil-wet fraction) for the Jadhunandan and Morrow data (1995) was previously modelled (see Section 2.9.3). McDougall and Sorbie (1995) obtained only qualitative agreement. In the study by Valvatne and Blunt (2004), reasonable quantitative agreement with the experiments was obtained only for 3PV, but otherwise, especially at BT, agreement was poor. Similar lack of agreement was found in the study by Øren and Bakke (2003). Although there is a slight underprediction for the 3PV case in our results (see Figure 7.5), overall they represent a significant improvement on the earlier simulations of the same experiments by Valvatne and Blunt (2004).

Moreover, although the wettability distributions have to be matched using the Amott indices, the agreement between simulation and experiment at BT extends to 3 and 20 PV injected, without further adjustment of the parameters. This is an indication of true predictive capability of our model.
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Comparison between experimental $S_w$ (RF) and corresponding calculated values for the with PB case (with Therm oil layers existence criterion) shows a relatively poor agreement (see Figure 7.6) similar to the comparison by Valvatne (2004) (Geom oil layers existence criterion). Observe that the deviation between experimental and calculated values is bigger for the more water wet cases ($I_{wc}$>0.3). As mentioned above, this might be the consequence of the non-rigorous parametric formulation for PBF $I_n$ events in fractionally–wet systems. Notice that the presented contact angles data set is not optimal and our with PB model results can be improved by identifying contact angles while matching the experiments separately.

### Table 7.3 Input parameters for matching mixed-wet waterflooding experiments, including $I_{w0}$, $I_w$, $I_o$ and $S_{ni0}$ taken from the experiments by Jadunandan and Morrow (1995)

<table>
<thead>
<tr>
<th>N</th>
<th>$I_w$</th>
<th>$I_o$</th>
<th>$I_{w0}$</th>
<th>$S_{wc}^{arg}$,%</th>
<th>$S_{wfr}$,%</th>
<th>$\alpha$</th>
<th>$\theta_{o,\text{max}}^{ow}$, degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>0.47</td>
<td>-0.47</td>
<td>7.90</td>
<td>7.90</td>
<td>1.00</td>
<td>178</td>
</tr>
<tr>
<td>2</td>
<td>0.00</td>
<td>0.37</td>
<td>-0.37</td>
<td>11.29</td>
<td>11.29</td>
<td>1.00</td>
<td>177</td>
</tr>
<tr>
<td>3</td>
<td>0.00</td>
<td>0.20</td>
<td>-0.20</td>
<td>12.09</td>
<td>12.09</td>
<td>1.00</td>
<td>173</td>
</tr>
<tr>
<td>4</td>
<td>0.02</td>
<td>0.20</td>
<td>-0.18</td>
<td>18.07</td>
<td>18.07</td>
<td>0.99</td>
<td>173</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.15</td>
<td>-0.10</td>
<td>15.87</td>
<td>15.87</td>
<td>0.97</td>
<td>172</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>0.13</td>
<td>-0.08</td>
<td>18.77</td>
<td>18.77</td>
<td>0.97</td>
<td>172</td>
</tr>
<tr>
<td>7</td>
<td>0.08</td>
<td>0.04</td>
<td>0.04</td>
<td>22.75</td>
<td>22.75</td>
<td>0.95</td>
<td>170</td>
</tr>
<tr>
<td>8</td>
<td>0.13</td>
<td>0.02</td>
<td>0.11</td>
<td>22.75</td>
<td>24.95</td>
<td>0.90</td>
<td>170</td>
</tr>
<tr>
<td>9</td>
<td>0.20</td>
<td>0.07</td>
<td>0.13</td>
<td>22.75</td>
<td>24.25</td>
<td>0.84</td>
<td>171</td>
</tr>
<tr>
<td>10</td>
<td>0.26</td>
<td>0.04</td>
<td>0.22</td>
<td>22.75</td>
<td>26.64</td>
<td>0.79</td>
<td>170</td>
</tr>
<tr>
<td>11</td>
<td>0.34</td>
<td>0.03</td>
<td>0.31</td>
<td>22.75</td>
<td>24.95</td>
<td>0.73</td>
<td>170</td>
</tr>
<tr>
<td>12</td>
<td>0.34</td>
<td>0.00</td>
<td>0.34</td>
<td>22.75</td>
<td>31.12</td>
<td>0.73</td>
<td>169</td>
</tr>
<tr>
<td>13</td>
<td>0.40</td>
<td>0.00</td>
<td>0.40</td>
<td>22.75</td>
<td>31.62</td>
<td>0.68</td>
<td>167</td>
</tr>
<tr>
<td>14</td>
<td>0.59</td>
<td>0.00</td>
<td>0.59</td>
<td>22.75</td>
<td>32.02</td>
<td>0.60</td>
<td>167</td>
</tr>
</tbody>
</table>

### 7.5 Summary and Conclusions

To validate the pore-scale network model, comparisons with relative permeability data for both a water-wet and an oil-wet Berea sandstone have been made. For the BereaPB network a very good match has been achieved with the water-wet Berea sandstone
experimental data by Oak (1990). For the \textit{BereaCT} network we have considered the two pore shape approximations \textit{CTS} and \textit{Star} to match Oak’s data. Both pore shape approximations gave very good agreement with the drainage curves, but the \textit{Star} approach gave a better match of the imbibition curves. Thus, the water-wet experiments can be matched straightforwardly if the geometrically and topologically equivalent network is extracted from the pore space reconstruction of the same rock. In particular, the more accurate pore shape characterization \textit{Star} should be used when possible to identify the wettability distribution more accurately.

The modified \textit{BereaPB} network has been used to improve the match of oil-wet sandstone water flooding relative permeabilities (Valvatne and Blunt 2004). Using the oil layers existence scenario \textit{Therm} instead of \textit{Geom} and a less oil-wet network, our calculations showed a much improved agreement with experiments than obtained by Valvatne and Blunt (2004). This exercise has shown that using the correct layers existence criteria is a significant step towards prediction of waterflood residual oil saturation. Additionally, relative permeabilities can be predicted in principle, but this critically depends on accurate estimation of the wettability distribution. This distribution must be obtained from other data, for example waterflood capillary pressures or the composition of the porous medium.

The \textit{BereaPB} network has also been used to match mixed-wet waterflooding recovery experimental data by Jadhunandan and Morrow (1995). Using the network simulated waterflooding relative permeabilities in the Buckley-Leverett analysis (Welge approach (1952)) the remaining oil saturation and oil recovery have been estimated after breakthrough, 3 and 20 pore volumes injected and these showed very good quantitative agreement with experiments. Contrary to previous attempts to match this data set (Valvatne and Blunt 2004), the good agreement with the remaining oil saturations (or oil recovery) at breakthrough, as well as for 3 and 20 PV injected without further adjustment of the parameters is an indication of true predictive capability of our model.
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Figure 7.5 Calculated and experimental remaining oil saturations (a,c,e) and oil recovery efficiencies (b,d,f) vs Amott-Harvey wettability index $I_{wo}$ (experimental data by Jadunandan and Morrow (1995). Without PB case.
Figure 7.6 Calculated and experimental remaining oil saturations (a,c,e) and oil recovery efficiencies (b,d,f) vs Amott-Harvey wettability index $I_{wo}$ (experimental data by Jadhunandan and Morrow (1995)). With PB case.
CHAPTER 8 - CONCLUSIONS

Since EOR methods mobilize oil trapped by capillary and viscosity forces during waterflooding, the prediction of residual oil saturation ($S_{or}$) after waterflooding is very important before carrying out improved oil recovery process. The mechanism through which a particular EOR method, such as gas displacement, actually works to reduce residual oil depends in turn on how that oil is trapped at the pore scale. In this respect, pore-scale network modelling can be used to estimate both the nature of the trapped residual oil and the relevant flow parameters in its subsequent mobilization, if the correct physics of oil drainage are properly included.

8.1 Network model description

In this thesis, we presented a newly developed state-of-the-art pore-scale network modelling tool which takes as input the geometrically and topologically equivalent network (extracted) from a real pore space. This model is used to simulate the 3 consecutive floods: primary drainage followed by an “ageing” step in which wettability is reassigned, water invasion (imbibition) and secondary drainage.

Based on the ageing process and contact angle hysteresis a wettability classification is used to implement various wettability scenarios for the 3 consecutive floods.

Besides the commonly used CTS (circle, triangle, square) characterization of the shape of pore cross-sections, which is based on the shape factor, we also introduced a new $n$-cornered star shape characterization technique (Star), which takes one extra input parameter, the dimensionless hydraulic radius. In addition, we derived the new relation between $n$-cornered star single-phase conductances and shape factor.

All possible fluid configurations and displacements that can occur during primary drainage, water invasion (after ageing) and secondary drainage have been implemented. All corresponding entry pressure solutions for both the Star and CTS shapes have been derived and presented. In particular, the existing solutions for the regular $n$-sided polygons and three-cornered stars have been generalized to $n$-cornered star shapes. We also focused on stability of oil layers that can exist in the corners of pores with non-uniform wettability caused by ageing. Recently, van Dijke and Sorbie (2006) derived a
thermodynamically based criterion (\textit{Therm}) for the existence of these oil layers. This criterion is consistent with the MS-P derived entry pressures for water invasion displacements and it is more restrictive than the previously used geometrically based criterion (\textit{Geom}). The \textit{Geom} criterion was later adjusted as \textit{Geom2} to make it more consistent with other water invasion entry pressures. \textit{Geom2} is less restrictive than \textit{Therm} but more restrictive than \textit{Geom}.

### 8.2 Simulation studies

The accuracy of real pore shape approximation by \textit{CTS} and \textit{Star} approaches has been investigated based on a set of 70 real pore shapes with the shape factor and dimensionless hydraulic radius as input parameters. Initially, the approximation error of various resulting pore flow parameters was estimated for each real pore shape. Finally, predictive capabilities of the characterizations were tested based on a capillary bundle model constructed from these 70 pores.

Two networks have been used for a number of sensitivities of the water invasion residual oil saturation and relative permeabilities: \textit{BereaPB}, extracted from a process based reconstruction of a Berea sandstone, and \textit{BereaCT}, extracted from a 3D CT image of a different Berea sample. For \textit{BereaPB} pore shapes are represented by \textit{CTS}, while for \textit{BereaCT} both the \textit{CTS} and the \textit{Star} approaches have been used. We have considered two variants of the model: \textit{without pore bodies (PB)} and \textit{with pore bodies}.

For the first case \textit{without PB}, we used both networks (\textit{BereaPB with CTS}, \textit{BereaCT with Star}). The oil residuals $S_{or}$ have been estimated for different oil layers existence scenarios (\textit{Therm}, \textit{Geom}, \textit{Geom2}) and various wettability scenarios, by varying the contact angles in oil-filled pores after ageing from weakly to strongly oil-wet. Moreover, a sensitivity analysis has been carried out of remaining oil saturation with respect to water flood end-point capillary pressures.

For the case \textit{with PB} the \textit{BereaCT} network has been used for various sensitivity calculations. Firstly, we implemented sensitivity of residual oil saturation $S_{or}$ with respect to average advancing contact angle and oil-wet fractions. Then, two further sensitivities studies on relative permeability were carried out as follows: 1) sensitivity to average advancing contact angle $\theta_a$ for a uniformly oil-wet system (fraction of oil-wet
pores $\alpha = 1.0$), for CTS with Geom and Therm scenario, as well as for Star with Therm scenario; and 2) sensitivity to $\alpha$ with $\theta_a = 175$ degrees, for CTS and Star with Therm scenario.

Both networks BereaPB and BereaCT have been used to compare simulated relative permeabilities with the water-wet experiments of Oak (1990). The modified BereaPB network has been used to improve the match of oil-wet sandstone water flooding relative permeabilities (Valvatne and Blunt 2004). The BereaPB network has also been used to match mixed-wet waterflooding recovery experimental data by Jadhunandan and Morrow (1995).

8.3 Results and Conclusions

The accuracy of real pore shape approximation by CTS and Star approaches has been estimated from a comparison of the corresponding calculated pore and flow parameters. The comparison has shown that:

- In general, the predictions made by the Star pore model are more accurate than those by CTS, especially for pore area and conductance
- Larger errors occurred in all approximations for the larger pores, as these had more irregular and non-convex shapes.
- The Star entry radii follow the real shape entry radii quite closely, but the CTS approximation is poor for the very non-convex shapes.

Using the real shapes as well as their approximations (CTS and Star) in a capillary bundle model has shown that:

- The $n$-cornered star provides a very good approximation of the real shape capillary pressure curve, while CTS gives a significant underprediction, which follows from poor prediction of the areas.
- Very good approximations of the relative permeability curves were obtained using both approximations despite the poor conductance approximation by CTS.

From the sensitivities for both Berea networks without PB the following conclusions have been made:

- The thermodynamically based oil layers existence scenario Therm gives realistic non-zero residual oil saturations compared with the other scenarios. The geometrically based inconsistent layer existence scenario Geom is least
restrictive and produces near-zero oil residuals, even for intermediate oil-wet cases.

- The more strongly oil-wet cases lead to lower oil residuals, which can be explained from improved oil phase continuity resulting from the abundant presence of oil layers.
- However, for prescribed end-point capillary pressures, higher than that corresponding to the residual oil saturation, remaining oil saturations are lower for intermediate oil-wet cases.

For the *Berea* network with *PB*, sensitivity of residual oil saturation $S_{or}$ has shown that $S_{or}$ decreases with increasing average contact angle (beyond $\theta_a$ of around 115 degrees) with a more rapid decline for the higher oil-wet fractions and $S_{or}$ decreases with increasing oil-wet fraction. Modelling pore shapes by Star, rather than by *CTS*, has a significant effect on $S_{or}$ for the larger contact angles, as the $S_{or}$ range for *Star* is narrower compared to that for *CTS*.

For relative permeabilities sensitivity 1 (varying advancing contact angle), the less restrictive oil layers existence scenario *Geom* produces lower $S_{or}$ and higher $K_{rw}$ end-points compared to the more restrictive *Therm* scenario. The $K_{rw}$ curves for *Geom* are very similar for all values of $\theta_a$, at the higher $S_w$, while for *Therm* the $K_{rw}$ curves increase gradually with $\theta_a$. For sensitivity 2 (varying fractions of oil-wet pores), contrary to sensitivity 1, the relative permeability crossovers show a significant shift towards low $S_w$, as the oil-wet fraction $\alpha$ increases. The $K_{ro}$ curves have two opposite trends as $\alpha$ increases: a decrease at low $S_w$ values and an increase at high $S_w$ values. For both sensitivities, the *Star* curves show lower $K_{rw}$ values, lower $K_{rw}$ end-points and significantly higher $S_{or}$ compared to the corresponding *CTS* curves.

For the *Berea* network, a very good match has been achieved with the water-wet Berea sandstone experimental data by Oak (1990). For the *Berea* network both pore shape approximations gave very good agreement with the drainage curves, but the *Star* approach gave a better match of the imbibition curves. Thus, the water-wet experiments can be matched straightforwardly if the GT network is extracted from the pore space reconstruction of the same rock. In particular, the more accurate pore shape
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characterization Star should be used when possible to identify the wettability distribution more accurately.

Using the oil layers existence scenario Therm instead of Geom and a less oil-wet network, our calculations showed an improved agreement with experiments than obtained by Valvatne and Blunt (2004). This exercise has shown that using the correct layers existence criteria is a significant step towards the accurate calculation of waterflood residual oil saturation. Additionally, relative permeabilities can be predicted in principle, but this critically depends on accurate estimation of the wettability distribution.

Using the network simulated waterflooding relative permeabilities in the Buckley-Leverett analysis (Welge approach (1952)) the remaining oil saturation and oil recovery have been estimated after breakthrough, 3 and 20 pore volumes injected and these showed very good quantitative agreement with experiments. The good agreement with the remaining oil saturations (or oil recovery) at breakthrough, as well as for 3 and 20 PV injected without further adjustment of the parameters is an indication of improved predictive capability of the pore-scale network model.

8.4 Final conclusions

The most important contribution of this work is the introduction of a new model of oil trapping in systems of arbitrary wettability by incorporating the correct physics of oil layer existence and collapse. This improves our understanding of the distribution of the residual oil and it provides a tool for more accurate estimation of $S_{or}$ and relative permeabilities. In addition, this improved description of the nature of the trapped oil will greatly assist in assessing the mechanics of subsequent tertiary displacement of this residual oil by gas injection for example.

Pore shape has been shown to be a very important network parameter, especially in situations where oil layers exist. For example, we may try to match $S_{or}$ through variation of the contact angles and then predict the relative permeabilities. However, the comparison of calculated results with lab data will probably be poor even if we try different wettability scenarios. In this case, the pore shape must be adjusted as well as the other geometrical network parameters.
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Network modelling is a central component of numerical (digital) petrophysics, which includes pore space reconstruction, network extraction and finally the direct pore-scale simulation of fluid displacements. With our new modelling tool, we expect that the digital petrophysics approach will become more attractive, more reliable and better founded on the underlying physics of multiphase flow in mixed and fractionally wet rocks.

8.5 Suggestions for further work

The model developed in this thesis has been shown to be a useful modelling tool for two-phase flow in non-uniformly wetted porous media. However, we believe that much future work remains in the area of pore scale modelling, as follows

- Our model can be extended to simulate three phase flow, including more complex cross-sectional fluid configurations and multiple displacements, for example: gas- displacing oil displacing water and so on, which require much additional computational power to model.
- The computational efficiency of our pore scale model needs to be improved using faster pressure solvers (Algebraic MultiGrid solver) and more efficient search algorithms for trapped cluster identification.
- Structure and spatial distribution of $S_{or}$ can be visualized and analyzed for different wettability scenarios, based on the different cross-sectional pore occupancies of bulk phase, films and layers, to guide the choice of EOR techniques.
- Wettability alterations due to salinity effects can be simulated by including the effect of transported ions in the aqueous phase using the outline physics of our existing model.
- Dynamic effects can be incorporated into our pore scale model to simulate processes where, in addition to capillary forces viscous effects become important, for example under high injection rates and during near-miscible gas injection.
- Much work remains to be done on the representation of wettability in pore scale network models. The Kovscek type model is universally used in current network simulators but it has not been proved rigorously that this model is valid and this requires further study.
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- The issue of pore shape characterisation has been shown to be important in our work. However, it is still not certain if what is done at present is sufficient to model all types of rock system. For example, should multiple shapes be used (rather like the CTS system) for different micro- and macro-pore systems in carbonates?

- We have applied pore scale modelling only to homogeneous sandstone examples in this work. Such calculations can also be performed for systems of pore networks for the other rock types e.g. siltstones, carbonates, shales etc., although in these rocks larger variations of pore sizes are expected.
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APPENDIX A - NETWORK MODELLING TOOL WITH GUI

A.1 Introduction

The two-phase pore-scale network modeling tool (2Phase-NWM-HWU) has been written in C++ from scratch and has a graphical user interface (GUI - see main dialogue window in Figure A.1).

There are several input data types needs to be supplied before running this tool:

- Pore network data (See Section A.2 for details)
- Wettability distribution (See Section A.3 for details)
- Linear system solver parameters
- Two-phase floods parameters
- Shape characterization
- Oil layers existence criteria
- Wettability sensitivity parameters (See Section A.4 for details)

List of output data:

- *.csv files:
  - Flood data: $S_w$, $k_{rw}$, $k_{ro}$, $P_c$
  - Displacement statistics
  - Pore occupancy statistics
  - Cluster statistics
- real-time plotting of $k_{ro,w}$ and $P_c$ (main dialogue window)
- real-time 3D visualization of network two-phase occupancy (main dialogue window)
Figure A.1 2Phase-NWM-HWU - Main dialogue window: input and output.
A.2 Network Data

Network data can be imported (button “Import” Figure A.1) from four files: netname_link1.dat, netname_link2.dat, netname_node1.dat, netname_node2.dat with predefined format (Piri and Blunt 2005a). In addition, the optional input parameter hydraulic radius $R_h$ can be imported as well, which is required for the $n$-cornered star shape approximation.

The network can also be generated by using Regular Lattice Setup dialogue window (Figure A.2) which is opened from the main window by pressing the button “Generate”. This requires specification of lattice size (number of nodes in each direction), PSD, bond lengths, coordination number and type of cross-sectional shapes.
A.3 Wettability Distribution

Wettability distribution can be specified in Wettability Distribution dialogue window (Figure A.3) which is opened from the main window by pressing the button “SetUp” in the Wettability State box. Initially, the distribution of primary drainage contact angle is specified. If the ageing option is selected, then advancing and receding contact angles after the ageing have to be defined as well.

Alternatively, the wettability for each pore element can be specified by importing two files of specific format (one for pore bodies and one for pore throats) by pressing the button “Import” in Wettability State box in the main dialogue window (Figure A.1).
A.4 Sensitivity Runs

Parameters for sensitivity runs can be specified in the Sensitivity Runs dialogue window (Figure A.4, Figure A.5) which is opened from the main window by pressing the button “Sensitivities”. Parameters for all sensitivities considered in this thesis can be defined in this window, e.g.:

1) Sensitivity to oil-wet fraction $\alpha=0..1$ with the strongly oil-wet advancing contact angle $\theta_a \in [170^\circ, 180^\circ]$ (Figure A.4)

2) Sensitivity to average advancing contact angle $\theta'$ for a uniformly oil-wet system ($\alpha=1.0$) (Figure A.5)
Figure A.5 Sensitivity runs - input dialogue window: settings for sensitivity to average advancing contact angle $\theta_a=95^\circ, \ldots, 175^\circ$ with oil-wet fraction $\alpha=1$ and $Therm$ oil layers existence criterion.
APPENDIX B - EQUATIONS

B.1 Right boundary of the shapes envelope

Here, we derive the inequality for the right boundary of the shapes envelope on \((G,H)\) plot (Figure 3.4):

\[
G \leq \frac{H - H^2}{\pi}. \quad (B.1)
\]

This can be obtained from one of the inequalities collected by Scott and Awyong (2000):

\[
A \leq R_{ins} (L - \pi R_{ins}). \quad (B.2)
\]

Firstly, multiply both sides of Eq.(B.2) by \(A/(L^2 R_{ins})\) and replace \(A/(R_{ins} L)\) with dimensionless hydraulic radius \(H\) and \(A/L^2\) with shape factor \(G\):

\[
H \leq H - \pi G. \quad (B.3)
\]

Then Eq. (B.1) can be derived from Eq. (B.3) very easily.

B.2 Half Angle Expression for n-Star

Here, we derive expression for \(n\)-cornered star half-angle \(\gamma\):

\[
\gamma = f(n,G) = -\frac{\pi}{2n} + \frac{1}{2} \cos^{-1}\left(\cos\left(\frac{\pi}{n}\right) - 8nG \cdot \sin\left(\frac{\pi}{n}\right)\right). \quad (B.4)
\]

Eq. (B.4) can be obtained from the second Eq (3.2) for the \(n\)-cornered star shape factor. Applying the following trigonometry rule:

\[
\sin \alpha \cdot \sin \beta = \frac{1}{2}\left(\cos(\alpha - \beta) - \cos(\alpha + \beta)\right). \quad (B.5)
\]

the second Eq (3.2) can be rearranged as follows

\[
4n \sin\left(\frac{\pi}{n}\right) G = \frac{1}{2}\left(\cos\left(\frac{\pi}{n}\right) - \cos\left(2\left(\gamma + \frac{\pi}{2n}\right)\right)\right). \quad (B.6)
\]

Then it can be rearranged as

\[
\cos\left(2\left(\gamma + \frac{\pi}{2n}\right)\right) = -8n \sin\left(\frac{\pi}{n}\right) + \cos\left(\frac{\pi}{n}\right). \quad (B.7)
\]

Eventually, Eq. (B.4) can be derived straightforward from Eq. (B.7).

B.3 Poisson’s equation for single phase conductance calculation

To derive the Poisson equation for single phase conductance calculations, we have made the following assumptions

- steady-state laminar flow of incompressible fluid
- constant viscosity
- gravity forces are neglected
- fluid flow is parallel to capillary tube medial axis (Z axis)
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- no-slip boundary conditions at the pore wall.
- constant pressure gradient along the pore

For laminar flow of a Newtonian fluid the continuity and the Navier-Stokes equations are given as following:

\[ \frac{\partial \rho}{\partial t} + \nabla \cdot (\rho \vec{v}) = 0, \]
\[ \rho \left( \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla (\vec{v}) \right) = -\nabla p - \mu \Delta \vec{v} + \left( \frac{1}{3} \mu + \mu_v \right) \nabla (\nabla \cdot \vec{v}) + \rho \vec{g}, \]

where \( \rho \) – fluid density, \( \mu \) – dynamic viscosity, \( \mu_v \) - volume viscosity, \( g \) – gravity constant, \( \vec{v}=(v_x, v_y, v_z) \)– fluid velocity vector.

Assuming steady-state flow (\( \partial \vec{v}/\partial t = 0, \ \partial \rho / \partial t = 0 \)) of an incompressible fluid (\( \rho=\text{const} \)) and that gravity forces are negligible (\( g=0 \)) Eq.(B.8) can be reduced to:

\[ \nabla \cdot \vec{v} = 0, \]
\[ \rho \vec{v} \cdot \nabla \vec{v} = -\nabla p - \mu \Delta \vec{v}, \]

Since flow is parallel to Z axis, the fluid velocity vector becomes \( \vec{v}=(0, 0, v_z) \) and Eq. (B.9) is simplified further:

\[ \frac{\partial v_z}{\partial z} = 0, \]
\[ \mu \left( \frac{\partial^2 v_z}{\partial x^2} + \frac{\partial^2 v_z}{\partial y^2} \right) = -\frac{\partial p}{\partial z}, \]

Therefore \( v_z=f(x,y) \). We also assume constant viscosity \( \mu \) and the constant pressure gradient \( dp/dz=\Delta P/l \) (\( \Delta P \) pressure drop alone the tube and \( l \) is the tube length). Thus, Eq. (B.10) can be rewritten in terms of a “reduced” velocity \( u \) (dimension – length\(^2\)):

\[ u = \frac{v_z \mu l}{\Delta P}, \]
\[ \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = -1, \]

Finally, we assume no-slip boundary conditions at the pore walls, which means that \( u=0 \) at the boundary.

\[ u \big|_{\Gamma=\Omega} = 0, \]
\[ \Delta u = -1, \ (x,y) \in \Omega \]
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B.4 Shape Factor for Elementary Triangle in n-Star

Here we derive the expression for the shape factor $G_{n,γ}^t$ (Eq. (3.14)) of an elementary triangle COD (Figure 3.3):

$$G_{n,γ}^t = \frac{1}{2} \frac{\sin(γ)\sin\left(\frac{π}{n}\right)\sin\left(γ + \frac{π}{n}\right)}{\left(\sin(γ) + \sin\left(\frac{π}{n}\right) + \sin\left(γ + \frac{π}{n}\right]\right)^2}, \quad 0 < γ \leq \frac{π}{2} - \frac{π}{n}. \quad (B.13)$$

Based on the shape factor definition and Figure 3.3 we can obtain:

$$G_{n,γ}^t = \frac{A_{n,γ}^t}{(L_{n,γ}^t)^2}, \quad A_{n,γ}^t = \frac{1}{2} DC \cdot DO \cdot \sin\left(γ + \frac{π}{n}\right), \quad L_{n,γ}^t = DC + DO + OC, \quad (B.14)$$

where $A_{n,γ}^t$ and $L_{n,γ}^t$ - area and perimeter of triangle COD respectively, $DO = R_{ins}$, while DC and OC can be derived from trigonometry (Figure 3.3):

$$DC = \frac{R_{ins} \sin\left(\frac{π}{n}\right)}{\sin(γ)}, \quad OC = \frac{R_{ins} \sin\left(γ + \frac{π}{n}\right)}{\sin(γ)}. \quad (B.15)$$

Expressions for $A_{n,γ}^t$ and $L_{n,γ}^t$ can be obtained now by substituting Eq.(B.15) into Eq.(B.14):

$$A_{n,γ}^t = \frac{1}{2} \left(R_{ins}\right)^2 \frac{\sin\left(\frac{π}{n}\right)\sin\left(γ + \frac{π}{n}\right)}{\sin(γ)}, \quad L_{n,γ}^t = R_{ins} \frac{\sin(γ) + \sin\left(\frac{π}{n}\right) + \sin\left(γ + \frac{π}{n}\right)}{\sin(γ)}. \quad (B.16)$$

Finally, Eq.(B.13) (or Eq.(3.14)) can be derived now by substituting Eq.(B.16) into Eq.(B.14).