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Abstract

Virtual textile databases provide a cost-efficient alternativilhe use of existing hardcover
sample catalogues. By taking advantage of the high performaateee offered by the
latest generation gfrogrammable graphics accelerator boaydsis possible to combine
photometric stereenethods with3D visualisationmethods to implement a virtual textile
database. In this thesis, we investigate and comibtagon invarianttexture retrievalwith

interactive visualisation techniques.

We use &8D surface representatiothat is a generic data representation that allows us to
combinereal-time interactive3D visualisationmethods with present ddgxture retrieval
methods. We begin by investigating the most suitable data fdionahe 3D surface
representationand identify relief-mapping combined with Bézier surfaces as the most
suitable 3D surface representationfor our needs, and go on to describe how these
representation can be combined feal-time renderingWe then investigate ten different
methods of implementingptation invarianttexture retrievalusingfeature vectorsThese
results show that first order statistics in the form of histogdata are very effective for
discriminating colouralbedo information, while rotation invariant gradient mapsare
effective for distinguishing between different typeswatro-geometryusing either first or

second order statistics.
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I lllumation vector 41.1 vector

rm_ray The relief-mapping surface rayE.1.10 function
intersection function

M Jrojection The camera perspective projectipg.1 matrix
matrix.

M iedo The texture coordinate E.1 matrix
transformation matrix for the
albedo and normalmap textures.

M o The tranformation matrix for theE.l matrix
shadow map texture

M rojector Th(—“‘T trgnsformation matrix for thek.1 matrix
projection texture.

M o deniew The combined geometry and E.1 matrix
camera transformation matrices.

gl_texcood OpenGL output texture coordinate&.1.1 vector

gl_multitexcoor OpenGL input texture coordinates E.1.1 vecto

w The texture coordinate vector E.1.10 vector

K odifiuse The control flag for enabling E.2 scalar
diffuse lighting

K dospecular The control flag for enabling E.2 scalar
specular lighting

K dorelisfmaping The c_ontrol flag for relief- E.2 scalar
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K goshadow The control flag for shadow E.2 scalar
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Keadow The shadow mapping depth E.2 scalar
texture,

K ceitshadow A factor to represent self- E.2 vector
shadowing,
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normalmap texture

o I The dot product for the diffuseE.1.13 scalar
term.

Coero A constant representing nd.1.14 vector
contribution.

l, The reflected light vector inE.1.15 vector
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dopecuar The dot product of the speculgE.1.16 scalar
lighting term.

C The specular lighting contribution, E.1.17 vectof

specfactor
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Caibedo The colour from the albedo textureE.1.18 vector

| giuse The diffuse contribution of theE.1.18 vector
light source.

| specuiar The specular contribution of theE.1.19 vector
light source.

Copecular The resulting specular contributiore.1.19 vector
of the light source.

gl_vertex OpenGL input vertex position E.1.2 vector

(o A constant colour representing n&.1.20 vector
contribution.

| nbiont The ambient contribution of theE.1.21 vector
light source.

Cabedo The colour retrieved from theE.1.21 vector
albedo texture,

Combiont The contribution from the ambienE.1.21 vector
term.

Cona The final colour for the pixel E.1.22 vector
fragment,

Cone A constant representing maximunk.1.25 vector
colour intensity.

gl_position OpenGL output vertex position E.1.3 vector

Ciangentspae The eye vector transformed intd.1.5 vector
tangent space.

| positon The position of light source ipE.1.6 vector
world space.

| angentspae The light vector transformed infoE.1.6 vector
tangent space.

| girection The direction of the light source |rE.1.7 vector
world space.

I' angentspae The normalized light vector inE.1.8 vector
tangent space.

€' (angentspae The normalized eye vector (rE.1.9 vector
tangent space.

tp True positive 2.4.2 scalar

fp False positive 2.4.2 scalar

fn False negative 2.4.2 scalar

tn True negative 2.4.2 scalar

(l,.0,) Individual elements of the 4.1.1 vector
illumination vector

p First gradient field for photometrig 4.1.9 scalar
stereo

q Second gradient field for 4.1.9 scalar
photometric stereo

t Tilt angle 41.1 scalar
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s Slant angle 4.1.1 scalar

f, Gradient angle in radians 4.2 scalar

f Gradient angle in radians 4.2 scalar

p' Tangent vector in tangent space 4.2 vectg

q Binormal vector in tangent space 4.2 vector

PR Direction vectors of incident 4.1.2 vector
illumination

L Matrix formed from direction 4.1.3 matrix
vectors
O P

n Unit surface normal 4.1.4 vector

K, Reflectance factor (albedo) 415 scalarn

t Scaled surface normal 4.1.6 vector

(t,.t,.t,) Components of the scaled surfacg4.1.7 scalar
normal

M angentspee The inverse transpose M .. ... | 9-5-2 matrix

t Abbreviated form of the tangent | 5.5.2 vector
vector

b Abbreviated form of the binormal| 5.5.2 vector
vector

n Abbreviated form of the normal | 5.5.2 vector
vector

p Abbreviated form of the world 5.5.2 vector
space coordinate

(t,.t,.t,) Scalar components of the tangent5.5.2 vector
vector

(b.b,.b,) Scalar components of the bi- 5.5.2 vector
normal vector

(n,,n,,n, Scalar components of the surface 5.5.2 vector
normal vector

(Py, Py, P,) Scalar components of the point op5.5.2 scalar
the surface

p Geometric point 5.5.3 vector

U Row vector 5.5.3 matrix

M s Basis matrix 55.3 matrix

C The set of control points 5.5.3 matrix

F(u) The Bézier curve 5.5.3 functio

n The degree of the curve 5.5.3 scalar

C The control points for the Bézier | 5.5.3 scalar
curve

C, The control points for a spline 5.5.3 scalar
curve

p(u) The cubic Bézier spline curve 5.5.3 functig

N
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p'(u) The first derivative of the spline | 5.5.3 function
curve

b, The coefficients of the basis matnix 5.5.3 scala

n The degree of the Bézier rectang|es.5.3 scalar
in u

m The degree of the Bézier rectang|es.5.3 scalar
in v

F(u,v) The Bézier rectangle function 5.5.3 function

C The control points for the Bézier | 5.5.3 scalar
rectangle

F(u,v,w) The Bézier triangle function 5.5.3 function

(u,v,w) Parametric coordinates in thre&.5.3 scalar
dimensions

Cik The control points for the Bézies.5.3 scalar
triangle

I, Resulting output intensity for 6.1.4 vector
lighting calculations

K, The fraction of light emitted by | 6.1.4 vector
ambient reflection

K, The fraction of light emitted by | 6.1.4 vector
diffuse reflection

K, The fraction of light emitted by | 6.1.4 vector
specular reflection

o Specular power factor of a materigl 6.1.4 vectoy

at The fraction of light that reaches | 6.1.4 vector
the surface due to the attenuatior
of light.

€ The eye vector (normalized 6.1.4 vector
direction vector pointing towards
viewpoint)
The light vector (normalized 6.1.4 vector
direction vector pointing towards
the light source)

r The light vector reflected through| 6.1.4 vector
the surface normal

f(xy) A 2D signal in the spatial domain| 7.6.1 function

F(u,v) A 2D signal in the frequency 7.6.1 function
domain

(u,v) Coordinates in the frequency 7.6.1 scalar
domain

(X, y) Coordinates in the spatial domair 7.6.1 scalar

(r,s) Dimensions of the frequency 7.6.1 scalar
domain

F.(r,s,,fwe) | The Ringfilter function 7.6.3 function
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r Radius in frequency space 7.6.3 scala

S, Standard deviation of radius in | 7.6.3 scalar
frequency space

Feentre Arithmetic mean of radius in 7.6.3 scalar
frequency space

Fu(9:S ; Geontre) The Wedge filter function 7.6.3 functio

q Angle in the frequency domain 7.6.3 scalar

s, Standard deviation of angle in the 7.6.3 scalar
frequency domain

Qeorre Arithmetic mean of angle inthe | 7.6.3 scalar
frequency domain

I (u,v) Image of the filter in the spatial | 7.6.3 array
domain

I, (u,v) Image of the texture in the spatial 7.6.3 array
domain

1{(u,v) Image of the filter in the frequency7.6.3 array
domain

1 ¢(u,V) Image of the texture in the spatial 7.6.3 array
domain

r(u,v) Combined texture and filter image 7.6.3 array
in the frequency domain

e(x,y) Combined texture and filter image 7.6.3 array
in the spatial domain

0, Output value of the filter 7.6.3 scalar

F .S, The Gabor filter function 7.6.5 functio

rcentre' q’ s q’ qcentre)

F.(r,s,t) The Schmid filter function 7.6.6 functio

Fo(s,t) A constant added to Schmid filters7.6.6 function
to ensure a zero DC component.

Fym(s,1) The Gaussian filter function 7.6.6 functig

Floc(s.T) The Laplacian-of-Gaussian filter | 7.6.6 function
function

G'(x,¥,9) The Gaussian first derivative filter 7.6.6 function
function

G"(x,v,9) The Gaussian second derivative | 7.6.6 function

filter function
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2D Two-Dimensional 2.3.11
3D Three-Dimensional 2.4.3
BRDF Bidirectional Reflectance Distribution Funetig 2.1.1
BSDF Bidirectional Scattering Distribution Function 2.1.3
BSSDF Bidirectional Subsurface Scattering Distridnut 2.1.1
Function
BSSRDF Bidirectional Scattering Surface Reflectance 2.1.1
Distribution Function
BTDF Bidirectional Transmission Distribution 2.1.3
Function
BTF Bidirectional Texture Function 215
CPU Central Processing Unit 2.1.1
CUReT Columbia-Utrecht Reflectance and Texture | 3.3
Database
FFT Fast Fourier Transform 3.3
GPU Graphics Processing Unit 2.2.3
IFFT Inverse Fast Fourier Transform 7.6
JPEG Joint Photographics Experts Group 2.3.1
KBytes Kilobytes 2.3.1
LRGB Luminance, Red, Green, Blue 2.1.7
MBytes Megabytes 2.2.8
MR-4 Maximum Response 4 2.3.19
MR-8 Maximum Response 8 2.3.19
NURBS Non-Uniform Rational B-Spline 21.1
PTM Polynomial Texture-mapping 2.1.7
RGB Red, Green and Blue 2.1.5
RGBA Red, Green, Blue and Alpha 4.2
VDM View-Dependent Displacement Mapping 5.4.5
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Definition of Terms

Terms Definition Section First
introduced
3D Geometric A data structure used to represent a|3D1
model object. It may be comprised from |a
collection of vertices and polygons or| a

collection of parametric surfaces.

3D graphics A series of stages used to render 3D viewst

pipeline given a set of geometric data.

3D surface The representation of 3D characteristics afl

representation a surface. This includes gradient and
heightmap information along with colour
information.

3D visualisation | The presentation of mathematiedhdn a) 1.2

visual form.

Accuracy The ability of an information retrieva.2.6
system to select relevant items and discard
non relevant items.

Accuracy rate The ability of an information retray 2.2.6
system to select relevant items and discard

non relevant items.

Albedo

The basic colour information of a texture.1

sample under ambient light conditions.

Alpha channel

A fourth channel of data used to aemm?2.1.8
the existing red, green and blue colour

channels of a pixel. Used for a variety
purposes including
heightmap and specularity.

transpareng¢

of
Y,

Basis matrix

A matrix used to define high-ordenasg
and surfaces such as NURBS.

5.5.3

Bisection method

A method of root finding within

a6.1.3

interval. The interval is subdivided in half

until the root is found.

Boundary A colour histogram in which the data |i2.3.3

histogram corrected for variations in illumation
conditions.

Camera The area of a scene visible to a cameseb.2

projection space | perspectively projected into the cube (-1,-
1,-1) to (1,1,1).

Camera space The local coordinate system of a eameb.5

Chromatic The rainbow effect due to the fact thd.1.5

aberration refraction angle of a single photon of light

is proportional to the wavelength.

Colour histogram

A method of texture classificatibased
only on the frequency distribution
individual colours within the texture.

2.3.3
Df
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Colour ratio A histogram in which the derivative or th&.3.3

histogram logarithm of the data is used to construct
the table of values

Combined filter | A method of texture classification that | 7.4.4

banks combines together all of the existing filter
methods.

Control net A series of vertices used to contrat |t6.5.3
shape of a parametric surface.

Control points A series of vertices used to contiw| 2.5
shape of a parametric surface.

Curvature The level at which a two-dimensional4.5
parameteric surface curves in three
dimensional space. As there are two
parametric coordinates, a two-dimensional
can either have a curvature level off 0
(planar), 1 (cylindrical) or 2 (torus, torus-
knot, helix)

DC component A constant used by the Schmid fikeirs| 2.3.17
order to make the average sum to zero.

Depth texture Another term for a heightmap. The depth.1.4

map texture map represents the depth into |the
geometric model.

Displacement A texture map in which each pixel.1

map represents the displacement on the
resulting surface.

Environment A method of giving a material a reflective.1.5

mapping appearance. The reflection vector for each
pixel fragment is calculated, and then used
to index a texture map (the environment
map) which can be a variety of shapes
(two hemispheres, a cylinder or a cube)

Eye vector The direction vector between a point| ¥
the surface of a 3D geometric model and
the observer.

Fallout The ability of an informationr retrieval | 2.4.2
system to retrieve non-relevant items to
the search query.

Feature vector A compact set of data values |thad
represent the unique properties of| a
database entry. These may be easily
compared to facilitate texture retrieval.

Filter bank A series of filters that operate in {H&3.14
frequency domain, with the resulting
outputs used to create a feature vector.

Fine scale surface The appearance of very small detail suéhl.5

detalil as wrinkles, dents and bulges on a surface,
which change as the position of the light
source changes.
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Fragment shader| A programmable stage in the graphic4.7
pipeline.

Frequency The resulting image created by applying.3

domain the FFT to a standard texture image. The
resulting image represents the energy
contribution of particular frequencies and
directions.

Fresnel reflection| The effect that the sides of aject| 6.1.4
viewed from side on will appear mofe
reflective than those viewed from straight
on.

Gabor filters A series of frequency domain filter3.3.16

which are sensitive to both direction and

frequency.

Gaussian filter A frequency domain filter used |®.3.18
implement the smoothing of an image.

General lighting | A mathematical equation which model2.1.2

function the appearance of a surface down to the
points and times of absorption apd
emissson of individual photons of light.

Geometric point | A single point on the surface ofd3@ | 2.1.10
geometric model.

Gloss maps A texture maps that represents | the.8
reflective properties of a material

Gradient field A texture image that defines thedgeat | 1.1
in a selected axis of an image.

Gradient A histogram in which each bin represent8.3.1

histogram a particular range of gradient values

Heightmap A texture image that defines the heidght21.11
each pixel on the texture.

Histogram A statistical method of analyzing data|i.8.3.1
which data elements are grouped together
according to particular ranges.

Horizon mapping| A 3D surface representation methddl.6

which defines a horizon map for each

texture pixel. The horizon map uses a
single bit to indicate whether the light
source is visible from a particular
direction.

lllumination The direction vector towards the lightt.1

vector source.

Image data The pixel information contained withinlal
two-dimensional array of pixels.

Integration A method of converting surface normal.l

methods information into a heightmap.
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Inter-reflectance | The ability of a lighting equatito model| 3.3
light reflected between different areas |of
the same surface.

Interval analysis | A method of root-finding with cphax | 5.5.3
surfaces.

Laplacian-of- A filter in the frequency domain2.3.19

Gaussian measuring the ™ spatial derivative of an
image.

Leung-Malik A frequency domain filter bank based ona3.18

filter bank collection of Gaussian, Laplacian-gf-
Gaussian, Edge and bar filters.

Light projection | The local coordinate system of thé.1.5

space projective texture of a light source.

Light projection | The texture of a light source that is used 5.2

texture model the light distribution of that light
source.

Light vector The direction vector between a point|&.5.4
the surface of a 3D geometric model and a
light source.

Lighting equation| A mathematical equation useddaicuate| 2.1.6
the resulting colour of a point on |a
surface.

Lighting model A mathematical equation used to 1.2
calculate the resulting colours.

Linear searching | The first stage in interval aniglydhis| 5.4.9
involves stepping forward along the
direction vector of the ray at fixed
intervals.

Local coordinate | The coordinate system for a particuld.5.2

system entity in a 3D scene.

Macro-texture The basic topology that gives a 3[ech 5.4
its recognizable shape. This is the
difference in shape in objects such as a
tea-cup and a plate.

Magnification The situation when the textured scefaf| 6.1.3
a 3D geometric model is larger than the
texture applied onto it. Either the neargst
pixel can be selected, or the four nearest
pixels can be interpolated.

Micro-texture The fine scale detail of a textureord a| 5.4
distance a surface may appear smooth, but

viewed under large magnification it w

have a unique texture such as scales,

ripples, bumps or grooves. This is
micro-texture.

e
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Definition
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Minification

The situation when the texture surfadea

6.1.3

3D geometric model is smaller than the

texture applied onto it. Either the near
pixel can be selected, or MIP-mappi
can be used.

est
ng

MIP-mapping

A method of improving the visual qual
of a texture. MIP-mapping requires th
each texture is replaced by as a set
textures, each half the size of the other.

it2.1
at
of

Model space

The local coordinate system of a
geometric model.

3.2

Motion parallax

The effect of perspective that aclge 5.4.7
closer to the camera appear to move

greater distance than those further away

Normalmap

A method of adding detail to a texture
defining an individual surface normal f
each pixel.

B8

DI

Parallax mapping

A method of
motion for 3D surface representations.

implementing parall&x4.7

Parametric A variable used to define either 2.1.7

coordinate parametric curve or surface.

Parametric curve| A curve that is defined using & &g 5.5.3
control points, a basis matrix and|a
parametric coordinate.

Parametric A surface that is defined using a set| @2.5

surface control points, two basis matrices and a
pair of parametric coordinates.

Perspective The method used to make a distant |3D2.5

projection geometric model appear smaller than the
same object viewed from close by.

Perspective The matrix used to implement perspective.1

projection projection

matrix

Phong lighting A lighting model that models specularity.1.2

model using a power equation based on the [eye
vector and the light vector.

Photometric An image used for the purposes |&.3.1

image photometric stereo.

Photometric A method of acquiring the 3D surfacd.2

stereo representation of a material using| a
number of images.

Point set surfaces A method of representing 3D gdogm2.1.10
using an array of points

Polarogram A method of implementing rotationalls.3.20

invariant texture classification
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Precision The ability of an information retrieval | 2.4.2

System to to return only items relevant to

the search query.

Programmable | A graphics board for a computer whichi.1
graphics can accept programs and execute them in
accelerator board| hardware.

Projective A method of modeling the distribution 06.5.2

lighting light from a light source using a texture.

Real-time Rendering of geometric objects and.1

rendering scenes at no less than 15 frames |per
second.

Recall The ability of an information retrieval | 2.4.2
system to return every relevant item to the
search query.

Relief-mapping A rendering method which combinethbdl.1
normalmaps and heightmaps to texture
surfaces.

Rendering A technique for Vvisualizing a 3D1.2

method geometric model.

Ring filter A frequency domain filter which is only2.3.15
sensitive to frequency and not direction,

Rotation Independent of surface orientation. 1.2

invariant

Scan-line A method of rendering objects into th&.5.3

interpolation framebuffer by determining the bounding
leftlost and rightmost pixels of each raw
and processing every pxiel inbetween.

Scattering A 3D surface representation method 211

function

Scene-shadowing The ability of a 3D geometric mddel6.1.3
cast shadows onto other 3D geometric
models within a 3D scene.

Schmid filter A frequency domain filter that is gnl2.3.17
sensitive to selected frequencies and |not
direction.

Self-occlusion The ability of the nearest areassBbace| 2.1
representation to appear in front of more
distant areas.

Shadow mapping| A method of implementing shadowa |ii.2
3D scene by using the depth map of fthe
scene rendered from the viewpoint of the
lightsource to determine whether a pajint
is in shadow or not.

Shadowmap The texture used to determine whetheét. 27
point in a rendered 3D scene is in shadow

or not.
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Shape from A method of recovering gradient an®.2.3

shading heightmap information of an object from a
number of photometric images.

Spatial domain The default domain for a standaxtute | 2.3
image.

Specularity map | A texture map that allows the diusss| 4.2
of a texture to specified on a per pixel
basis.

Sphere mapping | A 3D surface representation thanauntgs| 5.4.9
each pixel in the texture with the distarce
to the nearest points on the surface, for a
number of height layers.

Spherical Coordinates based on longitude ari1.3

coordinates latitude.

Spherical The Fourier series applied onto th2.2.8

harmonics surface of sphere.

Surface light field| A four dimensional function whi|2.1.1
defines the amount of light reflected frgm
a uniform material.

Surface material | A data object which defines hov8| 2.1.3

geometric model should be textured.

Surface normal

The unit vector defined by the crd34.8

product of two partial derivative vecto
(tangent vector and binormal vectors).

IS

Surface
orientation

The rotational position of a texture imai
acquired using photometric stereo.

p2.3.20

Tangent space

The local coordinate system of ales

1’5

point on the surface of a 3D geometric

model.

Tangent space
vectors

Three unit vectors defining a coording
system for the current parametric point

1t8.5.2

Texton filter A filter used to detect a fundamengait | 7.1
of texture such as a point, edge or corner.

Textons Fundamental units of texture such g82.8.18
point, edge or corner.

Texton dictionary| A collection of textons that ax@pable of 2.3.18
synthesizing a complete image

Texture analysis | The statistical analysis of thepprties| 2.3.5
that make each texture different.

Texture The ability for a computer system td.2

classification discriminate between textures based|on
their statistical properties.

Texture data The pixel information contained witlain2.3.14
two-dimensional array of pixels.

Texture database| A database comprised of textuagesn | 1.1

Texture features | The statistical properties ofxéuie. 2.3.1

Texture image A single sample of a texture. 2.3.9
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Texture memory | Computer memory used to store textdrl.11
images.

Texture retrieval | The retrieval of texture sampfesm a| 1.2
texture database.

Texture space The local coordinate system of autext.4.9
map. This is based on a number |of
parametric coordinates.

Texture-mapping| The ability to apply a texture irmamto a 1.4
3D geometric model when rendered usjng
the graphics pipeline.

Translucency The ability of a lighting equation |18.3
represent light that has travelled throygh
the interior of a 3D geometric model.

Transparency The ability of a rendered fragment 2fl.11
texture to allow the final colour to he
combined with existing colour in the
framebuffer. This allows a 3D geometric
model to have a transparent appearance.

Transparency A texture map that allows the level 05.4.10

map transparency to vary per pixel.

Vertex shader One of the programmable stages of 54

graphics pipeline. This stage transforms

vertices.

Vertex
transformation

One of the stages of a fixed functionality.4

graphics pipeline.

View-dependent
displacement

A method of displacement mappi
implemented using a single texture.

n@.2.1

mapping

Visual quality The photorealistic appearance of| 584.2
computer generated image.

Wedge filter A frequency domain filter which [.3.14

sensitive to direction only.

XXX




Chapter 1 — Introduction

1.1 Motivation

The main motivation for the research reported kg thesis was the need of a large
number of manufacturing industries to find an ediit way of implementing both
online and offline virtual textile databases, wstich manufacturing industries including
the automobile industry, the aeronautical industtlye interactive-entertainment
industry, the film industry, and in particular thextile manufacturing industry.
Traditionally, a textile manufacturing company et the range of textile products
available through the distribution of textile samjplooks. These books can range from
small paperback albums of swatches of fabric tor-foch thick A3 sized binders
containing hundreds of fabric samples. The distibuof such textile sample books
also poses a problem. For a single manufactureplging every customer with a new
set of textile sample books will also incur the tco$ national and international
transportation and delivery. Due to the time regegiito collect, bind and document all
textiles available, publication of such documemstsestricted to an annual or seasonal
release date. In addition, customers are only &tbto borrow these books for a short
period of time, rather than allowed to keep themmmamently. While alternative
methods such as paper catalogues are readily blaithey still have the disadvantage

of requiring the physical distribution of such datues to all interested customers.

Fortunately, the rapid availability of Internet bdsapplications such as standalone and
embedded web browsers provides an alternative isnluRather than distribute the
textile catalogues physically, it is now possibte glace an entire textile catalogue
online, and allow potential customers to view owdtoad the catalogue without the
associated physical distribution and collectiontgoshe use of such catalogues also has
the advantage that search engine technology carsdskto enable customers to search

for particular textile patterns, thus effectiveleating aexturedatabase
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However, there are two problems with such onlinlogues. The first problem is that
the search features of such databases are styl basic, with the simplest feature
consisting of a simple keyword search for a coloulassociated name, and the most
complex search feature being able to search foclibsest colour. The second problem
is that neither of the existing methods of presentextile databases (physical books or
web-based online catalogues) solves the problemalloving the user to visualize
individual textile samples under changing lightimgnditions. Such examples of
changing light conditions include the customer ptglyy changing the orientation of
the textile sample, or moving the textile samplst@alight source (sunlight, light bulb,
or fluorescent tube). Some textile manufacturerehatempted to provide 3D views of
their products by photographing their products fromltiple directions and allowing
the user to switch between these images, thusimgetite illusion of rotation. While
making the user-interface interactive, it doesswve the problem of allowing the user

to change or control the lighting conditions of thesired textile sample.

A solution to this problem comes in the form of tenbination oshape-from-shading
algorithms [Woodham1980ijntegration method§Frankot1988] and the availability of
consumer leveprogrammable graphics accelerator board#/ith the use ofshape-
from-shading algorithms, it has become possible to acquire 8@ surface
representatiorof a textile (amalbedoimage, twogradient fieldsand/or aheight field.
This 3D surface representatiopan then be used in conjunction with a variety of
rendering techniques such as Blinn bump-mappingnf@B78] [Cook1982]relief-
mapping [Olivieria2000], per-pixeldisplacement mappingvith distance functions
[Hart1996] and shell mapping [Porumbescu2005] tabémn the user to interactively
view textured3D geometric models real-time With, the availability of the additional
data provided by3D surface representationsiew methods of searchinggxture
databasesare now required, in particular, methods that eapable of finding similar

samples regardless of orientatioatétion invarianj are required.

Thus, there are three objectives for this theskee Tirst objective is to determine the
most suitable8D surface representatiofor the acquisition, retrieval and visualisation
of textiles. The second objective is to determime inost effective way of searching a
textile database composed from a set3bf surface representationand the third

objective is to determine the most effective wayrdsenting the textilanage datato
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the user through the use i@al-time renderingechniques provided bygrogrammable
graphics accelerator boardeind through the use of the appropriate selectibn o

geometric objects



1.2 Scope of the research

The research carried out by thesis includes tHeviag:

Identifying the most suitable method of represeantine micro-geometryof
textile samples acquired usipiotometric steredechniques (th8D surface
representation

Identifying the most suitableendering methodo present the acquire8D
surface representationsf textile samples (thenicro-geometry combined
with the 3D geometry of an object (thmacro-geometryto the user as
realistically as possible ireal-timeg using current generatigorogrammable
graphics accelerator boards

Identifying the most suitable methods of implemegtihe feature extraction
and similiarity matching modules of a modern infatian retrieval system

based upomnotation invarianttexture featuresf 3D surface representations.

The first area of investigation involves identifginthe most suitable method of
representing the unique texture characteristic8fsurface representations textile
samples that is both compact and flexible enoughetaised for similarity matching
usingrotation-invarianttexture retrievaimethods andeal-time 3D visualisationusing
current graphics hardware. The second area of iigat®n involves identifying the
most suitable way to present the&l@ surface representatiorts the user in terms of
memory usagegeal-timeperformancelighting modelsandshadow-mappingechniques
and3D geometric objectaunning on the current generationgybgrammable graphics
accelerator boardsThe third area of investigation is the identifioa of the most
suitable method ofotation invarianttexture classificationn order to implement a
texture retrievalsystem that will allow the user to select texturased upon similarity.
Because the three objectives of this thesis aredbapon the acquisition, visualisation
and retrieval of textile samples, implementingeal-time physics system modeling the
animation, draping, folding and wrinkling of clots beyond the scope of this thesis,

and we do not perform a survey in this area.



Note that in this thesis we focus our attentiontloa evaluation of the capabilities of
texture featuredor texture retrievalrather than examining the issues concerning the
design and implementation of a compligeture retrievalsystem such as that provided

by the Ferret framework [Lv2006].
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1.3 Thesis Organisation

We have organized this thesis is into seven chafeigure 2). In Chapter 2, we
provide a review of the literature considered mref#vant to our research into acquiring
3D surface representationpresenting thes8D surface representation® users via
real-time rendering methodsand retrieving suct8D surface representationssing
rotation-invarianttexture retrievalmethods. In Chapter 3, based upon our review, we
describe a representation suitable for use witth bk acquisition of3D surface
representationsof textiles usingphotometric stereaechniques. In Chapter 4, we
conduct a brief review of the use @hotometric stereao acquire3D surface
representationswvhich are suitable for use witlexture retrievaland visualisation of
textiles. In Chapter 5, we identify ten candidatetmods of visualizing thes3D surface
representationsin real time usingprogrammable graphics accelerator boardsd
identify the one most suited to our needs. In CéraPpt we describe how we present the
textile samples to users ipal-time In Chapter 7, we identify and evaluate ten défdr
methods of implementingexture retrievalwith 3D surface representationtn Chapter

8, we summarize the research carried out by tlasishand describe the applications of

our research in commercial visualisation appligatio
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1.4 Original Work

We believe that this thesis contains the followanigiinal work:

1. In Chapter 6, we describe a method of visualizilg 8D surface
representationsthat combine together procedural surface generatd
parametric surface to represent thenacro-structure texture-mappingand
relief-mappingto represent themicro-structure dynamic point and infinite
light sources and hardwasthadow-mappingall integrated together in order
to achieve interactive 3Deal-time renderingof textile samples. To our
knowledge, this is the first time that all such huets have been combined
together in a single application.

2. We also believe that this thesis, combined with pravious publications,
makes an important contribution to the researchidief texture retrieval
through the evaluation of a settekture featureshat exploit both colour and
surface relief periodicity information and that tlseommon data set with that

used by (1) above.



Chapter 2 - Literature Survey

In this chapter, we perform a survey of the redediterature relevant to the areas of

investigation identified and described in Chapteftiese are:

Identification of candidat8D surface representationsiost suitable for use
with fast, time-efficient acquisition methodstation-invarianttexture retrieval
andreal-time3D visualisation(section 2.1).

Identification of the most suitable way to implerhéhe 3D visualisationof
these3D surface representatiortd textile samples usingeal-timelighting and
shadow generation techniques wiBD geometric modelsthat run on
programmable graphics accelerator boar@ection 2.2).

Identification of the most suitable methods of iemknting thetexture

retrieval of textile samples usingptation- invariant featuregsection 2.3).

As the objective of this thesis is to implemenextite database system that integrates
3D real-time visualisation withrotation-invariant texture retrievalit is essential that
eachtexture databasentry should be in a format that can be used th lpenerate
rotation-invariant feature vectorand generate texturesal-time3D visualisation This

is the purpose of th8D surface representatioBecause we wish to present thero-
geometryof textile samples as photorealistically to usasspossible, we choose to
investigate suitable methods of visualisBIj geometric objectith shadows. As we
also wish users to be able to select textiles basezimilarity to each other, we choose
to investigate methods of generatifegture vectordrom the micro-geometryand the
colour information. We begin our survey by reviegircandidate 3D surface

representations
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2.1 Review of Candidate 3D Surface Representations

As we mentioned previously in Chapter 1, in ordesticcessfully implement threal-
time 3D visualisatiorandrotation-invariant texture retrievastages of this thesis, it is
necessary to have a common data format that ialdeitor use by both of these stages.

We refer to this data format #se 3D surface representation

For the purpose of representing textile samplesbel®ve that it is important that our

representation can encode th&ero-geometryand colour of the textile samples and that
this should be combined witimacro-geometrynformation on the overall shape of the
sample as double curvature and other undulatingeshean be effective for presenting

the textile properties to the user.

To satisfy these requirements, we perform a litemsurvey of all such documented
representations, and choose the data format thabost suitable to the following

criteria, arranged in the order of importance:

Must be able to be visualisedneal-time

Must be able to be acquired using time efficiemjuasition methods

Must be able to represent the textile at a suithige resolution

Must be compact in the use of system memory or mgosEage

Must be able to represent both the colour amdro-geometryof textiles
samples ie. represent the variation in appearaheerass an image

Must be suitable for the integration with a 3D sad representation that will
be used to define the overall shape of the tegtilaple

Must be able to visualize ttself-occlusiorandself-shadowingf themicro-

geometryof each textile

As the goal of this thesis is to have an interactatabase, we require that the system is
able to operate imeal-time As we require our samples to be as photorealesic
practical, it is essential that the textile samptas be acquired using through some
economic acquisition process and that the acquiisfirocess is also able to present the
micro-geometryof the textile samples at a suitable high resofutio the user. At

present, the two most common screen resolutiond@2dx768 pixels and 1280x1024,
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while high end monitors may have resolutions as lsig 1920x1200. Since we wish to
present thenicro-geometryto the user, this requires a resolution matcheithab of the
screen. Since thexture mappindunctionality of programmable graphics accelerator
boards operates on dimensions based upon the power ofitvwarder to implement
MIP-mapping this imposes a constraint on the size of tex@deple. For this reason,

we choose 512x512 as the default resolution faeeatile samples in this thesis.

At present, there are a large variety of ways afuaing both thealbedoand micro-

geometryof surfaces depending on the dimensions of tlgetaszample. For geographic
terrain hundreds of kilometers in size, the combinese of satellite or airborne
photography, radar and laser ranging are usedduir@cthis data. For 3D objects such
as buildings and artifacts, laser scanning cansied.UAlternatively, silhouette scanning,
stereoscopic and photometric methods are alsoadlail Silhouette scanning builds up
a visual hull of an object by analyzing the silhtbeef the object from multiple camera
angles. Stereoscopic methods make use of multgpteeras while photometric methods

use a single camera, but make use of multiple Bghtces.

We define thealbedoof a textile sample as the colour information ofeatile under
ambient light conditions where the intensity ofhligs identical in every direction. We
define themicro-geometryof a textile sample as the variations in heightlos surface

of the material that cause the effectsseff-shadowingself-occlusionandrough-edge
silhouetteson the appearance of aggometric objecthat thetextile samplds applied

to. As one of the objectives of this thesis is teate a virtual textile database with
textile samples that are as photorealistic as plessd the original textile, it is essential
that both thealbedoand themicro-geometryare represented for visualisation purposes.
The micro-geometrymust also be represented in order to allamation-invariant

feature vectorso be generated faexture retrieval

2.1.1 Selection of the 3D Surface Representation

During the past century, researchers have develapady differentreflectance
functionswhich aim to capture particular attributes of thatemials under study. These

attributes can include the time between absorpiwh emission of individual photons,
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the way in which light received from a particularedtion is reemitted, with the
distribution being measured across the surface dfemisphere, the variations in

appearance across the surface of a materiai@o-geometry

This is in contrast to theacro-geometrpf an object which consists of the physical 3D
geometry of the object itself and is defined byrespntations such as explicit and
implicit surfaces, triangulated meshes, and mocenty, parametric surfacesuch as
Bézier patches and trimmed NURBS surfaces [BézietLfBézier1983] [Piegl1997].
Initially designed for use in the automobile indysparametric surfacesave rapidly
found applications in the aerospace, animation txtile industries. While Bézier
surfaces are limited to representing solid rectérgor triangular patches, NURBS
surfaces can represent 3D geometry consists okdushiapes with trimmed edges and
holes, but at the cost of requiring considerableremprocessor time. Because the
mathematics for evaluating the 3D geometry on Béaiefaces is well documented and
straightforward [Bézierl974] [Bézier1983] [PieglI7Q9 we will not discuss them
further in this chapter except to note that thengetoy is an important issue which we
address in Chapter 5. Therefore, we focus our @ttehere on the representation of the

micro-geometry

As the data set for eaclkflectance functioris measured discretely, each additional
variable will increase the size of the data seatiogly. Thus, there is a trade-off
between the complexity and accuracy of teffectance functiomgainst the size of the
data set. Because of this, many researchers he@if@d more complexeflectance
functionsby only taking into account angular distance betwthe direction of received
or emitted light (isotropic), or by assuming thhe tmaterial has naicro-geometry
Thus, the goal of this review is to identify theflectance functionhat offer the most
accurate representation with an economical useavhony that can be adapted for use
as a3D surface representatioWe begin this review by presenting a version ref t
“Hierarchy of reflectance functions” originally mented by Miller [Miller2004b] and
extended to include botieneral functiongndscattering functiongFigure 3).

In this diagram, eacl8D surface representation methad placed in the graph
according to the number of parameters requirecefmd that function. At the top of the

chart is the General Function which takes into antdoth the time delay and the
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change in wavelength between the absorbed andeeimghotons as well as the
absorption and emission directions. Below are 8mattering Functionand the

BSSRDF, both of which assume the time between pbeor and emission is
instantaneous and that there is no change in phafosorption and emission
wavelength. Each of these systems requires a aayty system to implement using

either using one or more CPU’s, op@grammable graphics accelerator board

Below this level are the BTF and BSSRDF, each oftlvimakes different trade-offs.
The BTF assumes that the photon wavelength rentainstant between emission and
absorption but that the appearance will vary acthessurface, while the BSSRDF
assumes that the appearance will remain constanssadhe surface, but that the
appearance will vary depending upon emission arstrabion directions. Below these
are the Surface Reflectance Field and Polynomiature Map, which assume that the
appearance will vary across the surface, but caifg into account the direction of the
emitted photon.TheSurface Light Field Homogeneous BRDF, BTDF and Diffuse
Subsurface Reflectance Functions, all assume ki tare no variations across the
surface of the material, but that only either theeation of the absorbed or emitted
photon are known. A further simplification of theeogeneous BRDF is the isotropic
BRDF which only takes into account the angle betwt® direction of the absorbed
and emitted photon. All of these methods can opemt currentprogrammable
graphics accelerator boardssing a suitable data compression algorithm, laetthe
disadvantage of being extremely expensive and tim@suming to acquire, often

requiring several hundred camera units to acquioh éextile image simultaneously.

At the very bottom of the diagram are the simplesidels of all. Theelief-mapand
bump-mapassumes that only the intensity of light will vatye to variations in surface
micro-geometrythrough Lambertian or specular reflection, whilge ttexture map
assumes that the emission wavelength remains canstgardless of direction of
emission. Below that is the gloss-map which assuthasthe material is a uniform
colour with no variations across the surface. Eatlthese systems can run on entry
level graphics boards. We now proceed to descriloeesvaluate each of these in detail

below:
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(based upon the paper by Muller [Mller2004b] )
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2.1.2 General and Scattering Functions

The general lighting functioriMiller2004b] attempts to model the complete betav

of light at the molecular level taking into accowmvelength, direction, location and
time of both the photon being absorbed and theqgrhemitted. This is of particular use
for modeling the behavior of luminous materials ethcontinue to emit light even after
the original illumination source has been removEde scattering functiorsimplifies
this function by assuming that the times of absompand emission are identical and
that the photon wavelength does not change. Thangages of these two methods are
that they are both extremely accurate in the maodebf the exchange of photons.
However, the first disadvantage with both of thessthods is that the amount of time
required to perform these calculations throughtraging is extremely prohibitive and
not suitable foreal-time renderingThe second disadvantage is that it is not passbl
economically acquire this behaviour without comphegasuring equipment. Because of

the use of ray-tracing, this method is not suitabléhe needs of this thesis.

2.1.3 Bi-directional Scattering Surface ReflectancBistribution

Function (BSSRDF)

The BSSRDF attempts to reduce the complexity of @eneral and Scattering
functionsby decomposing the wavelength of each photon timtee colour bands. A
further reduction can be achieved by making therags$ion that thesurface materials
homogeneous. By making these assumptions, perfaenagains in the computer
simulation of such materials can be gained. A fergimplified version of the BSSRDF
is the Bidirectional Scattering Distribution Furzeti(BSDF) which is a four parameter
function. The two inputs are ttgpherical coordinatesf the direction of incident light,
and the outgoing reflected or transmitted lighte utput of the function is the ratio of

the light energy of the two inputs. The BSDF ursfie’ro components.

The BTDF (Bidirectional Transmission Distributionrtion)

The BRDF (Bidirectional Reflectance Distributionriétion)

The BTDF is used to model light refracted throulgé surface of the material, while the
BRDF is used to model light reflected from the aod of the material. As identified by

Jensen [Jensen2001], the advantage of the BSSRIWatist provides an accurate
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model of light reflection, while the disadvantadetlte BSSRDF are that this method
still requires a ray-tracing system for practicaage. Another disadvantage of the
BSSRDF is that measurement of the BSSRDF requiresliarated measurement
system that not only requires the measurementefdbulting light intensity, but also
the directions of both the light source and reaeividhe use of ray-tracing and the

calibrated measurement system thus makes the BS8R&Mtable for our needs.

2.1.4 Bi-directional Reflection Distribution Function (BRDF)

The BRDF takes two parameters as input; the fgsthe direction of the viewer in
spherical coordinateand the second is the direction of the light sewiso inspherical
coordinates[Nicodemus1977]. Thus accurate representationhef BRDF requires a
four-dimensional table of data consisting of measwents of every combination of
angle of emitted and received light. Due to thee 9f this table, substantial research
has been performed in the field of data compressfdhe BRDF. However, as a survey
of BRDF compression methods is beyond the scopehisf thesis, we provide a
chronological index in Appendix D.1. The advantagéaising the BRDF include a
more accuratéighting modelincluding the ability to implemergnisotropic reflections
and that it can be used with curremtogrammable graphics accelerator boards
However, there are also several disadvantagesusitiy the BRDF. The first is that the
BRDF does not capture the fine scale variation®xture that occur in naturalurface
materials.To acquire this information, we would require thmasally varying BRDF
(see 2.1.5). Thus it is not possible to mosklf-shadowingself-occlusionor rough-
edge silhouettesThe other disadvantage of the BRDF is that adiuisof the data
requires a custom measurement system that is @pélphoving both the light source
and photo-detector. Since the goals of this thesgo visualize thenicro-geometryof
textile samples in real time, we conclude that tiisthod is not suitable to our
objectives.

2.1.5 Bi-directional Texture Function (BTF or Spatally Varying
BRDF)

Dana introduced the BTF (Bi-directional Texture Etimn) as a means of extending the

BRDF to capture théne scale surface detaiith varied illumination [Danal999]. The
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advantages of this method are that thiero-geometryof the surface materialunder

varying lighting conditions can be reproduced.

Unfortunately, there are two disadvantages tortethod. The first disadvantage is that
the method of measurement of the BTF describedis gaper is slow and requires
specialist equipment which includes a personal adasrpwith a RGB framegrabber, a

robot arm with a photometer and a halogen bulb wiEresnel lens (Figure 4).

Figure 4: Measurement setup for the BTF with texsihmple on robot arm

(from [Danal999])

The second disadvantage of this method are thge @mounts of memory are required
to store each sample when no data compressioreds aad that the rendering speed of
the system is reduced to belogal-timeframe rates if data compression is used. Stored
in raw data form, each BTF data set consists ofLgittometric image¢81 camera
positions with 81 light source positions) at 8008&0xel resolution in RGB data form.
This results in a raw data memory requirement divben 733 Megabytes and 5.3
Terabytes of data [Filip2005]. However, there idrade-off between the level of
compression and the resulting rendering frame ratgh higher levels of data
compression requiring more time to render. Evenhwhe best data compression
algorithms, storage of a single BTF sample willl stequire between 4 and 30
Megabytes of data, and also require several houpozessing time to compress the
data. Due to the difficulty of this problem, resa®d into such compression algorithms
for multi-dimensional data sets is ongoing [R®4] [Filip2005] [Filip2008]. For

this reason, we consider this method unsuitabléh®objectives of this thesis.
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2.1.6 Surface Light Fields and Surface Reflectand&elds

Two alternative ways of reducing the amount of mgmequired to store the BTF
involve reducing the BTF from six to four dimenssoy ignoring thespherical
coordinatesof either the light source or the viewer. Ignoriting spherical coordinates
of the light source produces thaurface light field [Gershun1936] [Wood2000]
Ignoring thespherical coordinatesf the viewer produces thaurface reflectance field
[Weyrich2005]. Levoy described a method of acqgjrthe surface light fieldusing a
gantry system comprised of a rotation hub of ligbtirces, a rotating platform and

video camera [Levoyl1996]. We present a diagranmefsietup in (Figure 5).

Figure 5: Capture equipment for surface light agftectance fields

(from [Levoy1996])

Ignoring both thespherical coordinatesof the viewer and light source produces
standardexture-mappingThe advantages of these methods are the singpidic of the
lighting equationwhich in turn improves performance and pre-caltota However,
these methods have the disadvantage of no long@nghan accuratéighting model
which takes into account both the relative orieatabf the local light source and the

light reflected from themicro-geometryof the surface. Because of the necessity for an
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an automated system and associated specializegl teeaaicquire photometric data, we
do not consider this method suitable for this oliyes of this thesis.

2.1.7 Polynomial Texture Map (PTM)

Malzbender proposed the PTM (Polynomial Texture 8)as a solution to reduce the
memory requirements of the BTF [Malzbender2001] sundace reflectance field his
had the benefit of allowing textures to be rendeatikal-time frame rates. Using this
method, a large set of images of the surface ageie using a combination light
sources or cameras. The PTM is generated througltdhstruction of a bi-quadratic
polynomial for each pixel.Within the texture, therquadratic polynomial is stored
within each pixel using either LRGB (Luminance, Ré&feen and Blue) or RGB
formats. With the LRGB format, nine bytes per pixee required, while the RGB
format requires eighteen bytes per pixel (six polymal coefficients for each colour
channel). Acquisition of the PTM is performed thgbweither manual placement of light
sources and a stationary digital camera (Figurer &n automated camera system which
can be purchased directly from Hewlett Packard feig7). The advantages of this
method are the reduced memory requirements andlttiey to render the texture from
any lighting angle by setting the appropripggametric coordinateso the PTM. There
are several disadvantages to this method. The ifrsthat this method does not
implementrough-edge silhouettgeneration oself-occlusionwhile the second is that
this method requires custom photographic equipmentacquire a large set of
photographs. As this does conform to our criteoiagconomic photographics methods,

we do not consider this method suitable for thdgohthis thesis.
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Figure 6: Template system for manual placemenigbt sources over sample

Figure 7. Automatic camera system for capturing PSTM

2.1.8 Texture-mapping and Blinn Bump mapping

Blinn proposed a solution to the problem of addiimg scale surface detawithout
changing the underlying geometry by introducing ttencept of bump-mapping
[BIinn1978]. With this method, the surface of anemb hasfine scale surface detail
added by perturbing theurface normabf each visible point on the surface before the
lighting calculation. This method has the advantafenly requiring a mathematical
function to define the perturbation of teerface normahnd allows additional detail to
be added to a scene without affecting renderingdsueNe present images from Blinn’s
paper below (Figure 8) (Figure 9). Cook proposectaen more economic solution in
that instead of perturbing trseirface normalthe originalsurface normals replaced by

a lookup call into a texture map representing eadalirface normal§Cook1982].
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Cook refers to this as mormalmap The advantages of implementing both these
methods are that only a single mathematical equasioequired to modify or replace
the surface normal The disadvantages with both of these methodsharénability to
implementself-shadowingself-occlusioror rough-edge silhouettgeneration. The lack
of self-shadowingmeans that raised areas of the surface will neater shadows on
those areas hidden from the line-of-sight of thghtlisource, and the lack cklf-
occlusionmeans that raised areas will not obscure thosesdrielden from the line-of-
sight of the observer. The lack rough-edge silhouetigeneration means that while the
surface may appear visually bumpy towards the eksethe surface will still maintain
the appearance of underlying polygon geometry atbitundaries of the object and the

background.

Figure 8: Image rendered using bumpmapping alotly agsociated bumpmap

Figure 9: Images rendered using bumpmapping alatigagsociated bumpmap
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A further extension to theexture-mappingombined with bump-mapping is the use of
gloss map$Blythe1999]. With this method, tredpha channebf each pixel in the base
texture (oralbedq is used to store a coefficient which represemesamount of specular
reflection of that texture region. This value camge from 0.0 for no reflection, to 1.0
for full reflection. One practical use for the uskthis method when applied to the
visualisation of textiles is to be able to repraéséme different specular lighting
properties of individual fabric fibres. The advagdaof this method is that all the
information required to store the appearance ofntlagerial can be stored compactly in
a pair oftexture imagesthe first image stores ttadbedq while the second image stores
the orientation of the individual material sampl&ke disadvantage of this method is
that it is not as accurate as other more advahgbhting modelssuch as the BSSRDF,

BTF, or BRDF, and in particular does not encodeefelata.

2.1.9 Relief-mapping

A further improvement upon the use of Bliloump-mappingis the use ofrelief
mapping[Oliveria2000b]. This method improves upon Blibnmp-mappindoy using
per pixel relief data in addition to that requifed bump-mappingnd taking advantage
of programmable graphics accelerator boartts perform ray-casting on a per-pixel
basis, with the desired effect of adding detaiatscene without requiring additional
geometry (Figure 10). Policarpo extended this methio run on programmable
graphics accelerator board®olicarpo2005]. This method has several advastagiee
first advantage is that it presents Bl micro-geometryto the user along witlself-
occlusion and self-shadowing The second advantage is that it makes usellIBf
mappingto avoid aliasing effects. Another advantage & this method can present
rough-edge silhouettesbut only by discarding those pixels which lie hiit the
silhouette edge of the geometric object.
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Figure 10: Conventional texture-mapping (left) aelief mapping

(from [Oliveria2000b])

Figure 11: Teapot rendered using relief-mapping

(from [Policarpo2005])

2.1.10 Point-set surfaces (PSS)

Levoy and Whitted introduced the concept pdint set surfacegPSS) for the
representation and visualisation of complex thneeedisional geometric objects
[Levoy1985] and later adapted these algorithmsutoan high-end graphics hardware
[Rusinkiewicz2000]. Rather than representing adhienensional geometric object as a
triangulated or polygonal mesh combined with onenmre texture maps, point set

surfacerendering methosl represent the geometry solely as a lisg@dmetric points
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the point set surfacgthe PSS). Eacheometric poinwithin this set consists of a three
dimensional vertex coordinate, colour, speculdntligg and tangent-space information.
Point set surfacesan be acquired either from laser scanning ofahwerld object, or

from a pre-existing polygon mesh object by rendgtime object using an orthographic
projection and then recovering sampled points femoh pixel of the framebuffer. Each
individual point can be rendered either as a sipitel, a square block of pixels scaled
by distance, a Gaussian smoothed circle scaleddtgnde, or an ellipsoid scaled and
rotated according to the alignment of the outwacdnral of the point. We present

images rendered using point set samples in (FigRyand (Figure 13).

Figure 12: Images rendered using point set surfaces
(from [Levoy1985])

For pure software rendering, the advantage of thatset surface is that many of the
complex stages of the traditional graphics pipelme eliminated. These include the
polygon clipping, triangle rasterisatiomexture-mappingand bump-mapping stages
[Grossman1998]. The disadvantages of “splattinghméques are that “splatting results
in poor image quality under magnification” and thaplatting-based rendering
algorithms typically do not account for secondarffe@s such as shadows or
reflections” [Adams2005]. The other disadvantageth& “splatting algorithm” is the
slow rendering speed. Even with the lajgsigrammable graphics accelerator boayds
recent research only achieves a frame rate oféids/second (Stanford Bunny dataset)
and 20 frames/second (Horse dataset) with no shadaeffects, and 10 frames/second
(Stanford Bunny dataset) and 11 frames/second éHdetaset) when shadowing is
implemented [Tejeda2006] [Tejeda2007]. As the goflthis thesis is to render
geometry with shadows ireal-time we do not consider this method suitable to our

needs.
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Figure 13: Statue of an angel represented as & petisurface

(from [Alexa2001])
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2.1.11 Summary of micro-geometry and colour represeation

We have reviewed the literature bghting modelsand equations and have made the

following observations with each method:

General and Scattering Functions provide the moairate modeling of the absorption
and emission of light at different time intervalst lat the cost of requiring a ray-tracing
system to model every single photon wavelength [d2004b]. Thus, these methods

do not operate ireal-timeand so are not suitable for our needs.

The BSSRDF attempts to reduce the complexity ofGkeeral lighting functiorand
the Scattering functiorby using just three photon wavelengths to modelRIEB nature
of computer displays [Jensen2001]. However, thif retquires a ray-tracing system.

Thus, this method is not suitable for our needs.

The BTF/SLF/SRF methods represent each sampleghrauset of images which are
combined together mathematically [Weyrich2005]. Whhis method can operate in
real-time between 700 Megabytes and 5 Gigabytes of menreryeguired to represent
a single sample in uncompressed data form and ketwie and 30 Megabytes in
compressed data form, along with several hoursrotgssing time to compress the
data. The data capture process is very time comgumand requires specialized
equipment which typically includes one or two hwedlicameras). Because of the data
requirement and the time consuming capture prosessjo not consider this to be a

suitable for our needs.

Point-Set Surfaces represents 8i2 surface representatiosimply as an extremely
large number of sample points, in the range ofiam# of billions. While this method is
able to represent thmicro-geometryof a sample, it does not operate in real time and
thus would be difficult to use faexture retrievalpurposes. Thus we do not consider

this method suitable for our needs.

The PTM represents each pixel as a polynomial emuaterived from a large set of

photometric imagesbut at the cost of requiring specialized equipmirat is not
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available off-the-shelf [Malzbender2001]. Thus,sthmethod is not suitable for our

needs.

Texture mappingequires only a singlalbedoimage to represent each textile sample,
which is the most economical method of represerdiig, but at the cost of not being
able to present thenicro-geometryof the textile sample to the user [Catmull1974].
Lighting calculations are based upon the interpatabf vertex normals, rather than on
a per-pixel basis. However, as this method benéfisn hardware acceleration and

operates imeal-timeg we choose to investigate this method further.

Bump-mappingin contrastto texture-mappingrequires both amlbedoimage and a
normalmapimage in order to represent a textile sample angléament per-pixel
lighting calculations [Blinn1978]. This has the bé&nhof being able to operate neal-
time but at the cost of requiring an entry-level odmangeprogrammable graphics
accelerator boardand not being able to perforself-occlusionor self-shadowingor
rough edge silhouette generation. For this reasem,consider theboump-mapping

method suitable for further investigation.

As an alternative to the previous two methdRslief mappingequires both aalbedo
image and a combinedeightmapand normalmapin order to store th&D surface
representationbut at the cost of requiring a high-performapcegrammable graphics
accelerator boardPolicarpo2005]. However, as this method is ablgpéoform self-
occlusionandself-shadowingand does provide a rough-edge silhouette, we cengid

suitable for further investigation.

Thus, we considetexture-mappingbump-mappingandrelief-mappingto be the three
methods suitable for further investigation. Eachtluése methods has the ability to
operate inreal-timg have economic memory usage and the data is ec¢oalbm
available viaphotometric stereoHowever, onlyrelief-mappingis able to present the
micro-geometryof a textile sample to the user. Thus, there igade-off between
requiring a basic 3D graphics card, and using é-pigrformanceprogrammable
graphics accelerator boarth order to present theicro-geometryto the user and thus

implementself-shadowin@ndself-occlusion
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We summarize all of the above in the following &gbivhere the terms are now
explained as follows. The termeal-timerefers to the ability of the technique to render a
complex 3D geometric modeat a responsive speed of not less than 15 framaes p
second, micro-geometryindicates the ability of that method to represémt fine
variations in height of individual points on therfsice, memory usage indicates the
amount of storage memory required to represent mpka relative to a standard
texturemap.Self-occlusionand self-shadowingindicate the ability of &3D surface
representationto obscure itself from the line of sight of an ebh&r or light source.
Practical acquisition methods include the abilityttee 3D surface representatioto be

acquired using current image processing technology.

Method Real- | Practical Memory | Micro- Self
Time | Acquisition | Usage geometry | Occlusion /
Methods Self
Shadowing
General and No No X3+ No No
Scattering
Functions
BSSRDF Yes No X3+ No No
BTF/SLF/SRF Yes Yes x64 Yes No
BRDF/DSRF Yes Yes x3+ No No
Point-Set Surfaces No Yes x1 Yes Yes
PTM Yes Yes x3/x6 Yes No
Texture-mapping | Yes Yes x1 No No
Bump-mapping Yes Yes X2 Yes No
Relief mapping Yes Yes X2 Yes Yes

Table 1: Summary of the candidate 3D surface reptations

2.2 Review of Real-Time 3D Visualisation methods

In this section, we survey publications relatedthe interactive visualisation @D
surface representationsith a particular focus on the use i@&al-time lighting and
shadowing techniques to religBlD surface representatiorscquired usingphotometric
stereo As mentioned previously, the purpose of the Sbface representatiors to
represent thenicro-structureof a textile in a common data format that allows thoth
texture retrievafeature vectorandreal-time3D visualisationof the textile samples to
be performed. While th&D surface representatiois used to represent thmaicro-

structure the macro-structureor curvature is represented using 3D geometry. Jbe
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geometry normally consists of vertices arranged mesh to form triangles or polygons
or the3D geometric objectHaving areal-time 3D visualisationsystem is an essential
part of a modern feature-rickexture retrieval system, as it assists the user in
immediately seeing which textile samples they haekected. For a fully function
interactivetexture retrievalpplication, the user would be able to select tl¢éesample
along with which particular attributes they preéstrand disliked. Such attributes would
include colour, dominant direction and pattern. bégin our review 08D visualisation

methods by first providing a review of shadowingthosls.

2.2.1 Selection of the lighting and shadowing methko

As mentioned in the previous sectigmpgrammable graphics accelerator boaraféer
an unprecedented level of performance. One of tbst mseful features possible with
programmable graphics accelerator boar@sthe ability to implement photorealistc
lighting effects with shadows. As one of the gaafighis thesis is to render textiles as
realistically as possible, we wish to visualize tfeometry with visible shadows. To
achieve this goal, we perform a survey on all eslditerature on the use shadow
mappingtechniques. We have three criteria for this teghei These are as follows:

Operating irreal-time
Does not require any preprocessing of geometry staiic light sources

Can take advantage of hardware acceleration

Real-timeoperation is essential if the user is to be ablese the application effectively.
Preprocessing of geometry is not desirable asrtiakes the assumption that all light
sources are stationary, and can take many hourslavge geometric objects. Hardware

acceleration is desirable as this allows for th@lezing speed to be increased.

Because of the active interest in the field of phedlistic rendering, publications
describing new shadow rendering techniques hava peblished on a regular basis,
with surveys on the state-of-the-art being publiskgery four years or so. The most
recent survey on shadow rendering techniques wasasgnfratz who identified seven
general methods of rendering shadows \Bithgeometric modelgiasenfratz2003]. We
list these methods below:
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Shadow volume
Radiosity/Discontinuity meshing
Ray-tracing

Scan line algorithms
Subdivision methods

Shadow mapping

Shadow field

Each of these shadowing methods can be implementetther software or custom
hardware. However, some methods are more suitedrt®vworking with large
environment scenes which extend to many times itee &f the view frustum, while

others are more suited to small geometric objetismfit entirely the view frustum.

Shadow volumes and radiosity/discontinuity meshiage both examples of

environmental techniques in that they process thigeescene as a whole and will not
work for small convex geometric objects. Shadowunmés require the generation of
shadow planes from the intersection of polygon edged planes to generate distinct
shadow boundary edges, while radiosity and disoaiiti meshes use a finer mesh to
model the gradual change between the penumbraluaratal areas of a scene. We

consider these methods due to their ability to Feasdenes of large complexity.

Ray-tracing, scan line algorithms, subdivision noeh andshadow mappingnethods
are all forms of view frustum techniques, due t® f&ist that the calculations performed
will vary according to the location of the observeiewpoint. However, these
techniques differ in that ray-tracing scans therenramebuffer on a pixel-by-pixel
basis, while scan line algorithms scan individuebmetric objects on a pixel-by-pixel
basis, subdivision methods subdivide the polygasaimetry visible within the view
frustum until the depth order is unambiguous, arelshadow mappingnethod relies
on two views of the scene being rendered; one faoh light source, and one from the
observers viewpoint. We choose to investigate tnesihods because of their ability to

operate with polygonal geometry.
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The Shadow field method differs from all the otkerhniques in that it defines a local
spherical shadow region around each object rathan tmanipulating polygons or
projecting textures. We choose to investigate téshod because of its ability to work

with complex scenes.

The introduction ofprogrammablegraphics acceleration boardsas allowed each of
these methods such as shadow volumesshadow mappingo operate irreal-time (at
least 15 frames per second). The introductiopraigrammable graphics accelerator
boardshas also allowed researchers to implement methacts as ray-tracing, radiosity
and discontinuity meshes edal-time speeds for small geometric models and close to
real-timefor large scenes. We now perform a detailed revaéeach of these methods:

2.2.2 Shadow volumes

Shadow volumes involve the creation of infinite fhablumes by extruding the
silhouette edges of each occluding objects awaw fitee direction of the light source,
and converting each extruded edge into a shadowgpol[Crow1977] [Nishital1983]
[Fuchs1985]. This has the benefits that determimihgther a single point in the scene
is in a shadow region or not is achieved simplycbunting the number of shadow
planes that are crossed between the viewpoint @fcdimera and the current point.
Forward facing planes increase the count, whileklaed facing planes decrease the
count. A point that has a non-zero count is comsildo be in a shadow region.
However, one problem with this method involves $iteiation when the viewpoint is
already in a shadowed region, as this will off$et tount by one. The advantages of
this method are that it can take advantage of hamel\acceleration and operater@al-
time[Heidmann1991] [Laine2005]. Unfortunately, theatisantages of this method are
that it requires pre-calculation of all shadow @garusing static light sources. As the
criteria for this thesis is to implement shadowdenng using dynamic light sources

under user control, we do not consider this methathble for the needs of this thesis.
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Figure 14: Scene rendered using shadow volumes

(from [Laine2005])

2.2.3 Radiosity/Discontinuity meshing

Radiosity methods involve breaking up a scene $efmarate regions, and modeling the
amount of light reflected and absorbed betweendifferent regions. The benefits of
this method are that the resolution of the radyosiesh can be made as small or as
large as required by the user. In the past, ragiosalculations could only be
implemented in software. However in recent yedrsas become possible to implement
radiosity calculations usingrogrammable graphics accelerator boar@oombe2004].

In his paper Coombe describes how scenes compoisad to ten thousand elements
could be rendered in less than one second usiadiasity rendering algorithm running
on a GPU. For a scene consisting of over one mikilements, such a scene would take
86 seconds to render. We present a sample imagethis paper inKigure 15. The
disadvantages of this method are that while itlmaimmplemented using GPU hardware,
it cannot run ateal-timeframe rates. As our criteria are that our systéoufd be able

to run in real time, we find that this method ig soitable for our needs.
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Figure 15: Scene rendered using radiosity calcuati

(from [Coombe2004])

2.2.4 Ray-tracing methods

Ray-tracing methods involve scanning the viewingjae of the camera pixel by pixel
and performing one or more ray-object intersectiests for each pixel [Kayl1979]
[Kayl1986]. The benefits of using ray-tracing areatthcomplex reflections and
refractions can be generated, but at the costavéased processing time per pixel. For
those objects that intersect the ray, the poinintd@rsection is calculated and used to
generate texture coordinates, and new rays to mmedlektion, refraction and shadow
calculations. Determining whether a region is iradbw or not, is achieved by
performing a ray-object intersection test on time Ibetween the source of illumination
and the point on the surface. If any object intetssahis line, then the point is in
shadow; otherwise, it is in full view of the lighburce. The advantages of this method
are that it offers the highest level of photoraalig-igure 16). The disadvantages of this
method are that it does not runneal-time ray-tracing a complex scene on a single
processor can take several minutes if not hoursttis reason, we do not consider this
method suitable for the needs of this thesis.
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Figure 16: Raytraced scenes with shadows

(from [Kay1986])

2.2.5 Scan line algorithms

Scan line algorithms involve using software to meméach individuaBD geometric
modelpixel by pixel within each scan-line. The benefifaising software rendering are
that it is extremely flexible in how lighting antiadowing effects may be implemented
especially when combined with the Watkins hidderfasme algorithm. Andonian and
Toida describe a method of calculating the shadowgyeptions from multiple light
sources usingerspective projectionpAndonian1978]. However, the disadvantages of
using softwarerendering methodsare that rendering is not ireal-time With the
introduction ofgraphics accelerator boardsoftware implementations of this method
has become less attractive, as it is more effidienessellatgparametric surfaceto
triangles, and use hardware accelerated triangleeniaation instead. The software
implementation of method has the disadvantage df aperating inreal-time or
supporting hardware acceleration. As the goaldisfthesis are to implemergal-time

rendering this method does not match the criteria spectigthis thesis.

2.2.6 Subdivision methods

Subdivision methods involve the use of polygonpilyg to subdivide the current view
of the scene into smaller and smaller squares timgildepth order of the remaining
polygons can be determined. This method has thaerddge that a scene need only be

specified in terms of light sources and N-sidedygohs, with the subdivision method

35



generating the resulting rendered geometry. Waeaitel Atherton describe how a scene
may be rendered by clipping the visible polygonstly silhouette of each other until

the depth order is determined [Weilerl977]. Thehudtrequires that all polygons are
depth sorted relative to the observer, then sordative to the nearest polygon. Any
pairs of polygons which intersect in terms of neaand furtherest vertices are clipped
relative to each other. This depth sorting algoniticould also be adapted to the
calculation of shadow regions by replacing the oleseviewpoint with the light source

location not (Figure 18). The advantages of thighme are that it generates object
accurate shadows. The disadvantages are thatrdigpkes a considerable amount of
times, especially with scenes composed of largeuascof geometry. Chin proposed a
method of using BSP trees to speed up the prodabe generation of shadow regions
with the enhancement that both penumral and umiegibns of shadows could be

generate [Chin1992]. The advantages of this metimedthe improved accuracy in

shadow generation. However, there are several disdages to this method. The first is
that it only works with static light sources, whilee second is that the generation of
shadow regions stills requires pre-computation. eDtlisadvantages are that this
method does not operate ireal-time nor can it take advantage of hardware
acceleration. Since being able to operaterdal-time is one of the criteria of our

visualisation system, we do not consider this metkaitable for the needs of this

thesis.

Figure 17: Subdivision of scene into umbral andymeloral shadows

(from [Chin1992])
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Figure 18: Scene rendered using subdivision methods

(from [Weilerl977])

2.2.7 Shadow mapping

Shadow-mappings another method of determing shadow regions |[&is1978]. In
order to eliminate the need for complex data stmest, theshadow-mappingnethod
involves two rendering stages. In the first stage, application renders a view of the
scene as seen by the lightsource (Figure 20), th#hdepth map information kept for
use with the second stage (8teadowmap In the second stage, the application renders
a view of the scene from the viewpoint of the otsse(Figure 19), with the depth-value
of each pixel transformed into the coordinate systd the lightsource and compared
against those of lightmap, giving a Boolean regkigure 21). Depth values further
away than than the value in the depth map indiaagas that are in shadow, while those
closer than the value in the depth map are in wéthe light source (Figure 22). The
introduction of depth textures and render-to-textaptions in graphics accelerator

boards has also madhadow mappingnother one of the most popular methods.

With the introduction oprogrammable graphics accelerator boaritshas also become
possible to use th&hadow-mappingechnique to render scenes with either hard dr sof
shadows [Valient2005] [Atty2006]. Hard shadows asinexclusively of an unbral
region and have an abrupt change from light to datkile soft shadows consist of a

shadow region consisting of both penumbral and amkegions, thus producing a
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blended region of illuminated and shadowed regioAs.psychophysical study
performed by Wanger [Wangerl992], came to the emich that: “Computationally
cheaper hard shadow generation techniques are agegnd in fact may actually be

more beneficial than more expensive soft shadohnigoes”.

The advantages of this method are that it can tpeénaeal-time through the use of
hardware acceleration and does not require anyrgeepsing of geometry. Another
advantage of this method is that it is possiblenpplement both soft shadows simply by
calculated a weighted sum of multiple sample powithin the shadowmapBecause
this method does not require any precomputationadyc and multiple light sources
are easy to implement. As this conforms to ouedat we consider this method suitable

for the objectives of this thesis, and worth furthrestigation.

Figure 19: Observer view of shadow mapping scene

(from [Williams1978])
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Figure 20: Light source view of shadow mapping scen

(from [Williams1978])

Figure 21: Shadowmap of scene

(from [Williams1978])

Figure 22: Observer view of shadow mapped scendiced with shadows

(from [Williams1978])
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2.2.8 Shadow fields

Shadow fields are one of the most recent methodshaflow generation [Zhou2005]
[Ren2006] developed to support the rendering of slshdows. This method represents
the light intensity field surrounding an object asconcentric set of thirty-two low-
resolution cube-maps (32x32 squares x 6 sides)ul&i@3). Fourth or fifth order
spherical harmonicsare used to compress this data so that it maysee using a
programmable graphics accelerator boarthe memory requirements for this method
take range from 15 Mbytes to 500 Mbytes dependpanuhe geometry of the model.
Frame render rates range from 0.1 to 18 framesspeond. The advantages of this
method are that it can operate in real time andeesoft shadows using dynamic light
sources. However, the disadvantages of this me#iredthat precomputation of the
shadow fields can take up to two hours. As thegatfor this thesis is to avoid the need

for pre-computation of data, we find that this noeths not suitable for our needs.

Figure 23: Soft shadows generated using shadousfiel

(from [Zhou2005])

2.2.9 Summary
We have reviewed the literature relating to shademdering techniques and have made
the following observations. We can classify eachthefse methods into one of three

types of shadowing technique; environmental, viewgtum and local object.
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Environment based shadow-mapping techniques

In environmental techniques, the 3D geometry cemsita representation of a complex
topological structure with floors, walls, ceilingsteps and other architectural features
all represented using polygons. In our survey,dlae two such methods suitable for

this type of data; shadow volumes and radiositgh$inuity meshing.

With the Shadow volume method, shadow volumes ezecglculated from projecting

rays from each point light source to the verticéshe geometry and extending these
until each ray intersects another polygon. For ezate of a polygon, a plane of the
shadow volume is generated. As a result, this nadethquires that both the location of
every light source and polygon remain static. THasthis reason, this method is not

suitable for our needs.

The Radiosity/Discontinuity meshing method suppaigaamic light sources through
the statistical calculation of the redistributiohlight energy due to reflection. While
radiosity scenes consisting of less than 10,000ehts can be rendered using a GPU in
less than 1 second, radiosity scenes consistimyaf 1,000,000 elements take over 80
seconds to render using a GPU If converted to msdy scene, a single textile sample
at a resolution of 512x512 would consist of ove0,5P0 elements, thus requiring a
rendering time far in excess of 15 frames per secdtor this reason, we do not

consider this method suitable for our needs.

View-frustum shadow-mapping techniques

With view-frustum techniques, the view of the sc&neendered pixel by pixel using a
suitable algorithm for primitive geometry shapestsas triangles, spheres and N-sided
polygons. For each rendered pixel, a illuminati@sttis performed to see if the
associated point in three dimensional space imithated by each light source or not. In
our survey, there are four such methods; scandigerithms, subdivision methods,

shadow-mapping and ray-tracing.

With scan-line algorithms, the basic geometry plives are triangles and N-sides

polygons. However, as this method requires a soffwmplementation, it cannot
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benefit from hardware acceleration and thus do¢®perate irreal-time Thus, we do

not consider this method suitable for further irtigegion.

Subdivision methods render the current view ofgbene by subdividing the scene until
the order of the polygons is consistent. Shadoveutations are implemented by
generating two ordered polygon lists, the firstnigethe scene visible from the light
source, and the second the scene visible fromdhee@a. Whether a polygon is visible
or not from the light source determines whethenatr it is in shadow. As this method
requires a software implementation, it cannot bieériefm hardware acceleration and
thus does not operate iral-time Consequently, we not do consider subdivision

methods suitable for our needs.

The ray-tracing method supports dynamic light sesycbut does not benefit from
hardware acceleration and thus does not operateaiime This we do not consider

this method to be suitable for our needs.

The shadow-mappingnethod renders the shadow from a single light @@un two
passes. In the first pass, tdepthmapof the scene visible from the viewpoint of the
lightsource is calculated. In the second passstieme is rendered as normal from the
viewpoint of the camera, with a depth comparisiest tbeing performed on each
rendered pixel. Because the depth comparison testsbe performed in parallel this
method benefits from hardware and operategahtime Thus we consider this method
suitable for our needs. Other advantages of thishogeare that it is possible to
implement soft-shadows by calculating a weightedh sof multiple sample points

within the depthmajpand that this method can be extended to mulligihé sources.

Local object methods

Local object methods differ from the previous twethods in that they represent the
projected shadow of a small dynamic 3D geometrjeailrather than an entire scene. In

our survey, only the shadow-field method belongthis category.

The shadow-field method represents the shadowd@f geometric objedby using a set

of small cube maps (32x32x32) to represent the ligensity in the space surrounding
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the object, and then compressing this data usimgtifoorder spherical harmonics
However, due to this representation, this methodsdoeot operate in real-time with
complex geometry. For this reason, we do not camsidis method suitable for our

needs.

We present a table summarizing the properties ofi @ these methods below (Table
2). In this table, dynamic light sources indicdte ability of light sources to be moved
around at run time by the user. Hardware accelgiatdicates the ability of the shadow
method to take advantage mogrammable graphics acceleration hardwaReal-time

indicates the ability of the shadow method to rubhSaframes per second or faster.

Shadow method | Dynamic Technique Hardware Real-
light accelerated Time
sources

Shadow volume No Environment  Yes Yes

(Stencil buffer)

Radiosity/ Yes Environment | No No

Discontinuity

meshing

Scan-line Yes View-frustum| No No

algorithms

Subdivision Yes View-frustum| No No

methods

Shadow map Yes View-frustum Yes Yes

(Shadowmap)

Ray-tracing Yes View-frustum No No

Shadow field Yes Local object No Yes

(simple
objects)

Table 2: Summary of basic shadow methods

In this section we have identified seven candiddtadow generation methods, and
identified shadow-mappings the most suitable for our needs. Bhadow-mapping

method is ideally suited to implementation ompragrammable graphics accelerator
board due to the built-inshadow-mappinghardware extensions which support 3D
perspective transformation and depth-map comparigsts. Consequently, this method
has the advantage of running rieal-time and not requiring any pre-computation of

complex data structures. Based upon the concludigng/anger, we choose not to
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implement soft shadows but just to implement h&adsws instead, although it would
be trivial to implement soft shadows in the futuferequired. While the shadow-
mapping method solves the problem of inter-objent aonvex-object shadow
generation, it does not solve the problem of shagemeration of thenicro-geometryof
the textile sample. This problem can only be reswlthrough the use oélief-mapping
Combining these two methods together is still anésthat must be resolved.

2.3 Review of Rotation invariant texture retrievalfeatures

As the goal of this thesis is to implement an infation retrieval system based upon
rotation invariant texture retrievalit is necessary to have a method of indexing and
searching through database entries. To achievegtids withtexture image datait is
necessary to have a simple data field that carapiglly compared with other entries.
We refer to this as th&eature vectorEarly texture databasesould only define the
feature vectoras a short text description due to the limitedagie space available.
While easy to use, this method required that evergge had to have a detailed
description entered manually in order for the dassbsearch requests to be useful. One
solution to this problem is to have tfeature vectorgenerated automatically from the
original texture databasémages, and then search for a match withféature vector
derived from the target image selected by the u$his reduces the problem of
searchingexture databasedown to finding a useful and economical way ofegating
and comparingeature vectorsin the follow section we define our criteria ftire

selection and evaluation of the seledidure retrievaimethods.

2.3.1 Selection of the texture retrieval method
In order to identify the most suitable methods t@leate, we perform a survey of
existing texture feature classification and retalemethods and then compare them

against the following criteria:

Must select textures based upon similarity
We would like the user to be able to select a tatgeture and have the
retrieval system find those textures in the databést are as similar as

possible to the target texture in terms of colawt micro-geometry
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Must support colour albedo and surface represeotatnages

As one of the objectives of this thesis is to impdat virtual reality textile
catalogues, it is essential that the retrieval wa@shmust be able to work
with true-colour images (at least eight bits focteaf the red, green and blue

colour channels).

Must be rotation invariant

Rotation invariancas the ability of aexture retrievalsystem to match two
similar images regardless of their rotational or@ion. Whenever more than
one photometric imagef a textile sample is made, each image will akvay
have a unique rotation, due to slight differencestie position of each
texture sample relative to the recording devicengeguently, this will
distort anyfeature vectorderived from this image. We describexture
retrieval methods that are able to overcome this problerheasg rotation

invariant

Must have efficient memory usage

An uncompressed 512 x 512 pixel true-colour imaga w6-bits of data per
pixel for each of the red, green and blue colounectels will occupy 1.5
Mbytes of memory, while a image with 8-bits per aal channel will
occupy 768 Kbytes of memory and a JPEG compressede will still
occupy more than 400 Kbytes of memory. Even witthshigh levels of data
compression, these amounts of memory used ardastiibo high fortexture
retrieval to operate interactively. Consequently, dagture vectorderived
from atexture imagemust be considerably smaller than this. Given that
texture databasenay be located on a separate server, and aceessilyl via
a dial-up connection, an upper limit of 8 Kbytesr peature vectoris

considered to be efficient memory usage.

Must be able to encode perioidic information
By their nature, woven textiles have a periodictgrat generated from
various parameters such as the size of threadyéla@ing pattern used and
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the density of the thread pattern. Any of theseapaters can be measured

using 29 order statistics such as Amplitude, Magnitude Radrer spectra.

In her thesis, Taylor [Taylor2003] identified thaawer spectrum methods were ideally
suited to identifying the characteristics of wovabrics, due to the fixed distance and

axis alignment of the threads of each woven fatneating periodic patterns.

In his PhD Thesis, “Rotation Invariant Classificatiof 3D Surface Texture Using
Photometric Stereo” [Wu2003], Wu performs a sunaymethods used to define

texture features

Wu follows the texture classificationscheme as defined by Tuceryan and Jain
[Tuceryan1993] and assigned eatdxture classificationmethod to one of four
branches; statistical methods, geometrical methouxjel-based methods and signal
processing methods. We present this classificatoa hierarchical chart in (Figure 24).
There are two main types of signal processing ntkttitese are linear and non-linear
methods. Linear methods involve either a convotutiothespatial domairor a Fourier
transformation into thdrequency domainNon-linear methods are based upon other
relationships between pixels. These can either dsed upon geometry, statistics, or
mathematical models. These form four main branclstatistical based methods,

geometrical based methods, model based methodsigmal processing based methods.

These techniques have, in general been appliechatometric grey scale or colour
information. Only a few researchers have appliednthto micro-geometrydata
[Wu2003] [McGunnigle1997] [McGunnigle1998] [McGumtel1999]. A particular
issue here is that data suchSsface normafields often contain directional artifacts

which can cause problems fatation invariantsystems.
We now choose to investigate candidate methodadh ef these branches due to their

ability to performtexture classificatiomearing the above issues in mind. We begin our

investigation by examining statistical based meshod
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Figure 24: Hierarchy of texture classification nudh
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2.3.2 Statistical methods

Statistical methods involve the analysis of thetigpdistribution of gray values, or in
our case, micro-geometry and colour data, by comguocal features for every point
in the image, and using the resulting distributbdmhe local features to generate a set of
statistics [Julesz1981] [Julesz1983]. Dependingnuiee number of pixels used for
analysis, the resulting set of statistics is defing being either first-order, second-order

or third order.

2.3.3 First order statistics

First order statistics calculate a measure of dhffiee in overall brightness. These
include the calculation of the mean averagehistogramof the texture image data
Second order statistics calculate differences angtarity and slope. These include the
gray-level co-occurrence matrix and the the siastlerived from this matrix. Third
order statistics are used to identify deviatiormsrirthe standard Gaussian distribution.

These include theorder cumulant and®order bispectrum.

Swain and Ballard describe a method of performingilarity matching between
images usingcolour histogramsusing a method they cahistogram intersection
[Swain1991]. In their paper, they determine thad@bins (16x16x8) are required to
implement acolour histogramsuitable for matching. Theolour histogramtransforms
each RGB colour pixel into an index within the espondinghistogram and
increments the associated bin. Performing a siitylanatch between twaolour
histogramsis achieved through the comparison of individuarp of bins from each of
the twocolour histogramsTypical functions include the sum of absolutdedénces or
the sum of the minimum values. To allow for the pamison of images of different
dimensions, bothhistogramsand colour histogramsare normalized by dividing each

bin by the total number of pixels in the image stlgiving a fractional value.

The advantages to this method were thiatogramscan be rapidly calculated without
requiring a transformation in thieequency domainand are unaffected by changes in
orientation, viewing position or even shape. Theinmdisadvantage of theolor
histogramis that it is sensitive to changes in lighting dibions; either when the

direction of or colour of illumination changed.
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Funt proposed a solution to this problem through wlse ofcolour ratio histograms
where instead of using the colour values of thegendirectly, the derivative (Laplacian
or first directional derivatives) of the “logarithof the colours” would be used to index
the histogram bins [Funt1991]. This method had the advantage emhoving any
variation due to illumination direction but had thbsadvantage of requiring a
convolution filter to be applied to the entire ineadpefore the generation of the

histogram

However, this is not a concern for us as we reqtheimage to be captured under

controlled condition required to obtain thmecro-geometry

Stricker proposed an alternative solution througl tise of boundary histogranis
[Stricker1992]. Using this technique, the entireage is processed by a colour
constancy algorithm in order to correct for anyiatons in colour of the illumination
light source, then processed another time to conyer color space into a discrete
colour space before 2x2 blocks of pixels are arelyZ he length of the boundary edge
is estimated from analysis of the color distaneemfthe four pixels within that block.
The resulting edge length is then used to incrertteniassociatetlistogrambin. The
advantage of this method are the Hmaindary histogramare compact in size, are not
affected by noise. The disadvantages of this me#redthat the length of boundary
edges are only estimated to within a 5% error &wlee, and are thus not completely
rotation invariant We present a table comparing the features ofethdifferent

histogrammethods below (Table 3):

Method Rotation invariant | Pre-processing
Colour histograms Yes No
[Swain1991]

Colour ratio histograms Yes Yes
[Funt1991]

Boundary histograms No Yes
[Stricker1992]

Table 3: Comparison of histogram methods

From this table it can be seen that botfour histogramsandcolour ratio histograms

are rotation invariant However, it can also be seen that while all @fsth statistical
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methods have the advantage of not requiring tramsfion into therequency domain
methods such as theplour ratio histogramand boundary histogramsequire pre-
processing in terms of a convolution filter. Anatligsadvantage with these methods is
the high dimensionality of theistogramdata. As eackhistogramcan have up to 256
bins, eachhistogramcan be considered to be a 256 dimension vectoweMer, this
disadvantage is outweighed by the speed of caloolawhile regular photographs
would have the disadvantage of having differenlitlitgg conditions, in our thesis, the
lighting conditions are under our complete contanid are identical for every
photometric image taken. Thus, for this thesis Weose to useolour histogramsas

described by Swain and Ballard.

2.3.4 Second order statistics

Second order statistical methods include grey-lesebccurrence matrices [Davis1981]
and the statistics derived from this matrix; thér@py, energy (angular second moment
or Haralick second moment), contrast, homogeneitgan, variance, correlation,

maximum probability, inverse difference moment ahaister tendancy [Clausi2002].

The advantages of this method are that it doesregptire a transformation into the

frequency domaiim order to generate the statistics.

2.3.5 Geometrical methods

Geometrical methods attempt to model the appearahee texture by reducing the
texture down to a combination of fundamental geoimgirimitives and placement
rules. This transforms the problemtekture classificationnto the identification of the
fundamental geometric primitives that form eachtuex ortexture analysisThere are
two geometrical methods that have been developedhematical morphology and
adaptive region extraction. However, in previousegech, these have in general been

applied to photometric rather than geometric data.

2.3.6 Mathematical morphology

Mathematical morphology is a technique originalévdloped by Matheron and Serra in
order to performtexture analysison ore grades still underground [Matheron1975]
[Serral973]. This method involves the applicatibset theory to geometry. Operations
supported by mathematical morphology include “emsand “dilation” [Ledda2002].
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Through these two operations it is possible t@meine the skeleton and convex hull
of the components of an image. The advantage sfntieithod is that it does not require
images to be transformed into thHieequency domainand that similarity can be

measured through pattern spectrum analysis. Howéwerdisadvantage of this method
is that it is intended for use with images withtidist silhouette edges rather than
continuous patterns. For this reason, this methmes chot conform to our criteria for

candidate methods of the classification of texgbgures.

Figure 25: Erosion and Dilation in mathematical pfariogy

(from [Ledda2002])

2.3.7 Adaptive Region Extraction

Adaptive Region Extraction is based upon the ektyracof contours from an analysis
of pixel intensity values [Hong1980]. Hong descsilzemethod of implementing such a
system in four stages. The first stage is to agplyedge detection operators to the
image to identify candidate edges. The second sppdies a thresholding filter to
eliminate noise while the third stage is to appyp/maximum suppression to eliminate
redundant responses to a single boundary. Thehf@tigige is the application of eight
3x3 convolution filters to identify edges in therizontal, vertical and diagonal
orientations. Classification of the resulting te®tuwvas then achieved through the
calculation of six first-order statistics which inded the area of each region, the
perimeter of each region, the dispersedness ofdgmn, the elongatedness of each
region, the eccentricity of each region, the magis direction and the average gray
level.
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The advantage of this method is that it does nqtire a transformation into the
frequency domaind that the statistics generated ratation invariant However, the

disadvantage of this method is that it has beeigded to work with edge thresholding
with grey-scale data to identify areas of differingensity rather than colour textures or

geometric data, and so we do not consider it artipd¢u

Figure 26: Texture classification using adaptivatdiee extraction

(from [Hong1980])

2.3.8 Model-based methods

Model-based methods attempt to mimic the processganerated the original texture

through the use of stochastic models, and can lbdivsded into three main methods:

Markov Random Fields
Fractals

Multi-Resolution Auto-Regressive Features

2.3.9 Markov Random Fields

Markov Random Fields are a way of generating rangatterns through the use of
Gibbs random field models. The Markov Random Fiaksumes that there is a
conditional relationship between the grey-scalenaity of one pixel and the immediate
surrounding neighbourhood of pixels. Such modetsdmscribed as local random fields.
In the case when it is necessary for each pixdiaee an influence over the entire
texture imageshe model is described as a global random fielteli@ppa describes the
Gaussian Markov Random Field (GMRF) in which theu€s#an distribution is used to

define the probability function for a small regianound each pixel [Chellappal993].
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Because of this dependence on pixel intensity walaealysis of colour images requires
conversion to grey scale before processing. Anothesdvantage with the GMRF is
that the dependence on the Guassian distributiost@ns thdexture analysigo the
highest frequencies within the texture. Haindl &f&tha describe a solution to the use
of this problem through the use of multiscale deposition using the Gaussian
pyramid, a sequence of images in which each imageloawnsampled from its
predecessor and has a low-pass filter applied. @l@mvs afeature vectorto be
generated from the set of GMRF values derived ftoenGaussian pyramid. However,
GMRF technigues encode onlﬁdZOrder information, and therefore have no more
discrimination power over linear filtering while ing more difficult to understand and

design.

2.3.10 Fractals

Fractals have traditionally been a method of cfgisgj the complexity of textures and
geometry by deriving a ratio or the “fractal dimems between the perimeter and the
surface area of a texture or the surface area ahdane of a three-dimensional object
[Mandelbrot1983]. However, this single parameten@y defines the linear frequency
roll-off factor of the power spectrum and is inchjfgaof modeling the periodic nature of

weaves, and thus we do not consider it any further.

2.3.11 Multi-Resolution Auto-Regressive Features

Sarkar, Sharma and Sonak described a method ofg udie two-dimensional
autoregressive moving average (ARMA) model to parftexture analysison the
Brodatz database [Sarkar1997]. In their paper, thescribe a method of solving the set
of 2D transcendental functions of the autoregressiomponents through the use of
singular value decomposition (SVD) and factorizatiechniques, to generatdeature
vectorof twenty-four dimensions. This method exploitsveo spectrum data but in the
spatial domain When considering a complete filter bank, this o€t is more than

likely to be computationally more expensive tliseguency domaitechniques.
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2.3.12 Signal processing methods

Signal processing methods can be implemented isgagal domairand thefrequency
domain Signal processing methods operating \gilatial domaindata operate on pixel
data directly, while signal processing methods apeg with frequency domaimata
operate upon the data generated from a Fouriesfoanation. Linear methods can be
implemented in either domain with the choice bemade on coding pragmatics and

computational efficiency.

2.3.13 Spatial domain methods

These include edge detection filters such as twéd flter (linear spatial convolution),
the Sobel operator, the Laplacian operator, MomeWMiavelet Analysis and the
Difference-of-Gaussian operator. Each method wdrksperforming a mathematical
function on each pixel and the surrounding blocknefghbouring pixels around it,
typically for a block size of 3x3 or largefexture classificatiomusingspatial domain
methods simply involves applying the filter to tileage and calculating the rectified
sum of all pixel intensity values. For larger blagikes frequency domaimethods are
more efficient in terms of processing time. The atages of usingpatial domain
methods are that they are easy to calculate ané eféicient for small masks. As we
are considering linear techniques that can be imeiged in either domain, and as the
frequency domairprovides easier methods for designing banks dérél we will

consider thdrequency domaicharacteristics of these filters.

2.3.14 Frequency domain methods

With frequency domaimethods, thespatial domaintexture imagds transformed by
the discrete FFT as the first stage of calculathegfeature vectar Calculation of the
feature vectorusing a set of filters ofilter bank involves multiplying thefrequency
domainimage of each filter in thiéiter bankand then applying the inverse discrete FFT
to return the combined image back into sipatial domain The coefficient value for the
filter is then calculated by summing together &k trectified pixel values in the
resulting image. Alfilter bankshave the advantage of being able to be used wituc
texture dataas well as grey scatexture data Another advantage dfequency domain

filter banksis that thefeature vectorsare either naturallyotation invariant or can be
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made to be through the use of index offsetting wbemparingfeature vectorsThe
main disadvantage to the usefrgquency domaimethod is that computation of the
Fast Fourier Transform and its inverse which canirmfficient for small masks.
However, as they conform to our criteria of beifeato exploit periodic data and be
used with coloutexture dataand arerotation invariant we consider them to be of use
to this thesis. Randen performed a survey of Bptitial domainandfrequency domain
methods fortexture classificatiorfRanden1999]. In his paper, Randen identified the

following classes ofrequency domaifilter banks

Ring and Wedge filter banks
Gabor filter bank

In addition to these we consider the followifilter banks

Schmid filter bank
Leung-Malik filter bank
MR4 and MRS filter banks

The Polarogram

2.3.15 Ring and Wedge filter banks

Coggins and Jain identified both thieg filter bankand thewedge filter bankas being
suitable for the task ofexture classificatiofCoggins1985]. In their system, seven
dyadically spaceding filters and fourwedge filtersfor texture classificatiorn{Figure
27). This system forms feature vectorof eleven elements for gray scale data and
thirty-three for red, green and blue colour texsuré/hile thering filters are rotation
invariantand are sensitive to frequency only, thedge filtersare notrotation invariant
and are sensitive to direction only. However asegdlge filter banican be made to be
rotation invariantthrough the use of index offseting, tbembined filter bankcan be
made to beotation invariant As this method conforms to both our critieriatthize
texture retrievalmethod should beotation invariantand support the use of colour
texture datawe consider both theng filter bankandwedge filter banko be candidate

methods forotation invariant texture retrieval
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Figure 27: Ring and wedge filter bank

(from [Coggins1985]. All axes are in normalized tsgpigfrequencies)
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2.3.16 Gabor filter bank

Bovik and Jain proposed the use of @Ga&bor filter bankas a means of implementing a
texture retrievalsystem [Bovik1990] [Jain1990]. This decision wasdd on studies on
how the human visual system processes texture andtlme retina was composed of
cells sensitive to oriented patterns such as gatpatterns [Campbell1968]
[Gabor1946]. In their system, Bovik and Jain se&@abor filter banksensitive to four
directions and seven frequencies, giving a totaiventy-eight filters (Figure 28). This
forms afeature vectorcomprised of twenty-eight vectors for monochrot@eture data
and eighty-four vectors for colotexture dataWhile afeature vectorconstructed from
a Gaborfilter bankis notrotation invariantdue to the directional sensitivity, it can be
made tobe rotation invariantthrough the use of index offseting during simthari
matching. As thigexture retrievalmethod conforms to two of our criteria of beinghbo
rotation invariantand able to work with colouexture datawe consider th&abor

filter bankto be a candidate method fotation invariant texture retrieval

Figure 28: Dyadic bank of Gabor filters

(from [Randen1999] — All axes are in normalisedtispfrequencies)
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2.3.17 Shmid filter bank

Schmid introduced éilter bank comprised of a set of isotropic filters [Schmid2D0
This filter bank consists of thirteerotation invariantfilters, each based on a Gaussian
envelope modulated by the cosine of the distanas @alconstant to ensure a z&G
componen{Figure 29). Since each filter istation invariant the entirefilter bankas a
whole is alsarotation invariant For grey scaleexture imagesthe Schmid filter bank
forms afeature vectorconsisting of thirteen dimensions, For coltexture imagalata,
the Schmid filter bankKorms afeature vectorof thirty nine dimensions is formed. As
this texture retrievalmethod conforms to our criteria of being able torkvwith colour
texture dataand is alsorotation invariant we consider theéSchmid filter banka

candidate method faptation invariant texture retrieval

Figure 29: Schmid filter bank

(from [Varma2002])

2.3.18 Leung-Malik filter bank

Leung and Malik proposed élter bank of forty-eight filters for texture filters
[Leung2001]. The motivation begin the design ofthiter bank was to construct a
filter bank that was capable of detecting the fundamental exdsnof texture within a
surface ortextons Such detail included edges, corners and spotsh Bhathe filters in
thisfilter bankcan be categorised into two types; thirty-six cli@nal filters and twelve
rotation invariantfilters (Figure 30). The directional filters arersitive to any one of
six directions; one of three scales; and either ohéwo phases while the twelve
rotation invariant filters consist of eight centre-surround derivatifilters and four
Gaussian filters Because of the presence of the directional §ijténe Leung-Malik
filter bank is not rotation invariant but through the use of index offsets during

similarity matching, this obstacle can be overcofa. grey-scaldexture imagelata,
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the Leung-Malik filter bankconsists of forty-eighteature vectorswhile for colour
texture data the Leung-Malik filter bankconsists of one hundred and eighty four
feature vectorsWhile theLeung-Malik filter bankis notrotation invariant it can be
made to be so through the use of index offsettimgnd similarity searches. As the
Leung-Malik filter bankmatches our criteria of beingtation invariantand being able

to work with colourtexture data we consider this method a candidate method for

rotation invariant texture retrieval

Figure 30: Leung-Malik filter bank

(from [Varma2005])

2.3.19 MR-4 and MR-8 filter banks

Varma and Zisserman proposed two modified versafrthe Leung-Malikfilter bank
the Maximum-Response-4 filter bar{kMR-4) and Maximum-Response-8 filter bank
(MR-8) [Varma2005]. The motivation behind the desaj these twdilter bankswas to
solve the problem that othestation invariantfilter bankswere not sensitive to highly
directionaltexture featuresuch as stripes. Varma and Zisserman resolveptbisiem
through the use of edge and bar filters. The M8 bank consists of the following
set of filters:

One Gaussian filter
One Laplacian-of-Gaussian filter
Eighteen edge filters (six directions with threeduencies)

Eighteen bar filters (six directions with threeduencies)
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The MR-4 filter bankis a simplified version of th®MR-8 filter bankand consists of the
following set of filters:

One Gaussian filter
One Laplacian-of-Gaussian filter
Six edge filters (six directions with one frequejcy

Six bar filters (six directions with one frequency)

Both theMR-4 filter bankand MR-8 filter bankdiffer from otherrotation-invariant
filter banksin that they each “collapse” the responses ofettige and bar filters into a
single value by only selecting the strongest respadinom each set of edge and bar
filters with identical frequencies. Thus, for gregaletexture datathe MR-4 filter bank
forms afeature vectorcomprised of four dimensions and the MR-8 formfeaure
vector comprised of eight dimensions. To represent cotedture data the feature
vector for the MR-4 filter bankrequires twelve dimensions, and tieature vectoifor
the MR-8 filter bankrequires twenty-four dimensions. As both MR-4 filter bankand
the MR-8 filter bankarerotation invariantand can operate with colotexture datawe

consider this a candidate method ifotation invariant texture retrieval

2.3.20 The Polarogram

Davis introduced the concept of tR@larogramfor the purposes diexture retrieval
[Davis1981]. This method combines the transfornmattd a texture imageinto the
frequency domairwith the statistical analysis techniques loétograms For every
direction in thefrequency domaiimage, an associated bin in tRelarogramsums the
contribution of every frequency in that directidrhe resulting set of data forms a graph
or Polarogram (Figure 31).
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Figure 31: Calculation of the Polarogram from tregtiency domain data

In his thesis, Wu chooses to focus on the apptinabf Polarograms[Davis1981] for
rotation invariant texture classificatioand proposes a novel surfacgation invariant
approach totexture classificationderived from surface derivative spectra (P and Q
gradient field3. Wu observed that the major problem with all bé tothertexture
classification methods is that none directly handle the probldnidentifying either
directional or isotropic textures with differesurface orientationsand that robust
rotation invariant features are required [Tan1995]. Wu also considees method
proposed by Smith, in which surface texture infdiora is gained directly from
photometric stereaand features derived from trgradient field (attitude, principal
orientation, shape factor, and shape distributame)used for the “quantitative analysis

of repetitive surface textures” [Smith1999a].

Wu usedphotometric steredo acquire surfaceyradient field information, Fourier
analysis to transform it into th&fequency domairand combined together using a
frequency domairfunction that eliminates the directional artefaetssociated with
partial derivatives through the calculation of them of squares. Wu then uses a
goodness-of-fit measure is used to comprwrogramsof this function are compared
with those of training classes in order to providetation invariant texture

classification
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2.3.21 Summary

In the previous sections we have identified nin@didate methods forotation
invariant texture retrieval and discussed their ability to encode data comugrn

periodicity and colour while beingptation invariant We list all nine methods in (Table

4) to summarize these findings.

Method Frequency All filters | All filters
domain Rotation- | can detect
Implementation | invariant | periodic
Patterns
Colour Histograms No Yes No
Ring Filter bank Yes Yes Yes
Wedge Filter bank Yes No No
Gabor Filter bank Yes No Yes
Schmid Filter bank Yes Yes Yes
Leung-Malik filter bank Yes No Yes
MR-4 filter bank Yes No Yes
MR-8 filter bank Yes No Yes
Polarogram Yes Yes No
Combined Both No No

Table 4: List of candidate methods for textureiestl

It should be noted that any linear convolutiorefiltn thespatial domainmay also be
performed in thédrequency domairHowever, for small filters (3x3 sample points)sit
more efficient to apply the filter in thepatial domairthan it is in thdrequency domain

Colour histogramsperate in thepatial domairand are naturallyotation invariantas

they operate on pixel intensity data alone. Fos tigiason, we consider this method

suitable for our needs.

With the exception of théistogramall of the above techniques are based on linear
filters and are such they merely divide the powgecsra up into different “chunks”
within which they calculate the variance of thensilgthat is left after application of the
relevant band pass filter. Ring type filters (irdilg thePolarogran) are by their nature
rotational insensitive and therefore naitation invariant Wedge filtersand other

rotational sensitive filters require some offsajtitechnique in order to make them
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rotation invariant It is therefore just a question of which filteets are better at
discriminating between the different power specinaracteristics of textures that will
determine which are most suitable for our task. Esy, it should be noted that these
filters are not normally applied tmicro-geometrydata and as such we need to apply the

techniques of Wu in order to remove the directidriab present in theumpmagpata.

Having reviewed all the literature relatedtéxture retrievalwe now proceed to discuss
how the current information retrieval system evilhamethods can be used to identify

the most suitableexture retrievaimethods for virtual textile database queries.

2.4 Review of current information retrieval systemimplementations

As the ability to capture and store feature-rickadauch as images, video, audio, multi-
channel sensors and three-dimensional geometrinbasased due to the availability of
high capacity storage and acquisition equipmeist,ntbed for users to be able to index
and search this data has also increased. Unlikigitnaal alphabetic and numeric value
based databases where a search can be implemesited au combination of basic
arithmetic comparison operators, searching featigteeata requires complex similarity
operators customised to each type of data. One¢i@olto this problem is to construct a
modular information retrieval system which sepasdtee generic database management
tasks from the custom feature extraction and snhityl@perator functions required for
different types of multimedia data such as imagaedeo and audio. This enables
researchers to focus their attention on the dewveéop of these functions rather than on
the entire information retrieval system. In thigsls, we take advantage of this design
and keep the scope of this thesis purely to thetifiieation of thefeature vectorsnost
suited to being extracted from textilrage dataand for the implementation obtation
invariant similarity operators. Thus there are two issuesctvimust be resolved in order
to implement such a system; whiitlher banksand frequencies should be used and how
important is colour information when attemptingtation invariant texture retrieval.
However, before we investigate their performancdetail in Chapter 7, we will briefly
examine the Ferret toolkit and review the technggtiat researchers normally employ

to evaluate retrieval systems.
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2.4.1 Ferret: A toolkit for content-based similarity searches
The Ferret Toolkit has been designed to allow systiesigners to rapidly construct
search engines with such feature-rich data [Lv20U&E Ferret toolkit separates the

task of implementing an information retrieval irseveral layers (Figure 32).

At the top layer are the data acquisition, webrfate and performance evaluation
tools. The data acquisition module allows the databsystem to receive new data and
pass it through to the similarity based searchrengihe web interface allows the client
side of the database to be implemented using sthndeb page layout. The

performance evaluation toolkit allows maintainergenerate batch queries to compare
performance and search quality results againsthmark values. This is of particular

interest to this thesis due to the need to evalttaeperformance of the candidate

texture retrievaimethods.

Below the web interface and performance evaluattmt is the command line query
interface which communicates with the similarityasdn API. Beneath the similarity
search API lie the generic functionality of the aléiase system; the attribute based
search tool, metadata management (transaction reareang) and the core similarity
search engine. The core similarity engine is resfibm for the construction of
‘sketches’ fromfeature vectordata and implements the generic similarity search
functionality, which enables the search engine torkwwith file objects. Ferret
optimises the calculation of similarity comparisobg generating and comparing
‘sketches’ of eacHeature vectordefore comparing the actutdature vectorsEach
‘sketch’ consists of a bit vector of a specificdgém derived from the associatézhture
vector This allows a similarity comparison to be perfechrbetween two ‘sketches’ by

using the Hamming distance calculation.

Along with the performance evaluation tool, the tytug-in components are of
particular interest to this thesis; the first ie #egmentation and feature extraction tools,
while the second is the distance functions usegetéorm similarity matching. In this
thesis, our candidatiexture retrievalfunctions correspond to these two components.
However, we choose not to use this implementatfcsm @omplete information retrieval

system as the scope of this thesis is to iderf@fgture vectorssuitable for the
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implementation ofotation invariant texture retrievabf textile data and that to do so

would have required considerable more resource wenavailable.

Figure 32: Architecture of the Ferret Toolkit foo@ent-Based Similarity Searches

2.4.2 Measuring the accuracy rate of information reieval systems

In the previous section, we described how modefarimation retrieval systems are
implemented through the separation of the systeémseparate modules, with the Ferret
toolkit as a practical example. In this thesis, oandidatetexture retrievalmethods
correspond to both the segmentation and featuneaiin modules and the distance

function modules of this toolkit.

However, in order to determine which of the cantidexture retrievalare most suited
to this task, we must have some measure of beithg tabbenchmark or measure
statistically the success rate of edexture retrievalmethod. Buckland describes a
method of achieving this through the conceptsechll andprecisionwhen applied to
information retrieval system queries [Buckland1993his has now become the

standard way of comparing the performance of diffierinformation retrieval systems

65



for a wide variety of content including text, imagend video. One such working group,
Text Retrieval Conference (TREC) conducts an ansualey of the performance of
video retrieval systems [Smeaton2004] [Smeaton20D6fing each survey, sample
datasets and queries are distributed out to rdsemcwho then return the results of

their implementations through the measuremepre€ision recall and theF-measure

We describe the method of calculating pirecision recall, accuracyandfallout for a
selected information retrieval method. For any ipatar search query, four results are

generated:

The number of items relevant and retrieved (trusHpae)
The number of items not relevant and retrievedséalositive)
The number of items relevant and not retrieveds@alegative)

The number of item relevant and not retrieved (magative)

Of particular concern to the designer of an infdioraretrieval system, is the rate of
failure, when either a relevant item is not retedv(false-negative), or when a non-
relevant item is retrieved (false-positive). Fafgsitive outcomes are referred to as
Type | Errors, while false-negative outcomes ase€TYpErrors. We can place these

results into a table and assign them labels (Taple

Expected result / classification
Relevant Not Relevant
tp fp
Obtained result / Relevant (true positive) (f_?l/speep;oEsrl:g/re)
classification Not fn tn
Relevant (false negative)| (true negative)
Type Il Error

Table 5: Classification table for information retral

From these four values, four statistical values bandeterminedprecision recall,
accuracyandfallout. Each of these values is a fraction in the ran@d®1.0.Precision
is the ability of the retrieval system to returnlyortems relevant to the search query.
Recallis the ability of the retrieval system to retriesreery relevant item to the search

query. Fall-outis the ability of the retrieval system to retriaven-relevant items to the
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current search queryccuracyis the ability of the retrieval system to retrienetevant

items and discard non-relevent items.

Precision = P (2.4.2.1)
tp+ fp

Recall =P 2.4.2.2)
tp+ fn

Fall-out =—P (2.4.2.3)
fp+tn

Accuracy = tp+n (2.4.2.4)

tp+ fp+ fn+tn

Where:tp is the number of true positive results,
fpis the number of false positive results,

tn is the number of true negative results,

and fnis the number of false negative results.

Measurement of theccuracy rateof a texture retrievalmethod is performed by
generating a large set of test queries and congpénmexpected results returned against
the actual returned results. These results maywbmged and used to create two types

of graph:

Receiver-operator-Characteristic graphs (ROC gnaphs

Recall-Precision graphs

With ROC graphs, the Y-axis is in the range 0. and represents the true-positive
rate, while the X-axis in in the range 0.0 to 1@ aepresents the false-positive rate. A
typical graph curves will start at the coordina®e0( 0.0) and finish at the coordinate
(1.0, 1.0). Information retrieval methods with alhiaccuracy ratewill have a curve
that rapidly approaches the top left corner ofdheph (1.0, 0.0) before rapidly leveling
out towards the top right of the graph (1.0, 1Different retrieval methods may be
compared against each other by comparing the posdnd gradient of such graph

curves.
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Recall-Precisiongraphs use the Y-axis to represent finecisionand the X-axis to

represent theecall. A typical recall-precisiongraph will have a graph curve that begins
somewhere near the top left of the graph (0.0,dn@) moves towards (1.0,0.0). As with
the ROC graph, it is possible to compare retrienathods by comparing the slope and

gradient of such graph curves.

2.4.3 A survey of texture retrieval systems

While there is a vast amount of literature relatedexture retrievalusing standard
images illuminated by natural or artificial lighthé albedq, less research has been
conducted onrotation invariant texture retrieval, especially with3D surface

representations.

Dana investigated applications of the BTF to repmésand relight 3D surfaces
[Danal997] [Danal999] and also the classificatiorBD texture usinghistograms
[Danal998]. As this system was designed for imagepdes with constarglbedq this
system used only a grey-scdlistogramand to eliminate the effect stlf-shadowing
pixel values below a selected threshold are disthriihis method has the advantage of
not requiringimage datato be transformed into thfequency domainbut has the
disadvantage of not working with images with vagyalbeda

McGunnigle investigated the use piiotometric-steredechniques combined with the
use of afeature vectorcomprised of thirty-twoGabor filters to implementtexture

classification with illuminant direction invariance in thespatial domain

[McGunnigle1997] [McGunnigle1998] [McGunnigle1999]his decision was based on
the research documented by Jain and Farrokhial[98ilj which aimed to develop a
texture retrievalsystem based upon biological models. This mettasdthe advantage
of modeling human perception of textures but atdlsadvantage of requiring a large

feature vectar

Varma investigated texture classificationf images from the Columbia-Utrecht

database usindexton dictionaries generated from k-means clustering techniques
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[Varma2002a] [Varma2005]. In the more recent paperma performs a comparison
of theLeung-Malik filter bankthe Schmid filter bankthe MR4 filter bankand theMR8
filter bankin order to determine thiexture classificatiomates of each method. In each
case,texture classificatioroperates in two stages. In the first stage, tAmitrg stage,
the texton dictionaryis generated from the set of existing imageshingecond stage,
the retrieval stage, textures are classified usiregexton dictionary This system has
the advantage of usingtation invarianttexture retrievalbut at the disadvantage of

requiring a learning stage.

Wu investigated the use gbhotometric stereoto implement rotation-invariant
classification of 3D surface texture using the pslaectrum (thd?olarogram and the
radial spectrum in conjunction with both gradiendalbedodata [Wu2003]. In this
system, the two dimensional image generated framsforming textures images into
the frequency domaiis reduced in complexity from two dimensions te ahimension.
This method has the advantage of avoiding the ctatipn time required to compare a
single texture imageagainst an entiréilter bank It also has the advantage of being

maderotation invariantthrough the use of index offseting.

Drbohlav investigated the use of single trainingages to implement illumination
invariant texture classificatioDrbohlav2005] [Drbohlav2005b]. Using this method,
the class that every new image added to the daabadetermined by calculating the
feature vectodistance between the image and each of the psttaxitraining images.
The training image with the shortdstature vectodistance identifies the class that the
new image belongs to. Tlieature vectoused by this system is comprised from fifteen
Gabor filtersarranged as three rings of five filters each saear by 36 degrees. This
method has the advantage of using a smiiure vectothan the system described by

McGunnigle, but with the disadvantage of requirangaining set of images.

We extend the research carried out by these pdgyensvestigating the application of
rotation invarianttexture retrievalusing p and g gradient fieldsin both thefrequency
domainand thespatial domainAs our criteria require the use of coldakture datawe
choose not to use the grey-schistogrammethod described by Dana, but instead use

the colour histogrammethod described by Funt and Swain. We chooses¢oaularge
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Gabor filter bankas described by McGunnigle rather than the smélter bank as
described by Drbohlav. Based upon the researchuobed by Varma, we choose to
investigate th&chmid filter banktheLeung-Malik filter banktheMR-8 filter bankand
the MR-4 filter bankbut without the use of a set of training imagesaly, based upon
the research conducted by Wu, we choose to inadstitpe use of theolarogramas a
means of reducing the size (or dimensionality)heffeature vectofor texture retrieval
As we were unable to find any documented reseaicthé combined use of colour
(albedg and micro-geometry(gradient field data, normalmapsand heightmapy we
choose to investigate the userofation invariant texture retrievaimethods with this
data. We also attempt to combine all ten methodsth@r in an attempt to improve

performance with the disadvantage of increasingibe of thdeature vectar

2.4.4 Summary

In this section, we have performed a review of entrrinformation retrieval systems
designed to work with generic types of data. Weehigentified that both the feature
extraction and segmentation module and the dist&meetion module of the Ferret
toolkit correspond to thfeature vectorsequired forrotation invariant texture retrieval
We have also identified the need to measureatiweiracy rateof each of the selected
texture retrievalmethods based upon the standard measurpeeoisionandrecall in
order to compare and evaluate the performance ef cdindidatetexture retrieval
methods. It is our intention to combine these togein order to evaluate and compare
the most suitablerotation invariant texture retrievalmethod for virtual textile

databases. We will present out findings using BIC and Precision-Recall graphs.

Having performed a review of information retriewgistems and benchmarking, we now

proceed to present the conclusions from our litgeasurvey.
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2.5 Conclusions

In this chapter, we have performed a literatureiewvin the main research fields
relevant to our thesi8D surface representationtextile visualisationtexture retrieval

andinformation retrieval database validation methhds

Our summary conclusions are as follows:

2.5.1 3D Surface Representations

We choose to useelief mappingto represent textile samples as this is the @iy
surface representatiothat can be obtained using a simple camera setdpttzat
represents both thalbedoand micro-geometryf textile samples and thus allow the
implementation oself-shadowing@ndself-occlusionAs relief-mappingis an extension

of bothtexture mappingndbump-mappingwe also choose to investigate both of these
simple methods. However, one problem with the usaoomalmapdata forrotation
invariant texture retrievais that there is a directional dependency dudeause of axis
coordinates to represent the per-pioeitward normals We describe this process in
Chapter 3, and discuss suitable methods for acguihese data in Chapters 4 and 5.

2.5.2 3D Visualisation

For thereal-time visualisation of the8D surface representationge choose to use the
generic texture description provided by Stirzlingéfe base this decision due to the
ability of the texture description to represent rgvpossible combination of surface
appearance from matte surfaces to shiny refleeatidetranslucent surfaces. To improve
the visual realism of the visualisation system, &go choose to implement hard
shadows using thehadow mappingnethod. We base this decision due to the abifity o
the shadow-mappingnethod to support dynamic light sources and ngtire any pre-
calculation of scene geometry along with being swjgal by 3D graphics hardware. In
order to combine together the rendering refief-mappingand hard shadowswith
multiple light sources will require the developmesit a rendering algorithms and
shaders. Whileshadow-mappingllows 3D geometric object project shadows onto
each other and conca@® geometric object® project shadows onto itself, it does not

solve the problem of self-shadowing of tihéro-geometryThis can only be performed
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through the use ofelief-mapping The requirement forelief-mappingand shadow-
mappingtechniques thus necessitates the usembgrammable graphics accelerator
board in order to implement per-pixel lighting. Combigithese two techniques is an

issue that remains to be resolved.

Furthermore, as the visual properties of textileseacoded by theicro-geometryare
often more obvious when presented on a curved cirfige will investigate the use of
3D geometric objecteepresented using Bézier patches as the ugarametric surfaces
with control pointswill allow for the rapid construction and simplai@ation of
complex geometry. To generate tiaagent spaceequired forboth relief-mappingand
bump-mapping will require the development ofparametric surface evaluation
algorithms. We describe our approach to integratmigro-geometryand macro-

geometryin Chapter 5, then present the integrated visai@tis system in Chapter 6.

2.5.3 Texture retrieval system

We have decided not to implement a complete inftionaretrieval system with a
complete front-end user interface due to the tiostraints imposed by this thesis, and
so we choose not make use of the Ferret toolkiétebd we choose to focus our
attention on the implementation of feature ext@ct&nd similarity operators in order to
determine whictiilter bankis best for the analysis of texture periodicity. this aim we
will investigate the use abtation invariantfilter banksin thefrequency domainand
colour histogramsn thespatial domaires we consider periodicity and colour important
to texture retrieval. These methods will include tng filter bank, the wedge filter
bank the Gabor filter bank the Schmid filter bankthe Leung-Malik filter bank the
MR4 filter bank the MR8 filter bankand thePolarogram To benchmark the operation
of each of thesegexture retrievalmethods, we will make use of tpeecisionandrecall
measurement techniques as described earlier. Wailseur research in this area in
Chapter 7 of this thesis.
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Chapter 3 — Data Requirements

3.1 Introduction

In the previous chapter we reviewed several cameidgpresentations of virtual textiles
that would be suitable for botiexture retrievaland rendering purposes, and identified
thatreliefmaps bumpmapsndtexturemapsvould all warrant further investigation. The
purpose of this chapter is to review possible sesifor thesis data both in terms of
existing public databases and acquisition methbds,before this, we will quickly
discuss the requirements we have of these datan Brg literature survey, we have

identified the following requirements:

The data must be able to encode relief-maps, buagpsrand colour texture maps in a
form suitable for use with current generatipnogrammable graphics accelerator
boardsand for the derivation of suitableature vector&nd at sufficient resolution. For

visualisation, we require height dath)( unit surface normalgn) , and colouralbedo

(r,g,b) sampled on a regular Cartesian gridxand y .

The feature vectowill be used to encode periodic characteristicsvefives and other
fabrics together with colour data in a rotationane@nt manner. As many features are
computed in thérequency domainit will be more efficient if the data are orga@izin

a form suitable for processing by FFT ie. a reggiad of side2". It should be noted
that thexand y components of theurface normal(n,,n, ) are naturally directional and
are therefore not directly suited to computing tiotaally invariant features. This will

be addressed in Chapter 7.

The above requirements mean that we require heightpal and colour data sampled in

a regular grid at a resolution of 512 x 512 or tgea
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3.2 Existing databases

While manytexture databaseslready exist; the Brodatz collection [Brodatz1966]
MeasTex [Ohanian1992] [Smith1997], the CUReT da&l[Panal997] [Danal999],
the VisTex Database [Vistex2002], the Outex data [€jalal996] [Ojala2002]
[Cola2004], PhoTex [McGunnigle2001], PMTex [Wu2008ry few if any deal
exclusively with textiles. Instead, many consist aofwide variety of colour image
samples with objects ranging from vegetation anod$ébuffs to natural and human
architecture (VisTex, CURet), while others congstirely of monochromatitmage
data (Brodatz, MeasTex, PhoTex, PMTex, OUTex) and/dy bave one orientation of
each object. Furthermore, these databases do nticexplicit gradient data. In a few
cases such as CURET, data from multiple samplentatiens is available and in
principle as normals could have been estimated ftioese images but this requires

registration and interpretation of what is alreadynparatively low resolution data.

As the focus of this thesis is exclusively on \alttextile databases and in particular the
use of micro-geometry data, we consider none ofettistingtexture database® be

suitable for the research described in this thesis.

3.3 Acquisition techniques

The main requirements for an acquisition systemtlaae it should produce the data as
described in the introduction and that it shouldelsenomic and simple to set up. At
present, there are a wide variety of methods feraitquisition of the micro-geometry of
the surfaces of solid objects. These include tungetlectron microscopes, laser and
ultrasound scanners. However, all of these methads the disadvantage of requiring
expensive data acquisition systems, and in the aiieneling electron microscopes,
require that each sample be coated with a thinrlajgold before being placed in a

vacuum chamber. With some laser scanners, theasts the disadvantage that the
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system will not generate a regular mesh of datatpoOther systems such as hand-held
digitizer pens have the disadvantage of requirirghumal sampling with each single
sample point taking five seconds to acquire. As mguirements are that at least
256,000 sample points must be acquired, this meikodot practical. The only
alternative to all of these methods are photog@apéchniques such gshotometric
stereo This method provides surface normal and cobedodata and requires only a
digital camera as an acquisition source, along witke digital images of the target
surface taken with different light source anglesteNthat the height data may be

obtained through integration [Frankot1988].

Thus when compared to the architecture of the Féosmdkit, we observe that the Data
Acquisition module of Ferret matches tRaotometric Sterestage of our thesis, while
the Feature Extraction modules also match. Howexarframework differs from Ferret
in that we usephotometric steredo acquirealbedo, gradient fieldand heightmap
information, and 3D rendering techniques to visaethistexture dataapplied ontB3D

geometric models

For each texture sample, we acquire four imagdbetexture at different orientations
using a fixed camera (Canon SLR camera). For edehtation of the textile sample,
we capture a set of three images under differghtilig orientations. We refer to these
image datasets as photometric images’ [Woodham1980]. These are sufficient to
accurately acquire thalbedq gradient fieldand heightmapdata. We provide detailed
explanation of the process used to convert th@satometric imagesnto albedq
gradient fieldandheightmapdata in (Chapter 4). We acquire all images at raginal
pixel resolution of 1280x1024 at 24-bits per pixas, this is the optimum resolution to
capture the repetitive nature of a regular pattasnseen from the camera while
maintaining the highest level of detail wiicro-geometryWe represent all samples in
the database as true colour quality images at @ pesolution of 512x512 as a square
dimensions is required for our discrete FFT conweersprocess. Our method of
acquiring and generating texture samples is baped the conclusions reached by the
research conducted by the other researchers aurbtedd; Gullon, McGunnigle and
Spence investigated modifications to the Frankaegration method [Gullon2003]
[McGunnigle1998] [Spence2005]. McGunnigle initiakgt up the camera system and
created the Photex database [McGunnigle2001]. ®peeveloped the software to
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convert photometric stereo image datets intogradient field and heightmapdata
[Spence2005].

To determine whether amage dataset is added to the Virtaexture databaser not,
we use the following criteria. The texture samplestnconsist of a regular pattern and
not a simple image. Thus, knitted cartoon imagesnat suitable for inclusion in our
database. Secondly, the texture sample must élktitire area of the texture frame with
a solid pattern. Thus, textile samples which amamised of a fishnet pattern that can
be seen through or which are too small to fill freeme of the digital camera are not
suitable for inclusion in our database. We choot&rge number of textile samples to
provide a wide variety of texture patterns. Thes®ude fine-weave patterns with a near
Lambertianreflectance modelrough weave patterns that creaef-shadowingand
inter-reflectancelighting effects; textiles with semi-transparehteads that allow for
translucency and others with a glossy coating that providecslze highlights.
Altogether, we acquire twenty textile samples vatdth sample taken at four randomly
chosen orientations. As each textile sample reguiheeephotometric imagesthis
results in a total of 240 images. This relatively Inumber of samples is due to the time
taken to process each textile sample, as descib&hapter 4 — Image Acquisition

usingPhotometric Stereo

We present the complete set of textile images ppehdix B — The Texture Dataset)

3.4 Conclusion

In this chapter, we defined our data requiremeotgste acquisition, retrieval argD
visualisationof textile samples. Based upon these requirememsntroduced the data

environment used to perform &ixture retrievalexperiments in this thesis.

The data representation enables integration of betture retrievalmethods based
upon 3D surface texture a® visualisationmethods in order to implemergal-time
3D visualisationof virtual textile databases. The data acquisiaon processing thus

consists of three stages: the first stage acqaiset of3D surface representationsing
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photometric stereothe second stage implementgeature retrievalsystem obtained
using the images acquired by the first stage, dred third stage consists of the
visualisation of these texture 8D geometric model$However, the use aformalmaps
introduces the problem of directional artifacts, ieth must be resolved ifotation

invariant texture retrievais to be implemented successfully.

We now proceed to describe h@hotometric steretechniques may be used to acquire
the data required to represent BB surface representatioof textile samples. This
information includes thalbedq surface normalsepresented asrermalmapand also

aheightmap
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Chapter 4 — Data Acquisition using Photometric Stezo

4.1 Image Acquisition using Photometric Stereo

In Chapter 3, we described the generic data reptasen for this thesis that would
allow us to use a singl&@D surface representatioin conjunction withtexture retrieval
and 3D visualisationtechniques. In this chapter, we describe how adstal digital
camera and light source can be used itlotometric steredo acquire thealbedq
heightmapandnormalmapcomponents of theD surface representatiosnd how these
data may be converted for use watlrrent programmable graphics accelerator boards

This forms the first stage of our data represenatFigure 33).

Figure 33: The image acquisition stage of our dgpaesentation

One method of capturing thmicro-geometryof a texture is through the technique
known asphotometric stereoThis method requires three pieces of equipmeljt:a(
camera that is fixed directly above the textile pen(2) the textile sample itself fixed
so that it does not move between image captures(3ra light source that is a constant

distance away from the textile sample, but is feeotate in a circular path (Figure 34).
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Using photometric stereothree images are captured, each with the lightcgoat the
same distance and height, but with a differentative. By usingphotometric stereo
methods [Woodham1980] [McGunnigle1997] [McGunni§i@d] [Spence2005]
[Wu2003], it is possible to estimate the and qgradient fields(or partial derivatives)
of each pixel in the image. From thegmdient fields it is possible to calculate a
normalmap Using thenormalmap andintegration methodsit is possible to calculate
the albedoand heightmapof the image. Woodham demonstrated that it wasiplesto
recover both the gradient fieldand qgradient fieldinformation, as well as thabedo
at every image point from just three images [Woomdh@380] illuminated by three

different non-coplanar light sources.

Figure 34: The photometric stereo apparatus

(Due to the preliminary nature of this work, onljigure diagram is available)
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We can define th#lumination vectorin terms of tilt and slant angles:

| co< sins

X

=1, = sintsins (4.1.1)

y
| coSss

4
Where:# is the tilt angle,
s is the slant angle,

| is theillumination vector

and(l,,l,,l,)are the individual elements of thimination vector

The three directions of incident illuminatidp,|, andl,are defined as:

Il =[Ix1 Iyl Izl]

|2 :[IXZ Iy2 IzZ ] (412)

Combined together, these form the light matrix

le Iyl Izl

L=1, =1, | - (4.1.3)
o |

y2

y3 z3

We define the column vectar as the unisurface normaht (X, y) as:

n=n (4.1.4)

Assuming Lambertian reflectance, the intensityhef three images at the po(rty)

arerelated to thelbedok,, by the equation:
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il
=1, =k,.Ln (4.1.5)
i3
However, the light matriXX is known through the positioning of each light &y and
the intensitiesl are known through the acquisition gfiotometric images This leaves

the both thalbedok, andsurface normah as unknown.

Rearranging this equation gives the “scaled sunfexmal”:
t = k,.n = LI (4.1.6)

r

Providing that the three vectols, |,and | are not collinear, then the inveilsé exists,

and this equation is solvable. Then #tieedok, is determined from:

K, =lt| = yt2 +t2 +t2 (4.1.7)

Where ¢,.,t,,t,) are the components of the scasedface normat

The unit surface normail can be simply derived:

t
n =ﬂ (4.1.8)

Integration of thesurface normalusing Fourier analysis [Frankot1988] [Gullon2008]

allows the surfacéeightmapto be calculated from th@ and ggradient fields which

are defined as:

_ T _y
= and q 2 (4.1.9)

and may be simply derived from the surface normal (

For this thesis, we chose to use a command lidgyutrogram written in the ‘C’
programming language running on Linux [Spence200%fjut to this utility program
consists of théhree photometric imagesored in 16-bit format raw image camera files,
thespherical coordinatesf each light source expressed as floating-paatiies and the
output consists of aalbedoimage stored as a 32-bit floating point image, gredient

field imagesn pandq stored as 32-bit floating point images andhk&htmap
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4.2 Using photometric stereo data with 3D graphicaccelerator boards

We begin this section by describing the decisiordendor the representation and
processing ofexture datarequired for therelief-mappingof textile samples. We have
chosen to use these techniques in this thesisodile tfact that the standard methods of
texture-mappinglo not allow for the accurate photorealistic visaion of themicro-
geometryof textile samples. This is particularly importamhen curved geometry is
rendered using point and directional light sourdese to their intrinsic method of
manufacture, textiles have a complex surface appearwhich can only be captured
and reproduced through the use of three typesgbi-tesolution image, which we refer
to as albedq bump-mapand height-mapimages. Thealbedo imagedefines the
appearance of theurface materialunder optimal ambient lighting conditions. The
bump-mapimage defines the individualurface normalfor each sample point in the
albedo image. Theheight-mapdefines the height of each individual sample ia th
albedoimage relative to a fixed reference point. Renupi8D geometry ireal-time
with suchsurface materialsequires the use of programmable graphics accelerator
board. Implementing either Blinlbbump-mappingr relief-mappingon aprogrammable
graphics accelerator boardequires a minimum of two images. For Blifmump-
mapping only thealbedoand normal-mapare required, while forelief-mapping the
height-magps also required along with ttedbedoandnormal-map We present example

albedq bump-mamndheight-mapmages in (Figure 38) and (Figure 39).

In the previous section, we described how to useptiotometric steregrocess to
convert three intensity images into thkedoandgradient fieldrepresented as 32-bit
floating point data. However, in order to convettese images for use with
programmable graphics accelerator boardisealbedoimage must be in an 8-bit RGB
or RGBA image and theormalmapmust be combined together with theightmapto
form a single 8-bit per channel RGBA image in orfibgruse with hardware accelerated

bump-mappingr relief-mapping

In order to make both thelbedoimage suitable for use withpmogrammable graphics
accelerator boardwe convert thalbedointo an 8-bit RGBA texture. Conversion from

floating point to 8-bit data simply involves thernmmlization of the floating point data
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to the range 0.0 to 1.0, rescaling to the range @55, and then conversion to 8-bit
integer data.

We use thalpha channebf thealbedotexture to represent tigdoss mapalso known
as thespecularity map)lf no gloss maps present, this field is assumed to be 1.0 as
attempts to read thepha channebf a RGB texture will always return the constast. 1

For bothbump-mappingandrelief-mappingmethods, the second texture is referred to
as thenormalmapand encodes thgurface normalof each pixel as either a floating
point or eight-bit signed vector in the RGB chanm#cause eacsurface normals a

unit vector, each component will range from —1.Q 10.

The resulting unit vector is then scaled and bidse@ompression into an 8-bit signed
RGB colour value. Theurface normals encoded be converted each component into an
8-bit unsigned value by adding 1.0 and multiplyimg 127. Forrelief-mapping the
surface normals represented the same as before, bualipea channels now used to
represent thbeightmap encoded into the range 0.0 to 1.0.

We present a diagram of the complete conversiongz®in (Figure 35). We present a
typical textile sample that has been framed anedfito a backing board in (Figure 36).
Using the digital camera and multiple light sourcgs acquire a set of fophotometric
images(Figure 37) of which only three are used to getgetep andq gradient field
images (Figure 38). From these twgmadient fieldimages, thealbedq bumpmapand
heightmapmages are generated.
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Figure 35: Photometric Stereo Capture Pipeline
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Figure 36: Textile sample used for photometricester

Figure 37: The set of photometric images each withfferent light source direction

Figure 38: The albedo, P and Q gradient field insage

Figure 39: The final normalmap and heightmap images
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The system used to implement this process was ags@lby Andrew Spence and
Stefano Padilla on a standard Windows PC with letprofessional SLR camera
attached and controlled through an USB connectiah adedicated controller for the
set of flash-lamps. The software for the controltloé camera and flash lamps was
written MFC and C++. The resulting images from thgital camera were in the raw
file format for the digital camera and were conedrinto standard TIFF (Tagged Image
File Format) files using a Linux command line wilicalled ‘dcraw’ [Coffin2000].

Conversion of the set of thrgghotometric imagesvas performed using the process
described in section 4.1. Each of these stagesm@emented using a Linux command
line utility. In this way, the entire pipeline caube implemented using simple shell
scripts. Using this system, the total amount oktirequired generating a pair abedo

and combinedhormalmapwith heightmapimages from a single textile sample would

take on average 25 minutes. This time could bedir@lown as follows:

Setup of the dark room, camera and automated tigl@quipment — 10 minutes
Placement of the textile sample below the digitahera and automated capture
of the thregphotometric imagessed forphotometric steree 5 minutes

Transfer of the digital images from the camerah® dontrolling desktop
computer and file transfer to the Linux systemmiButes

Conversion of the threghotometric image® the finalalbedoand combined

normalmap/heightmag 5 minutes

Much of this time can be attributed to the manuahdfer of data between different
systems; the transfer ohage datarom the camera to the controlling desktop compute
and then to the file system of the Linux systemcd®ese the automated camera and
flash-lighting system is controlled by software tten for the Microsoft Windows
environment, this imposes a requirement that thesating system environment is used.
While the processing time of a set of textile imaggeon the order of 25 minutes, this
could be reduced through the use of a single iategrapplication that could control the
acquisition of photometric sterecand automatically perform the conversion to the
albedo and anormalmapcombined with aheightmap Another way in which the
processing time could be reduced would be to umRaller self contained unit in which

the material sample is placed. This would elimirtageneed for the use of a dark room.
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In our current setup the flash-lighting system regjgeveral minutes for the capacitor to

become fully charged.

4.2.1 Conclusions
In this chapter, we have described a system thkteast photometric steredor the
conversion ofphotometric imagedo texture datathat can be used for botBD

visualisationandtexture retrieval

We can see thgthotometric steredias the ability to capture thmicro-geometryof
textiles through the use of digital photographictmes. The use of standard digital
cameras means that tiplotometric steredechnique can take advantage of features
found on a modern digital camera such as high fraaselutions and macro-lens to
capture themicro-geometnpof textiles at extremely high magnifications. Tgrecess of
converting the data generated frgghotometric stere@an be performed on standard
desktop computer systems. These two features givetometric steredhe advantage
over other image acquisition technigues in thataih capture thenicro-geometryof

textiles, and that it does not require expensivatam hardware.

Having described the principles behiptiotometric stereowe can now proceed to
describe howtexture databasejueries can be implemented using the resulting. dat
However, first we investigate how the same data lsanused for3D visualisation

purposes.
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Chapter 5 — 3D Surface visualisation methods

5.1 Introduction

In Chapter 1, we identified the two research olbyest for this thesis. In Chapter 2, we
performed a literature survey that identified tteges-of-the-art in bothexture retrieval
and3D visualisationtechniques and we identified that while Bézierchas are suitable
for the representation fanacro-geometrythey are not suitable for the representation
for the micro-geometry important to textiles. In aper 3 we proposed 2D surface
representationthat can be used wittexture retrievaland real-time 3D visualisation
techniques. In Chapter 4, we described how we phetbmetric steredo acquire3D

surface representation3his formed the first stage of our data represison.

In this chapter, we state our criteria for suitaBI2 surface visualisatiomethods then
perform a survey of existing methods and finallggent a summary of the candidate
methods. We then describe how ®i2 graphics pipelinehas been adapted to support
programmable graphics accelerator boardsing bothvertex shadersand fragment
shaders before finally describing our novel method of dening parametric surfaces
(Bézier patches) textured with textile samples @equusingphotometric stere@nd
illuminated using bothelief mappingandshadow mappingvith dynamic light sources
to achievereal-time visualisation of 3D geometric objectsThis forms our core
contribution of research in this thesis and theosdcstage of our data representation
(Figure 40).
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Figure 40: Stage three of the data representation

5.2 Organisation

The remainder of this chapter is organised as\i@ld/NVe first present the set of criteria
used to evaluate the differerendering methodshat can deal with both theacro-
geometryand micro-geometry(3D surface descriptionsof textile data in section 5.3
and a detailed survey of photorealistendering methodsn section 5.4. Section 5.5
describes the underlying data representation comiooall visualisation methods.
Section 5.6 provides a quantitative assessmentdasulission of theseisualisation

methods, with section 5.7 presenting our conclusion

5.3 Criteria

As the main objective of this thesis is to impletreal-time3D visualisationof texture
data acquired usingphotometric sterecthe choice ofendering methods of particular
importance with regard to the presentation of riiero-geometryandmacro-geometry
of textile samples to the user. In order to satibfg objective, we specify the following

six criteria that must be satisfied by the candidahdering method

1. Real-time performance
The user must be able to interact with light sosireendered geometry, and
camera positions in a used-friendly way as posshllechanges must occur in
real-time at a rate not less than 15 frames per secondraftiefs rates lower
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than this, the application will be perceived asasknd unresponsive by the

users.

Economic usage of memory for texture-mapping

The method must make efficient usa@tture memoryespecially with regard
to the storage of a large collection of textile péas on the target computer.
As the goal of this thesis is to be able to presenirtual catalogue of such
textiles in real time, and tharogrammable graphics accelerator boardave

a fixed amount ofexture memorycurrently 256 Megabytes to 2 Gigabytes), it
is essential that each textile sample uses an edonamount oftexture

memory

. Self-occlusion, self-shadowing and rough-edge siie generation
The method must also provide a solution to the lprab of self-occlusion

self-shadowingaindrough-edge silhouettgeneration.

We defineself-occlusionas the ability of aendering methodo model the
ability of the raised contours of 3D surface representatioto obscure other
parts of the3D surface representaticiurther away from the observer. This is
different from Z-buffering in that Z-buffering onlgnodels the ability of one
segment of rendered geometry to obscure other sagnoé geometry. The
ability of arendering methodo modelself-occlusions extremely desirable if
the micro-geometryof the textile samplds to be presented accurately to the

user.

We defineself-shadowingas the ability of aendering methodo model the
ability of raised contours of @D surface representatioto cast shadows on
other parts of th&D surface representatiofurther away from the observer.
This is different from hardwarshadow-mappingn that hardwareshadow-
mapping only models the shadows cast by different segmehteendered
geometry. The ability of aendering methodo modelself-occlusionis also
extremely desirable if thenicro-geometryof the textile sampleis to be

presented accurately to the user.
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We definerough-edge silhouette generatias the ability of arendering
methodto model the raised contours of a material whenwed from side on,
even when the underlying geometry is a curd&l geometric objectThe
ability of a rendering methodo modelrough-edge silhouette generatios
desirable but not absolutely essential to the ateyresentation of thmaicro-

geometryof atextile sampldo the user.

4. Compatible with image data acquired from photoneettereo
The rendering methodmust make use of themage dataacquired from

photometric stereoThisimage dataincludes both the and ggradient fields

as well as the derivdaeightmap

5. Compatible with existing 2D texture-mapping techei)
The rendering methodnust be able to apply existifgD texture-mapping

techniques using curreptogrammable graphics accelerator boards.

6. Compatible with existing lighting equations models
The rendering methodmust be able to operate in conjunction with erggti
lighting equation modelshat incorporatdighting termssuch as diffuse and

specular lighting witlgloss maps

5.4 A detailed survey of 3D surface visualisation ethods

The purpose of this section is to present a detaslervey of recent papers on the
visualisation of3D surfaces representationgth particular interest in the rendering of
the macro-texture Then we investigate the ability of these methimdeperate irreal-

timeand how the user perceives the textures preséytdtem.

Memory usage defines the increase in memory redjuwestore both thalbedoand
normalmap textures. Typically, a single RGB texture with aipha channelfor
transparencywill require 4 bytes per pixel. Adding aormalmapwith the alpha
channelused to store thbeightmapinformation will require an additional four bytes
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per pixel. As a standard texture can be anywhetwdsn 1x1 and 4096x4096 pixels in
size, the total amount déxture memoryequired can range from 500 Kbytes to 16
Mbytes. While larger textures have the advantagera¥iding smaller detail, they have
the disadvantage of reducing the number of texttines can be stored itexture
memory At the time of writing, currengraphics accelerator boardsave between 256
and 2 Gigabytes akexture memory(although some of which may be pre-allocated to
the framebuffer). The termeal-time refers to the ability of the technique to render a
complex 3D geometric modeat a responsive speed of not less than 15 frarees p

second.

Within the past few years, there has been a ragwdrece in the capabilities of display
systems for desktop computer systems. Less thagcadd ago, the most demanding
task for agraphics accelerator boardvas simply to accelerate framebuffer operations
such as block filling and block copying, with alD3endering being implemented as
separate application libraries graphics enginesunning on general purpose CPU'’s.
Consequently, such boards required less than lomiifansistors, and the only way to
render complex 3D scenes was by using rasterisdtamed algorithms. To achieve
practical ray-tracing, multi-processor systems sashsupercomputers or render farms

had to be used.

Today, a standardraphics accelerator boardonsists of over 330 million transistors
and can render complex scenes consisting of well 89 million triangles/second using
a programmable8D graphics pipelinefor vertex transformatiorand pixel shading.
However, while this polygon rendering rate woul@rseto be extremely generous, this
amounts to less than 1 million polygons per franmemvmulti-pass texturing rendering
techniques [Peercy2000] are used, and even lefigeifscale surface detaguch as
micro-structureor micro-geometryneeds to be rendered [Koenderink1996] [Danal999].
Following the introduction of affordablprogrammable graphics accelerator boayds
many researchers have published new methods faoirmyg the realism of rendered

bump-mappedurfaces.
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5.4.1 Texture-mapping

Texture-mappings the simplest method in use by currgmbgrammable graphics
accelerator boardsThe advantages of this method are that memoryeusaextremely
efficient. However, the disadvantages of this meétlape that it does not provide a
solution to the problem of dadelf-shadowingself-occlusionor rough-edge silhouette
generation. Thus to provide a high level of detai3D geometric object must use an

extremely large number of vertices.

5.4.2 Blinn Bump Mapping

Blinn bump-mapping@ims to improve theisual qualityof a texture by replacing the
need for high resolution geometry with the use ofetrondtexture image the
normalmap The advantages of this method are that moreiefficuse is made of
system memory. The disadvantages of this methodhatethat it does not provide a
solution to the problem of dadelf-shadowingself-occlusionor rough-edge silhouette

generation.

5.4.3 Shell Mapping

Porumbescu, Budge, Feng, and Joy proposed an exidgoslisplacement mappintpat
supports3D geometric modelg&nd procedural volume textures [Porumbescu2005].
Using this method, the 2D space defined by thretices on the surface of tHzD
geometric models converted into 3D by extruding the third dimiensalong the
direction of thesurface normabf each vertex, thus forming a thin shell. Eacbugr of
three vertices then forms a triangular prism tr@iverts the 2D coordinate system of
the displacement majnto a 3D volume. By mapping the texture coordasabf the
displacement mamto this volume, it is possible to create smaltail by adding extra
geometry. The advantage of this method is thably cequires the modification of the
3D geometric objectand no complexXighting models and that rendering can be
achieved in a single pass. The disadvantages ©htbthod are the memory required to
store the additional geometry, and that it doespnovide any solution to the problems

of self-shadowingself-occlusioror rough-edge silhouettgeneration.
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5.4.4 Displacement Mapping

Cook proposed a solution to solve the problemooigh-edge silhouettgeneration and
self-shadowingby introducing displacement mapgCook1984]. Rather than just
modifying thesurface normabf a pixel before lighting, thdisplacement mamodifies
the actual location of each geometry vertex betbbeerendering process. By doing this,
a polygon mesh can be deformed without creatingaatifacts. While solving all three
problems ofself-occlusion rough-edge silhouettgeneration andgelf-shadowingthis
technique requires that ea8® geometric modab rendered at a sufficiently high level
of detail for each pixel of thdisplacement mapo correspond to a single vertex. A
compromise solution to this problem is to make absubdivision surfaces, where a
relatively low-resolution geometry model is repedyesubdivided to gain the desired
level of detail [Catmulll974], and then applyingetldisplacement maplf a
displacement majs applied to a regularly space quad grid, thenay also be referred
to as aheightmap Until recently, it was not possible to implemehts method on
graphics accelerator boardsas there were no instructions to support textesaling
within avertex shaderBecker and Max proposed a solution to unify tHDEB, bump-
mapping displacement mappingto a single algorithm [Becker1993]. Gumhold and
Hattner proposed a hardware architecture that walilmlv multiresolution rendering
with displacement mappinflsumhold1999]. Doggett and Hirche proposed a 138w
graphics pipelinearchitecture that would allow adaptive tesseltatad adisplacement
map using triangulated meshes [Doggett2000] [Hirche20Moule and McCool also
proposed an adaptive tessellation algorithm basettiangulated meshes and which is
suitable for implementation on future graphics kaark [Moule2002]. The advantages
of this method are that the displacement geomedry lie stored as a single image or
displacement mamnd that the geometry can be rendered in a sipgks. The
disadvantages are the 3D geometric object must kaveigh vertices to match the

dimensions of theisplacement map

5.4.5 View-Dependent Displacement Mapping (VDM)

In 2003, Wang introduce®iew-Dependent Displacement Mappiag an alternative
method of implementinglisplacement mappingithout having the expense of texture
lookup within thevertex shadefWang2003]. In this method, eanbrmalmaptexture is

replaced by a VDM texture, which has the same wadiith height as the original texture
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but stores 32x8 viewing directions and 16 sampi@d/aturelevels between —2.0 and
3.0, with interpolation being performed within tleofimits. The advantages of this
method are that it supportelf-shadowingself-occlusionand rough-edge silhouette
generation and that rendering of a geometric oljact be achieved in a single pass.
The main disadvantages of this method are thatast 64 Megabytes téxture memory

is required to store each individual texture.

5.4.6 Horizon Mapping

In 1988, Max proposed a solution to the lackseff-shadowingwith Blinn bump-
mapping by introducing the concept ofterizon mapMax1988]. For every pixel in
the texture-map thborizon mapstores a table of values, each of which represhets
zenith angle to the horizon for a particular azimwirection, with all directions
distributed evenly around the azimuth circle. Iis thaper, Max recommended the use
of eight directions separated by 45 degrees ealdanSand Cohen adaptdubrizon
mappingfor use withprogrammable graphics accelerator boartthait were state-of-the-
art at the time [Sloan2000]. This method used edlpass rendering technique based on
the ‘NV_register_combiners’ extension. The advaesa@f this method are that it
supportsself-shadowingself-occlusiorandrough-edge silhouettgeneration. However,
there are several disadvantages to using this meffoe first is that three rendering
passes are required to render the geometric obfsubther disadvantage is that
representing such textures takes up a relativeggelamount of memory, requiring eight
samples per pixel. In addition, calculating tlherizon mapis computationally
expensive, as the zenith angle for each directibmllopixels has to be calculated.
Rushmeier et al, proposed a solution to this prabley describing a method of

generating &orizon mapdirectly from eight captured images [Rushmeiergd001

5.4.7 Parallax Mapping

Kaneko proposed a solution to the problem of tbk &f self-occlusiorwithin the Blinn

bump-mappingmethod, by including &eightmapwith the normalmapand adding a
correction term that adjust the texture coordinaesording to theeye vectorand the
value of theheightmapat the current pixel in a single iteration [Kan2R01]. Kaneko
implements this algorithm usingfilgment shadeon a currenprogrammable graphics

accelerator board This method has the advantages of not requirimg additional
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vertex processing or substantial increasdexture memoryse (the only additional
memory required is for thalpha channebf the texture to store theeightmap It also
has the advantage of supportiogigh-edge silhouettgeneration, although for indented
regions only. Welsh noticed that there was a flawhis algorithm in the situation when
the textured surface was visible at a steep atigles, causing the texture to swim as the
camera moved [Welsh2004]. Analysis revealed thatdbrrective term would exceed
the maximum height difference of the two. Welshoduion was to introduce an offset
limit based on the height at the current pixel. ldger, this approach is limited to low-
frequencynormalmaps|[Mcguire2005], [Brawley2004] and [Tatarchuk200&ve each
proposed improved versions in which the singleaiige step in théragment shadeis
replaced by a small iterative loop which finds tirst point of intersection in the
heightmap This method has the advantage of improving thmarical precision of
heightmapintersection tests, allowing for the implementatmf motion parallax self-
occlusion and self-shadowingwhile still using the existingalbedo and normalmap
texture data The disadvantage of this method is the probleticed by Welsh, but

solved through the use dflief texture-mapping

5.4.8 Relief Texture-mapping

As an alternative method warallax mapping Oliveira proposed the method wdlief
texture-mappingin his PhD thesis [Olivieria2000]. However, due tioe limited
functionality of programmable graphics accelerator boards this time, it was only
possible to implement this algorithm in softwaretthe same year, Oliveria Bishop, and
McAllister extended this method to run on first geation acceleration boards
[Oliveria2000a][Oliveria200b]. This method stillqeired a pre-processing stage; the
first stage pre-warped the texture by theghtmapto take account of the direction of
the eye vectar The second stage simply rendered the texture staralard polygon.
Fujita extended this algorithm to run @mogrammable graphics accelerator boards
using the OpenGL extensions: GL_NV_register_combamel GL_NV_texture_shader
[Fujita2002]. Oliveria, Policarpo and Comba latetapted their method ofelief-
mappingto operate on arbitrary polygon surfaces [Polio@(05], quadric surfaces
[Oliveria2005] and multiple level depth maps [Pahgo2006]. One advantage of this
method is that it supportself-shadowing self-occlusionand rough-edge silhouette

generation. Another advent is that efficient usenede oftexture memoryn that only
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two texture imagesre required; thalbedoimage and the combinatbrmalmapand
heightmapthe latter of which is stored alongside the gréen and blue channels of the
texture image The minor disadvantage to this method is proogssiach individual

pixel is more computationally expensive that a eump-mapped texture.

5.4.9 Sphere Mapping

To eliminate the accuracy problems causedlibgar searching Hart proposed a
solution using distance functions to implemsphere mappindgHart1996]. Originally
intended for ray-tracing systems this technique lesn adapted for use with present
day programmable graphics accelerator boardfDonnelly2005]. The main
disadvantage ofelief-mappingis that thelinear searchstage can occasionally miss
small detail onheightmapdata particularly the peaks of narrow ridges (Figure.41)
Sphere mappingrovides a solution to this problem by replacihglinear searchwith

a distance function that returns the distance ¢oniarest point on the surface for every
sample point inexture spaceFor optimum performance, the distance functiostaed

as a three-dimensional texture sized accordinghéowidth, height and depth of the
texture spacewith the depth oftexture spacebased upon the precision required.
Determining the intersection point betweenegie vectoland the surface starting from a
point at the top of thdexture spacesimply involves reading the distance texture,
moving along theeye vectoliby the returned distance, and stopping once ardist of
zero is returned. The advantagespliere mappin@re that it is efficient, and accurate,
supporting self-shadowing self-occlusionand rough-edge silhouettgeneration. The
main disadvantage afphere mappings that the memory requirements range from five

to sixteen times as much as a standanthp-mappear relief-mappedexture.
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Figure 41: Example of linear search miss with fali@apping

5.4.10 Summary

We provide a summary list of the nine candidatehm@s$ in Table 6 and describe the
chosen methods in detail in the next section. Asfahese methods modify either the
vertices of the8D geometry objeabr the texture coordinates used to render a jeatic
pixel, all methods are capable of supporting vagibghting equationterms such as

gloss mapsndtransparency maps

As mentioned earlier, the critieria for the desirgsualisation method is that it should
operate inreal-timg should have efficient memory usage and shoulp@ipedge-
silhouettes self-shadowingand self-occlusion From this table it can be seen that only
relief mappingandparallax mappingmatch our criteria. However, aarallax mapping

is essentially a special caserefief-mapping we conclude that theelief mappings the

only method that matches our criteria.

Method Edge Self Self- Memory | Real-

Silhouette | Shadowing | Occlusion | Usage Time
/ Parallax

Texture- No No No x1 Yes

mapping

Blinn bump No No No X2 Yes

mapping

Shell mapping Yes Yes Yes Not No
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known
Displacement| Yes No No X2 No
mapping
View- Yes Yes Yes x64 Yes
Dependent
Displacement
Mapping
Horizon Yes Yes Yes x8 Yes
mapping
Parallax Yes Yes Yes X2 Yes
mapping
Relief- Yes Yes Yes X2 Yes
mapping
Sphere Yes Yes Yes x5 to x16| Yes
mapping

Table 6: Summary of the candidate nine visualisat@thods

5.5 The 3D Graphics Pipeline

In the canonicaBD graphics pipelinaised to render polygon geometry (Figure 42), the
complete pipeline consists of four stages;\(&)ytex transformation(2) Lighting, (3),
Clipping and (4) rasterisatioMertex transformatiornvolves the transformation of all
polygon mesh vertices relative to the combined canmand model scene positions.
These are represented as two 4x4 matrices thddirgpresent the final transformation
in camera spaceand the second to represent the requpedpective projectioby the
camera. The lighting stage applies the selectedhiiation model to the vertex data
(flat shading, Gouraud shading, Phong shading whith option oftexture-mappiny
The clipping stage discards all vertex geometry thautside the cube (-¥2, -¥2, -¥2) —
(*2, %2, %2). The rasterisation stage is used to koarrender the geometry. Because of
this layered structure, an implementation is freause either software to hardware to
define each stage. The sample OpenGL implementaiasts entirely in software
running on the host CPU. With eadyaphics accelerator boargdghe transformation,
lighting and clipping (TLC) stages run on the hG8tU, while the rasterisation stage is
implemented in hardware as a sepamtaphics accelerator boardLater graphics
accelerator boardsmplemented the comple®D graphics pipelineas fixed functions
in hardware [Deering1988] [Mccormack1998] [Deerifg2].
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Figure 42: Classic 3D graphics pipeline

5.5.1 Vertex and Fragment shaders

A programmableD graphics pipelindliffers from the fixed functionalitgD graphics
pipeline in that both the transformation and lighting stagee replaced with a user
defined program or “shader”, both of which are exed directly on the graphics board
[Whitted1982]. Avertex shaderreplaces the transformation and per-vertex lightin

stages, while #agment shadereplaces the per-pixel lighting calculations (Figyda).
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Figure 43: Programmable 3D Graphics Pipeline

5.5.2 The Tangent space coordinate system

In order to implement per-pixel lighting calculai®for every point on 8D geometric
mode] we need to know several pieces of informationesehinclude the directions of
the light sourceand camera transformed into tleeal coordinate systerof that point.
To achieve this, it is necessary to know thrgent spacef that point. Theangent
spaceconsists of three distinct vectors which form eeéhdimensiondbcal coordinate
system These are (1) thiangent vectar(2) thebi-normal vectorand (3) thesurface
normal Thetangent vectors a three-dimensional unit vector that definestdngent of

the surface in the direction of the figgarametric coordinate (y)while thebi-normal
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vectoris also a three-dimensional unit vector, whichirtes the tangent of the surface
in the direction of the secormghrametric coordinatgv). The surface normalis also a
three-dimensional unit vector that is perpendictutaboth thetangent vectorand bi-
normal vector(Figure 44) As all three vectors are perpendicular to eachrptias
possible to calculate treurface normafrom the cross product of thangent vectoand
bi-normal vector Thetangent space vectodsffer from thegradient fieldsp andq, in
that thegradient fieldvalues are scalar quantities representing thegsadients at a
particular point in the surface, which have no ¢@st on value, while théangent
space vectorsoy definition of a unit vector, have elements ehare constrained to the

range -1 to +1, and the magnitude must always baléq 1.0 exactly.

Calculation of these vectors for each vertex capdrormed both during the creation
of the geometry and at run-time. We use the OpeW(FL to render the scene by
sending the vertex, thengent vectarbi-normal vectorand surface normalector to
thevertex shader

Figure 44: The Tangent Space System

When combined together thiangent spacerectors and the coordinates of the current
point in object space form a 4xnsformation matrix5.5.2.1).
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tX bX nX pX
t b, n, p
M =t vy (5.5.2.1)
tangentspace tz bz nz pz
0O 0 0 1
WhereM ,,  euspace!S thetangent spacenatrix
tX
t = t, isthe tangent vector,
tZ
b,
b= b, isthe bi-normal vector,
b,
nX
n= n, isthesurface normatector
z
Px
and p= p, istheworld spacecoordinate of the point.
P,

There are two ways of calculating ttamgent spacéor 3D geometric modeld-or rigid
polygon mesh models, thtangent spacef each vertex can be pre-calculated through
the analysis of the edges forming each vertex. Wiitsher-order surfaces such as
NURBS and Bézier patch models, it is possible tbope the calculation of theangent
space vectorst the same time as each point of the surfaces iShhe approach taken
for this thesis. The purpose of tlvertex shaderis thus to perform the following
operations:

- Transform the vertices according to the curnmatdel spacecamera spacand
camera projection spaamatrices

- Transform the texture coordinates according toctiveent texture matrix

- Transform thewvorld spacdight positions and eye positioirgo tangent space

- Transform the vertex into light projectishadow spacéo implementshadow
mapping
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- Transform the vertex intdight projection texturecoordinates forprojective

lighting

To achieve the goal of transforming both the posgiof the viewpoint and light source
into tangent spacewe combine théangent spacenatrix, themodel spacendcamera
spacematrices together. For light sources, the curdirdgction of the light source is
also calculated. For a point light source, thid wédry from vertex to vertex while for
directional light sources this will remain constahiiese coordinates interpolated during
the rasterisation stage to generate coordinatehédighting modelimplemented by the

fragment shader

5.5.3 Representation of geometric models using Béessurfaces

In the previous sections, we have described hoveréifit rendering methodsan be
used to present tt8D surface representaticio the user imeal-time In this section, we
describe the implementation of theometric modelssed to implementeal-time per-
pixel bump-mappingTo represent solid geometry, there are two péssépresentation
methods. The first method consists of represerttiegsolid geometry purely as lists of
vertices and polygons. Each vertex is then composageometric pointand aangent
spacecomposed of &inormal vectoy tangent vectomand surface normal Calculation
of thetangent spacelata requires a detailed analysis of the connectada related to
every vertex, edge and polygon. The advantagesisf method are that rendering
simply involves writing the geometry to tipgogrammable graphics accelerator board
while the disadvantages are that calculating tHregent spaceanformation requires

considerable analysis of the topology of #i& geometric model

The second method to make use of high-ond@rametric curvesand parametric
surfacessuch as NURBS [Farin2001] [Gouraud1971] or Béziafaces [Bézierl966]
[Bézier1967] [Bézierl968] [Bézierl974]. The prineimf each representation method
follows a similar approach. Instead of specifyingery geometric pointa parametric
curve is represented by a small number aointrol points combined together using
parametric coordinatedo evaluate individuabeometric pointson the curve. This
technique can be extended into two dimensions ton fparametric surfacesA

collection of suctparametric surfacesan be used to form 2D geometric modelAs
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well as being able to calculate individugéometric pointsthe use ofparametric
coordinatesallows thetangent spaceand texture coordinatedata to be calculated
directly. This has the advantaged of eliminating heed for a detailed analysis of the
connectivity of the shape, and reducing the memeguirements of storing th8D

geometric model

A two-dimensional matrix known as thasis matrixgoverns the shape of the curve that
results from a given set afontrol points The degree of the curve determines the
number ofcontrol pointsrequired. For a curve of degrBe N +1control pointsare
required. Consequently, thebasis matrix is also a square matrix of

dimensio(N +1)" (N +1). We define the mathematical relationship betweka t

geometric point basis matrix parametric coordinateand control pointsas follows
(5.5.3.1) (5.5.3.2).

p=UM,.C (5.5.3.1)
Where:pis the geometric point
U is the parametric basis vector

M is thebasis matrix

basis

and C is the set otontrol points

F(u) = :Oui a-u"' ”(n“_! i)!c‘ (5.5.3.2)
Where: F(u) is the Bézier curve

u is theparametric coordinate

n is the degree of the curve

and ¢ is the set otontrol points

Parametric curvegan be of any degree, ranging from zero upwardsveyer, for low
degrees (<3) there is less control over the shdpgheocurve, while for high degrees
(>3) the large number afontrol pointsmakes controlling the local shape of the curve
difficult. Thus, spline curves of degree three obic curves are the most popular choice

(5.5.3.3). Examples of degree three curves incthéeBall spline, Beta spline, Bézier
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spline, B-spline, Catmull-Rom spline, Cardinal spli Cubic spline, Hermite spline,
Kochanek-Bartels spline, Overhauser spline, Tams@nd Timmer spline curves, with
each curve having a uniqumasis matrix For curves such as the Beta spline and
Kochanek-Bartels spline, it is possible to modife basis matrixusing additional
variables that control attributes such as biasitenand continuity. For NURBS curves,
additional data values known as weights provideuger with greater control over the
shape of the surface. For this thesis, we choseBtmer curve of degree three to
represent alBD geometric model.5.3.4). We present visual examples of cubid&éz
curves in (Figure 45).

Figure 45 : Sample cubic Bézier curves

(5.5.3.3)
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Where: p(u) is the spline curve,
p'(u) is the first derivative of the spline curve,
u is theparametric coordinate

and b are the coefficients of tHmsis matrix
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Where: p(u) is the spline curve,

p’'(u) is the first derivative of the spline curve
u is theparametric coordinate

and c, are thecontrol points

To evaluate more than ogeometric poinbn aparametric curveit is more efficient to
precalculate the product of thmasis matrixand the set o€ontrol points to (or the
geometry vector)and then multiply thgeometry vectowith the row vector derived
from the various powers of thparametric coordinatefor each requiredyeometric
point. As another optimization, forward differencing tecjues help minimize the
number of multiplication operations required to lee each point. These optimization
techniques are also applicable when calculatingtdihgent vectorof the curve. The
parametric surfaceextends this process to two dimensions by repteggerthe 3D
geometric modeby a set ofcontrol pointsarranged in a triangulated or rectangular
control net(Figure 46). For a rectanguleontrol net two parametric coordinatebcate

each point on theparametric surface(rectilinear coordinate system) while for a

107



triangulated control net three parametric coordinateslocate each point on the
parametric surfacgbarycentric coordinate system). Because at leastparametric
coordinatesare used, this also allows the calculation of piaetial derivatives (or
gradient values) of angeometric pointon the surface. Since the cross product of the
two gradient values produces tkarface normal this allows the completéangent
spaceof eachgeometric poinon theparametric surfacg¢o be calculated. For a cubic
Bézier rectangle, sixteerontrol pointsare required, while for a cubic Bézier triangle
tencontrol pointsare required. We provide the general equatiomefBézier rectangle

in (5.5.3.5), and provide the general equatiorhefBézier triangle in (5.5.3.6).

Figure 46: Control nets for rectangular and tridatged cubic Bézier surfaces
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F(u,v) = u' (- )™V (- V)" — : —c. (5.5.3.5)
=0 j=0 itj!(n- D)(m- jn "’
Where'F (u,v) is the Bézier rectangle
(u,v) areparametric coordinates
n is the degree of the Bézier rectangle fior
m is the degree of the Bézier rectangle VYor
and ¢ are theontrol pointsfor the Bézier rectangle
F(u,v,w) = i,j,k>:l(;liVjWk mcﬁk (5.5.3.6)
i+j+k=n
Where:F (u,v,w) is the Bézier triangle function
(u,v,w) areparametric coordinates
n is the degree of the Bézier triangle
and ¢ are theontrol pointsfor the Bézier triangle

To evaluate a singlgeometric pointon the surface of a Bézier rectangle, we use the
general equation (5.5.3.7). To evaluate tdregent vectoland thebinormal vectoy we

use the partial derivatives (5.5.3.8) and (5.5,30fh thesurface normabeing derived
from the cross product of the two vectors. Two mdih for generating texture
coordinates exist. The first method derives eacttute coordinate directly from the
parametric coordinateswhile the second method derives each texturedooate from

the arc lengths the tangent and binormal curves.
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F(u,v) =

(5.5.3.7)

WhereF (u,v) is the Bézier rectangle
(u,v) areparametric coordinates

and ¢ are theontrol pointsof the Bézier rectangle

3(1- u)*(@- v)* 1.y

+ (- 4u+3u?)(1- v)® 3.y

+Uu(2- 3u)(1- v)®.3.cy

+3u%(1- v)® .Lcy

+3(1L- u)®v(l- v)* 3.y

+(1- 4u+3u’)v(- v)* 9.cyy

+u(2- 3u)v(L- v)* .9.c,

F(u,v) _ +3u%v(L- v)? .3.cy
Tu  +30- u)>V2 (- V) 3Gy
+(L- 4u+3u?)V?(1- V) 9.Cyy

+u(2- 3u)v’ (- v).9.c,,

+3u?Vv? (1- V) 3.C5

+3(L- u)?v® .1c,,

+(1- 4u+3u®)V°.3.¢yy

+u(2- 3u)v®.3.c,

P Lo (5.5.3.8)
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Where:F (u,v) is the Bézier rectangle function
(u,v) areparametric coordinates

and are theontrol points

3(1- u)*(@L- v)* Lcy
+3u(l- U)?(L- V)2 3.Cyy
+3u®(1- u)(@- v)*.3.Cp

+3u%(1- v)* .1.cy

+(L- u)*(L- 4v+3v?) 3.cy

+u(- u)’(L- 4v+3v?) 9.c,
+u®(1- u)(l- 4v+3v?) 9.c,
F(u,v) _ +u(1- 4v+3v?).3.Ccy
v +(1- u)®v(2- 3v).3.Cy
+U(l- u)®v(2- 3v) 9.Ccyy

+Uu®(L- u)v(2- 3v) 9.c,,

+UV(2- 3v).3.Cp

+(1- u)®v®.l.cy

+u(l- u)®v® 3.cy

+u® (- u)v®.3.cy,

sl (6539)

Where:F (u,v) is the Bézier rectangle function
(u,v) areparametric coordinates

and c, are thecontrol points

To evaluate a singlgeometric poinbn the surface of a cubic Bézier triangle, we arse
equation similar to that of the Bézier rectanglé(3.10). Thetangent spacdtangent
vector, binormal vectorandsurface normglsystem for thggeometric poinis achieved

by evaluating the partial derivatives for each mdibarycentric coordinates (5.5.3.11),
(5.5.3.12) and (5.5.3.13). Calculating the crossdpct of any two partial derivatives
will generatethe surface normalAs with the Bézier rectangle, two methods for
generating texture coordinates exist. The firsthodtderives each texture coordinate
directly from theparametric coordinateswhile the second method derives each texture

coordinate from the arc lengths the tangent andrimal curves.
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(v?) L.Cogo
+(v2W) 3.Cy
+(uv?) 3.Cop
+ (VW) 3.C5y
+(uvw) 6. ¢,y
+(Uu?v) 3.Cop

+(W?) L.Cyo
+(UW?) 3.Cyey
+(u*w) 3.Cypp
+(u®) 1.Cooq

F(u,v,w) = (5.5.3.10)

Where:F (u,v,w) is the Bézier triangle function

(u,v,w) areparametric coordinates

and ¢ are theontrol points
(v?).- 3.Coz0
+(WW).- 6.Cp

+(-2uv+v?) 3.y

+(W?).- 3.Cyp
+(vw- uw) 6.Cy, (5.5.3.11)

+(u®+2uv).- 3.Cqpp

+(W?)  .3.Cypy

+(uw) 6.Cy,

+(U?)  3.Chs

T1F (u,v,w) _
Tuv

Where:F (u,v,w) is the cubic Bézier triangle function
(u,v,w) areparametric coordinates

and ¢ are theontrol points
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(V? .- 3.Chz0
+(2vw+v?  3.Cpy
+(uv).- 6.Cyyy

+(W? - 2vw).- 3.Cyg

+(uw+uv).- 6.C, (5.5.3.12)

+(u?).- 3.Copp
+(W?)  .3.Cq
+(uw)  6.Cyy

+ (uz) 3 ClOZ

F (u,v,w) _
vw

Where:F (u,v,w) is the cubic Bézier triangle function
(u,v,w) areparametric coordinates

and ¢ are theontrol points

(Vz) = 3.Cpp

+(v? 3¢y

+(v.w). - 6.C

+(v.w- uv) 6.c,
+(uv) 6.Cyp, (5.5.3.13)

+(W?).- 3.C3

+ (W2 - ZUW) 3. Coo1

+(2uw- u?)  3.Cy,

+(U?) 3.Chs

F (u,v,w) _
luw

Where:F (u,v,w) is the cubic Bézier triangle function
(u,v,w) areparametric coordinates

and ¢ are theontrol points
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Visualisation of aparametric surfaceis achieved in many possible ways; per-pixel
subdivision [Catmull1974], scan-line interpolation [Whitted1978] [Lanel980]
[Schweitzer1982], ray-tracing usingterval analysismethods such as Bézier clipping
or Newton’s method [Toth1985], or by conversionoirgt polygon mesh suitable for
rendering by a standai@D graphics pipelingpolygon tessellation) or for-ray tracing
using ray-triangle intersection tests. Ray-tracimgs the advantages of supporting
advancedighting modelssuch as caustics as well as both reflection afidateon, but
with the disadvantage that a single frame can maikeites if not hours to render. As the
name suggests, per-pixel subdivision provides ateurepresention but also requires
large periods of processing time in order to suini@ivthe control netdown to the
resolution of individual pixels. Scan line conversiattempts to render tlparametric
surfacepixel row by pixel row. While this method can operén real-time the cost of
managing individual power terms makes it more gostian basic polygon mesh
tessellation. Polygon tessellation methods haveathentage of being able to render
frames inreal-time but with the disadvantage that not all advardmgting modelsare
available. Because of the requirement to rendemgéy inreal-timg we have chosen
the method of polygon tessellation for this thedising this methodparametric
coordinatesspaced at regular intervals on the surface of pacametric surfacef the
3D geometric modedre used to generageometric pointswhich in turn are converted
into triangle strips, all of which are stored aspiay lists within the3D graphics
pipeline Thus, only a single function call is requiredeémder a complet8D geometric
model

5.5.4 Conclusions

In the previous section, we selected fourteen piatiemethods of rendering textures
with micro-texture We also described how to combine these methotisexisting3D
visualisationtechniques to render thmacro-structure(Bézier patches oparametric
surfacesln this section, we compare theseadering methodagainst the criteria for the
micro-structurespecified at the beginning of this chapter, arstalided those that fall
to match our requirements. By comparing the setrdkria against theendering
methodsdescribed in the previous section, we can immeljiagject some due to the
large memory requirements (BRDF, BTF, PTM, VDM &@phere Mapping We reject

the method of vertexlisplacement mappintechniques due to the inability to render
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detailed geometry imeal-time We also reject basitexture-mappingas it does not
provide any representation for thaicro-structure In addition, because of their
similarity, we considerrelief-mapping and parallax mappingas a single method.
According to these requirements, only the followingethods satisfy both of our
criteria:

Relief-mappingising a combinedormalmapand per-pixetlisplacement
mappingusingheightmap

This method is suitable for use with rendering wotith polygonal geometry and with
parametric surfacesThis is of particular importance to theal-time 3D visualisation
of textile samples, as the very appearance (reftloght and texture) of such real-world
textiles will change radically depending upon tleenbined orientation and curvature of
individual points on the fabric, the position okthight source and the position of the
camera. Thus, visualizing the appearance of aléextreal-timecan only be done on a
per-pixel basis and requires the computational pogfea programmable graphics
accelerator board For this thesis, we choose to represent the anrstcucture using
Bézier surfaces due to their ability to automatcaialculate thetangent spaceand
texture coordinatdor eachgeometric poinbn the surface of 8D geometric objecand
thus have provided a detailed explanation of théhematical theory underlying their
use. Knowledge of theangent spacef each vertex is necessary in order to present th
micro-structureto the user through the userefief-mappingas thdight vectormust be
transformed from thevorld spacesystem to théangent spacsystem and theye vector
must be transformed from tleamera spaceystem to theangent spacesystem. To
allow the user to view the model with as much fosadas possible, the user interface
has been designed to allow the user to controptistion of the model, light sources
and camera independently. The operations suppdarteldide rotating the model,
rotating and zooming both the camera and lights=sirAll objects can be allowed to
rotate automatically, to brake automatically, owotdy rotate whenever the user moves
the mouse. Light sources are rendered@geometric objects order to give the user
feedback as to where the light source is locatednaoving. The novel combination of
usingparametric surface¢Bézier surfacesto represent thenacro-structurecombined
with texture image®f textile samples acquired usipipotometric steredo represent

the micro-structureand illuminated using bothelief mappingand shadow mapping
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with dynamic light sources to achieveal-time visualisation of 3D geometric objects
forms our core contribution of research in thissike

Having described the background theory behind titeractive visualisation stage of
this thesis, it is the purpose of the next chafuepresent the sample images from our
3D visualisationsystem that combines together the rendering ofnero-structure
using Bézier patchesombined withshadow-mappingand themicro-structureusing
relief-mapping
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Chapter 6 —Visualisation Implementation and Results

6.1 Introduction

In Chapter 5, we stated our criteria for a suitaBl® surface visualisationmethod,
performed a survey of approaches and then presemtsdmmary of the candidate
methods. We then described how 8i2 graphics pipelindhas been adapted to support
programmable graphics accelerator boardsing bothvertex shadersand fragment
shaders before finally describing how thmacro-structurecould be defined in terms of
parametric surface¢Bézier patches) combined with th@cro-structuredescription in
the form ofnormalmapscombined withheightmapsand illuminated using botrelief
mapping and shadow mappingwith dynamic light sources to achieweal-time

visualisation of3D geometric objects

This chapter describes the implementation of3ivisualisationsystem. Of particular
importance is the integration of the rendering loé macro-structureusing Bézier
patchesrendered usinghadow-mappingnd themicro-structure renderedsingrelief-
mapping We begin this chapter by describing the procéggneratingexture datafor
both thebump-mappingand relief-mappingmethods, and théghting modelused to
relight thistexture datathen how each method is implemented usipgagrammable

graphics accelerator board
We now proceed to describe hdump-mappings implemented using OpenGL, how

this is extended to implemerdlief-mappingusing OpenGL, and finally describing how

thelighting modelis implemented.

117



6.1.1 Bump-mapping

Rendering ébump-mappedurface using g@rogrammable graphics accelerator card
requires twotexture imagesthe albedoand thenormalmap Each image consists of
either RGB or RGBAexture datawith the alpha channefree for other purposes such
as agloss maypor atransparency mapn order to render a texture mapped surface with
a programmable graphic accelerator carthevertex shaders used to transform both
the eye vectorand light vector into tangent spaceand thefragment shadesimply
fetches the appropriate texture elements from ezfcithe albedo and normalmap
textures, before applying the Pholnghting modelusing thesurface normalfrom the

normalmaptexture.

6.1.2 Relief-mapping

In his 2005 paper, Policarpo solves the problemsetifocclusionself-shadowingand
rough-edge silhouettgeneration by the use ofreightmapthat represents the surface
depth at each pixel sample of thermalmap.The point of intersection between the
viewer and the textured surface is determined tjinoalinear searchfollowed by a
binary search In his paper, Policarpo implements the algorithsnafragment shader

on current generatioprogrammable graphics accelerator boards

For this thesis, we use the exact methodetief-mappingas described in this paper.
This method requires the samtbedo and normalmaptexture as used with standard
bump-mapping but also requires the use ofh&ightmap In normal use with our

application, théneightmaps stored in th@lpha channebf thenormalmaptexture.

With relief-mapping the fragment shadeuses a three-stage process to determine the
correctalbedo colour andsurface normalvalues rather than the single stage lookup
process used biyump-mappingThe first stage solves the problemseff-occlusiorby
using interval analysisto query theheightmapand determine the first point of the
surface that intersects tleye vectar The actual process afterval analysiswith an
unknown function involves two internal stages. Tinst step involves using knear
searchto find the first interval in which theye vectorcrosses the surface boundary.

This is necessary, because an irregular surfade paaks and troughs may intersect
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with the eye vectorin more than one place. The second step involvasy wsbinary
search(such as theisection methodo find the precise point of intersection withims
interval. While thenormalmapandheightmapdata are stored in a discrete data format
(ie. sample points at fixed intervals texture spacg the actual data returned from the
texture sampling function ‘texture2D’ will be conged from the average of two or
more texture elements, depending upon the textuméication andmagnificationMIP-
mapping modes. Minification occurs when the rendered texture occupies a smalle
number of pixels in the framebuffer than the orajitexture. Magnification occurs
when the rendered texture occupies a larger nuiiqgkels in the framebuffer than the
original texture. These modes are described inerasB of the OpenGL Programming
Guide [Shreiner2004]. By default, any ray whichsses any of the texture boundaries
(u=0),(v=0),(u=1or (v=1) of the texture willwrap-aroundto the opposite side if
the texture repeat mode is set. This allowsirgle relief-mappedexture to repeat
across the surface of3 geometric modeFor open3D geometric modelésuch as a
simple plane), théragment shadecan implemenedge silhouettindy discarding the
current pixel fragment using the shader languatigcard() call, if the intersection of
the ray is outside any of these boundaries. Therskstage implements the chosen
lighting equationand scene-shadowingests as before. The third stage implements a
self-shadowingest by looking for the first point visible alorige line-of-sight vector
towards the light-source. If the point matches Iti@ation of the light source, then no
self-shadowings occurring for the current pixel fragment, ahe final fragment colour
remains unchanged. Otherwise, the point is in slvadmd shaded accordingly. We
present an example of this process in (Figure l®his example, theye-rayintersects
three points within the relief map. Without theightmaptest, a basic texture lookup
would select the colour arsirface normaht point (A). However, withelief-mapping

the algorithm will select the first point (1). Whehe fragment shadeperforms the
shadow test for this point, point (4) is in theeliof-sight, and so point (1) is determined

to be in shadow.

Having described thevisualisation method, we now proceed to describe how the
applications implements the rendering of geomeéyd how thefragment shader
implements thelighting equation for bump-mappingand relief-mapping before

describing how quantitative assessment is performed
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Figure 47: Example height-map query for relief-miagp
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6.1.3 Relighting the 3D surface representation

In the previous section, we described hopregrammable graphics accelerator board
may be used to render the scener@al-time We also described how we acquired
gradient field data usingphotometric stereoand how we generated texture maps
suitable for with agraphics accelerator boartfom thisgradient fielddata. The goal of
this section is to describe how ti3® visualisationapplication combines the basic
components (light sources, cameras, geometry aiukrés) together in order to render a
photorealistic image. Fundamental to the solutidntres problem is thelighting
equation The lighting equationdefines the mathematical model that describes how
surface materialseceive and transmit light emitted by light sowead othesurface
materials Gouraud was the first to proposéighting modelusing the Lambert shading
model [Lambertl760] [Gouraud1971]. Phong modifibds tequation to handle non-
diffuse surfaces [Phongl1975]. Blinn and Phong asthpthis equation for use on
graphics hardware [Blinn1977]. Cook and Torrranceppsed a more accurate model
based on Gaussian modeling of micro-facets [CooR[L98ince then, thdighting
equationhas evolved to modenisotropic reflection[Banks1994] and multi-spectral

radiosity calculations [Neumann2003].

For this thesis, we selected tRbong lighting mode[Phong1975] as the basis upon
which in order to implement thkghting model This lighting modelallows for the
implementation of ambient and diffuse terms to iempént Lambert shading for matte

surfaces, and a specular term for glossy surfa&@s4(1).
|, =k, +k,f (nA) +k f,, (ex)* (6.1.4.1)

Wherel, is the resulting output intensity for the pixeldraent,
k ,is the fraction of light emitted from the surfacgdmbient reflection,
k 4 is the fraction of light emitted from the surfacgediffuse reflection,
k . is the fraction of light emitted from the surfacgspecular reflection,
ks, is the specular power factor,
f.. is the fraction of light that reaches the surfage tb the attenuation

of light,
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n is thesurface norma({normalized direction vector perpendicular
to the surface),

I is thelight vector(normalized direction vector pointing towards
the light source),

e is theeye vecto(normalized direction vector pointing
towards the viewpoint), and

r is thelight vectorreflected through thsurface normal

The term& ,, k,andk and k,, define the RGB ambient, diffuse, specular values a

specular power terms of the curresurface materialrespectively. However, Phong
originally intended théighting modelto model untextured surfaces. To adapt the Phong
model for use withbump-mappedtextured surfaces, we have to make several

modifications. We replace the ambient and diffusens of thesurface materiak , and
k, with texture map references to th#bedo (or base) textur&k , and replace the

surface normalnof the surface with a texture lookup reference e bump-map

texture k We also replace the specular tekqp with a texture map reference

normalmap *

tok , combined with a reference to tigéoss maptexturek This texture can be

gloss*®

estimated manually, set to zero, or acquired thnoilng combined use ghotometric

stereowith a polarizing filter and th&resnel reflectionrmodel [Wolff1990]. We also

replace the single power terrk  with separate powers for each colour. We also

augment the termk, with local parametersk For a surface with texture

gloss*®

coordinates(u,v), we define the relationships between #ibedo and normalmap

textures and the ambient, diffuse and specularddmyrthe expressions in (6.1.4.2).

k,=k, =k (uv)

K, =K o (U,V)k (6.1.4.2)

gloss specfactor

n= k normalmap (U, V)
Where:k, is the ambient term of tiféhong lighting model
Ky is the diffuse term of thehong lighting model

k is the specular term of tithonglighting mode)

S
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Kgoss 1S the surfacepecularity map

k is thealbedotexture,

albedo

and K o mamep IS thenormalmaptexture

We augment these terms by additional terms usaahptement shadowing in order to
support a completely generic texture description described by Stirzlinger
[Stirzlinger1996]. We also implement several cdntrariables to allow the various
options to be switched on and off through user mbdniWe present listings of each
vertex shadeandfragment shadeused by this application in “Appendix C — OpenGL

vertex and fragment shaders”.

To implement shadow mapping we utilize the method described by Williams
[Williams1978]. In this method, depth texture mapepresenting the distance of the
light source to the nearest point on each visibidase of the scene is created by
rendering the scene as seen from the viewpoirti@fight source. To render the scene
with shadows, théragment shadetransforms and compares the final depth value of
each pixel fragment against the corresponding valuthe shadowmapThe result of
the comparison test determines whether the piaginfient is in shadow. We present the
assignment of textures to texture units withinphegrammable graphics acceleratior
Table 7.

Texture Texture Unit
K, Unit 0 - RGB
Kgioss Unit 0 — Alpha
Kpumpmap Unit 1 - RGB
Kpeightmap Unit 1 - RGB
Khadow Unit 2 — Depth

K projector Unit 3 — RGBA

Table 7: List of textures and their assigned textumits

The resultinglighting modelfor texture-mapped bump-mapping/relief mappisdhus

as follows:
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= L,(e

tangentspa:e)

(6.1.4.3)

Where:l; is the resulting output intensity for the pixedgment,
and L,is the fraction of light emitted from the surfaitem ambient, diffuse

and specular reflection
We define the lighting functioi. for a single light source to be:

angentspa:e) " shadow

= Iambient + (Ldiffuse+ L (6144)

)-rm_shadowi( e,

specula

Where:| is the ambient contribution of the light source,

ambient

Ldiffuse is the diffuse lighting contribution,

L is the specular lighting contribution,

specular

I is the sample point of the light source shadexiure,

shadow

and rm_shadow is therelief-mappingshadow function

We define the diffuse component of the lightingdiion to be:
L diftuse = Caiedo ditruse -(N 1) (6.1.4.5)

Wherec is thealbedocolour of the current point of the surface,

albedo

I is the contribution of the light source to diffugghting,

diffuse
n is the outward normal of the current pointlad surface

and I is thdight vectorin the local tangent space of the object
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We define the specular component of the lightingcfion to be:

L specular = Catbedor! specular'(etangentspa:e ol )kspewlarpwer k specularfector (6.1.4.6)
Wherec, .40 is thealbedocolour of the current point of the surface,
| specuar is the contribution of the light source to specuighting,
n is the outward normal of the current point of sueface,
I is thelight vectorin tangent space
€angentspae is the eye vector itangent space
K pecuapaver 1S the set of power coefficients for specular figg,
K specularicor 1S the material colour for specular lighting
and r is thelight vectorreflected through thsurface normal

However, for this thesis, we discovered that fomgnteextile samples, we could set the
contribution of the specular term to zero or cléseero, as the textile samples did not

have a glossy appearance.

6.1.4 Implementing the lighting equation using veex and fragment

shaders

To implement the complefghting equation we split the task of visualizing the target
geometry up into a separate rendering pass for égbh source. We use custom
designedvertex shadersaand fragment shadergo implement each of the rendering
passes. We implement multiple light sources by nmkise of the OpenGL blend
operations. For the first layer of the first lightturce, the blend mode is set to replace,
while for every other layer the blend mode is seadd [Shreiner2004]. We utilize the
method of shadow mappingas described by Crow [Crow1977], Williams
[Williams1978] and [W001990] to implement scenedeghadowing. This method
requires two rendering passes. In the first pdssshadowmaps created by enabling
the Z-buffer, disablingexture-mappingand rendering the light source’s view of the
scene. The second pass involves rendering the asmagew of the scene with both
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texture-mappingand the Z-buffer enabled as usual. As renderingazh pixel on the
surface occurs, thieagment shadetransforms theamera projection spacsordinates
into light projection spaceNext, thefragment shadetests the resulting coordinate
against theshadowmaplf the depth value of the pixel fragment is l&s3n the value in
the shadowmapthen the corresponding point on the surfacedibig to the light source
and thdighting equationevaluated. Otherwise, if the pixel fragment is wigtble to the
light source, then the light source makes no difas specular contribution to the final
pixel colour. While our originalighting modelwas designed to support advanced
lighting effects such asenvironment mapping reflection, refraction,chromatic
aberration and projective lighting we found that these were not necessary for the

visualisation system.

6.1.5 Rendering the contribution of each light sowe in the scene
To calculate the contribution to the scene madednh type of light source, we use a
customvertex shademandfragment shaderwhich implement oulighting model We

provided a detailed explanation of these in Appei@i

6.1.6 Rendering the 3D geometric models

With all the shader programs implemented, it isstipossible to render both flat and
curved 3D geometric modelsising many different combinations of the techngue
described earlier in this chapter. These combinatioclude flat (planar) geometry vs
curved geometry, static vs. animated geometry (Slotation, rippling wave effects,
free-form deformation)bump-mappingrs. relief-mapping hardwareshadow-mapping
vs. noshadow-mappingdirectional light sources vs. point light sourcemgle light
sources vs. multiple light sources, and any onsotombinations of ambient, diffuse,
and specular lighting for angD geometric modelHowever, for many of these
techniques, it is obvious or has been demonstiatqutevious research, that one choice
will always provide a more photo-realistic appeasarthan the other (eghadow-
mappingvs. no shadow-mappir)g Thus for the purposes of this thesis, we malee th
following decisions in the setup of the visualieatapplication experiments. Due to the
complexity of three of the choseBD geometric modelswe choose to keep the
geometry rigid, and instead animate all 812 geometric modelasing a slow rotation

method. We chooseelief-mapping over bump-mappingdue to the extra fine-scale
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detail provided. We choose a single light sourceromultiple light sources for
performance reasons (as individual light sourcepiire multiple passes). We also
choose hardwarshadow-mappingover no shadow-mappingas there are available
texture units to handle this task. We choogmiat light-sourceover adirectional light

sourcedue to the additional realism that this provide®tigh the use of localized light
intensity highlights. We also use a flihting modelwith both an ambient and diffuse
terms to relight the textile samples as realistycals possible. While we did also
implement aspecular lightingterm in oudighting mode] we found that no contribution
was required in order to match the origiphbtometric imagesand so omitted this term
during the implementation of our system. In thextnehapter we present a

demonstration of the visual output of our system.

6.2 Demonstration of visualisation methods

In section 6.1, we described our implementatiothefvisualisation system based upon
our literature survey. In this chapter, we pregsendered images from our visualisation
system and discuss how each visual effect imprtheephotorealistic appearance of the
textile sample. For this thesis, we chose to impleinboth the visual user interface and
rendering libraries using the C++ programming laanggiand OpenGL, with the goal of
keeping the application multi-platform. For the \Waws XP/Vista operating system we
used Microsoft Visual Studio as the developmentirenment, with Nvidia Geforce

FX6800 and FX8800 programmable graphics accelebatards as the target hardware.
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6.2.1 Comparison of the visual effects

In this section, we present a selection of the $asnpf ourtexture databaseendered

using five different methods:

texture mappingvith no lighting

texture mappingvith diffuse lighting

bump-mappingvith diffuse lighting

relief-mappingwith diffuse lighting

relief-mappingwith diffuse lighting and shadow-mapping

We present sets of concave geometry rendered esicly of these five methods below.
In (Figure 48), we render the geometry ustegture mappingwith no lighting. In
(Figure 49), we render the geometry usirexture mappingcombined withdiffuse
lighting. In (Figure 50), we render the geometry usingnp-mappingcombined with
diffuse lighting In (Figure 51), we render the geometry usielef-mappingcombined
with diffuse lighting Finally, in (Figure 52), we render the geometsing relief-

mappinganddiffuse-lightingcombined withrshadow-mapping

From a visual comparison of the rendered imagéBigure 48) and (Figure 49), we can
be seen that the use of diffuse lighting provides greatest improvement on the
appearance of the texture. From a visual compam$dhe rendered images in (Figure
49) and (Figure 50) we can see that the introdoaidump-mappingrovides another
improvement in visual appearance as there is aehitgvel of contrast between the
lighter and darker areas of the textile sampleesd¢hare caused by the natunadvature
between the peaks and valleys of th&ro-geometryof the textile sample. From a
comparison of the rendered images in (Figure 50) (&gure 51), we can see that the
use of relief-mapping further increases the deththe renderednicro-geometnof the
textile sample. Finally in (Figure 52), we can tded use ashadow mappingo the
rendering of geometry with relief-mapping and dsgulighting provides the highest
quality of visual realism. We present an additioset of rendered images in (Figure
53), (Figure 54), (Figure 55) and (Figure 56) witile samples applied onto complex
geometry such as the Utah Teapot and a torus krte¢foil and rendered usinglief-

mapping diffuse-mappingndshadow-mappin@ll combined together.
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Figure 48: Geometry rendered with standard texuapping and no lighting

Figure 49: Geometry rendered with standard textua@ping and diffuse lighting
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Figure 50: Geometry rendered using bump-mappingdéifse lighting

Figure 51: Geometry rendered using relief-mappimg @iffuse lighting
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Figure 52: Geometry rendered with relief-mappirgdows and diffuse lighting

Figure 53: Torus knot rendered with relief mappidigfuse lighting and shadows
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Figure 54: Utah Teapot rendered with relief mappstgadows and diffuse lighting

Figure 55: Torus knot rendered with relief mappisigadows and diffuse lighting
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Figure 56: Utah Teapot rendered with relief mappstgadows and diffuse lighting

6.2.2 Conclusion

This chapter has presented images of 3D geomebjects rendered with textile
samples acquired through the use mfiotometric stereotechniques. We have
demonstrated thabump-mappingis an improvement ovetexture-mappingfor the
visual qualityof textile samples, and theglief-mappingis a further improvement over
bump-mappingn terms ofvisual quality We also demonstrate that the combined use of
macro-structureand micro-structurerendering methodshrough the use o$hadow-
mappingwith bothrelief-mappingand diffuse lighting provides a further refinemémt
thevisual qualityof rendered textile samples. Since the main oiveds to develop an
economical method for the retrieval amdualisationof 3D surfacemicro-texturewe
selected theelief-maprendering methodwhich requires one photometatbhedoimage
and arelief map (one normalmapcombined with aheightmap).The relief-mapping
method assumes that the surface is rough, and taiceaccounself-shadowingising
the light-vector intersection tests andelf-occlusion This rendering methodis

compatible with currenprogrammable graphics accelerator boayadsith the surface

133



micro-texturebeing converted inttexture datasuitable forreal-time renderingusing a

combination ofvertex shaderandfragment shaders

134



Chapter 7 — Texture Retrieval Methods

7.1 Introduction

In Chapter 1, we identified our three main reseasbfectives the third objective of
which is to implementotation invariant texture retrievalln Chapter 2, we identified
from our survey of the literature thabtation invariant filter banksand colour
histogramswere promising sets déature vectors In this chapter therefore, we identify
five criteria for rotation invariant texture retrievahnd ten candidateexture feature
similarity operators,with particular attention given tdilter banks sensitive to the
periodicities that occur within textile samples. Wen compare the performance of
each of thdeature vectorsising Receiver-Operator-Characteristic and Precifecall
graphs, before presenting our conclusions for¢hapter. This forms the third stage of
our data representation, a pilot study into thelemgntation of ainformation retrieval
system. As discussed in Chapter 2, the goal igmaolevelop a complete information
retrieval system, but to focus our attention on thwlementation of the feature
extraction and similarity search operators rathantthe user interface or user relevance

feedback system.
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Figure 57: Stage two of the project data represiemta

The texture retrievalsystem requires that eatéxture imageentry stored within the
database should have feature vectgr a data structure capturing the fundamental
properties of the image associated with it. Assignafeature vectorto each textile
entry, allows the rapid comparisontekture image$or similarity. For our experiments,
we choose to implement ten differewtation invariantfilter systems that operate in
both thespatial domairand in thdrequency domairFor thespatial domainwe choose
to implement thecolour histogramdue to the simplicity of calculation. For the
frequency domainwe choose to implement thimg filter bank thewedge filter bank
the Gabor filter bankand thePolarogram due to their simplicity and sensitivity to
periodicity in textile data. To investigate theldabpiof frequency domain filter banke
successfully perforntexture retrieval we choose to implement tis&&hmid filter bank
the Leung-Malik filter bankthe MR4 filter bankand theMRS8 filter bankdue to their

rotation invariantnatures.

Integrating the use of the§iier bankswith our 3D surface representatiois achieved

using the following four stages:

(1) Converting each texture in the textile database iat 3D surface
representatiorand then into &ature vector
(2) Converting the target texture int®® surface representaticend then into a

feature vectar
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(3) Comparing thdeature vectorof the target image against all the pre-existing
feature vector®f the textile database, and
(4) Sorting the results so that the best matches d@heabp of the list.

In stages (1) and (2), tf3® surface representatioconsists of thalbedo,gradient field
data in two axii ffartial surface derivativgs and thenormalmap As noted in Chapter
2, surface derivatives are directional and theeefmtroduce artifacts that must be

compensated for, before use inogation invarianttexture retrievakystem.

7.2 Organisation

The organisation of this chapter is as follows. féscribe the criteria used for selecting
the texture retrievalmethods in section 7.3. Then we perform a detaitadew of
candidate methods in section 7.4. According toctiteria, we describe the ten methods
for generating deature vectotin section 7.5, and present a quantitative assagsof

texture retrievaimethods in section 7.6, with the conclusions miesliin section 7.7

7.3 Criteria

In our literature survey, we defined the followisgt of criteria that each candidate

texture retrievaimethod must satisfy:

Must select visually similar textures using theface representation

We would like the user to be able to select a tatgeture and have the
retrieval system find those textures in the databést are as similar as
possible to the target texture, particularly widgard to colour distribution
and micro-geometrycharacteristics. As we are working with real-world
textile images, It is of particular importance thia¢ retrieval methods must
be able to work with true-colour images (with addeeight bits for each of

the red, green and blue colour channels).
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Must be rotation invariant

Rotation invariancas the ability of aexture retrievalsystem to match two
similar images regardless of their rotational aigtion. Whenever more than
onephotometric imagef a textile sample is made, each image will alsvay
have a unique rotation, due to slight differencesthe position of each
texture sample relative to the recording devicenseguently, this will
distort anyfeature vectorderived from this image. We descrilbexture
retrieval methods that are able to overcome this problerbeasg rotation
invariant Of particular concern are the directional artifapresent in the

surface normal fields.

Must have efficient memory usage

An uncompressed 512 x 512 pixel true-colour imagh Ww6-bits of data per
pixel for each of the red, green and blue colownetels will occupy 1.5
Mbytes of memory, while a image with 8-bits per aal channel will
occupy 768 Kbytes of memory and a JPEG compressade will still
occupy more than 400 Kbytes of memory. Even witthsuigh levels of data
compression, these amounts of memory used ardastiibo high fortexture
retrieval to operate interactively. Consequently, dagture vectorderived
from atexture imagemust be considerably smaller than this. Given that
texture databasenay be located on a separate server, and aceessilyl via
a dial-up connection, an upper limit of 8 Kbytes [eature vectoris

considered to be efficient memory usage.

As well as satisfying the three criteria specifedzbve, theexture retrievalsystem must
also be able to operate ireal-timg implement distance functions that perform
similarity matching between different database iestrand use thé&exture retrieval

method that has the highestcuracy rate
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7.4 Using surface normal data

In Chapter 3 we identified how thmicro-geometryof textile samples could be

represented using the surface norrfral, height data If Jand colouralbedo(r,g,b). In

Chapter 4 we described hghotometric steregould be used to acquire this data from
real world textile samples. We also described howoléection of such images formed

the Virtex photometric database.

Within this database, we use three images to reptesach textile sample. These
include thealbedoimage, thegradient fieldimage and thewormalmapimage. The

albedoimage is simply ghotometric imagef the textile sample illuminated under
optimal ambient lighting conditions such that thenee no shadows. However, as
mentioned previously, the normalmap contains diveed artifacts and we therefore

define thegradient fieldimage by the following equation:

g(x,y) = (p(x, ) * +(a(x, y))* (7.4.1)

We perform this mathematical operation in ordeeliminate the directional bias due to
the use of a two dimensional coordinate system,thAns guaranteeotation invariant

results.

However, one problem with images acquired usingtgretric methods is that the
image acquision environment may vary between txsihmples. Such conditions
include the distance between the textile sampletlamdamera, the frame resolution, the
focal length and shutter speed, and ambient caruperature. Each of these will have
a detrimental effect on the scale resolution, @sttand black-level settings of each
photometric imageAs described in section 3.3, we ensure that ilggatl camera is
mounted at the same distance from each textile lsaahpng with identical focal length.
This avoids the problem of performingxture classificatiorusing materials that may
have been acquired at different scales. We alsmatgthe digital camera within a dark-
room with the ceiling lighting switched off durirthpe photometric acquisition process

in order to avoid problems with contrast and bldekel illumination. The resulting
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photometric imageare also normalised to the precision of the framffelp of the digital

camera.

We describe this mathematical process in detaithm paper “Real-time per-pixel
rendering of bump-mapped textures captured upimgtometric ster€o[Robb2004],
and provide a detailed description in section 5.5V present the complete set of

textures in “Appendix B — The Texture Dataset”

7.5 The selected texture retrieval methods

In Chapter 2, we performed a review of the avaddbkture retrievalmethods. There
are two hypotheses which we wish to investigate fitst being whether largdeature
vectors offer any advantage over smd#lature vectordo texture retrieval and the
second being whethéeature vectorcomposed of different types bGifter bank offers

any advantage ovéeature vectoreomposed from a single type fiter bank

We can categorize textile samples into four basicigs:

Textures with no pattern due to fine weaving, gatieg no dominant
signals after transformation in tfrequency domain

Textures with a striped pattern, generating a sirdgminant signal in the
frequency domain

Textures with a regular square or hexagonal pataeyanerating two or three
dominant signals at similar frequencies but différelirections in the
frequency domain

Textures with a rectangular or trapezoid block gratt generating two or
more different dominant signals at different freqcies and different

directions in thérequency domain

For the first class of textures, textures with monthant signal, we choose to investigate

the useof colour histogramsas described by Swain and Funt as these are rgtural

140



rotation invariantand do not depend upon transformation into ftegquency domain
[Swain1991] [Funt1991]. We also choose to investigheSchmid filter banidue to
the natural rotation invariantability of each filter. Thidilter bankis of particular use

when the texture detail is so fine as to only appsalots or spots.

For the second class of textures, textures witinglesdominant signal in thieequency
domain we choose to investigate thirg filter bank[Randen1999] and tHeolarogram
[Davis1981] [Wu2003]. Each of thed#dter banks generates d&eature vectorthat is
insensitive to direction. Thegsiter banksare particularly useful when the texture detalil

appears as lines or stripes.

For the third class of textures, textures with taromore dominant signals at similar
frequencies but different directions in tfrequency domainwe choose to investigate
the use of thevedge filter bankThewedge filter banks insensitive to frequency, but is
sensitive to direction. This filters bank is pauterly useful when there texture detalil

appears as regular spot or dots patterns.

For the fourth class of texture, textures with twwahree dominant signals with different
frequencies and different directions in tinequency domainwe choose to investigate
the Gabor filter bank[Bovik1990] [Jain1990] [Randen1999], thesung-Malik filter
bank[Leung2001], theMR4 filter bankand theMR8 filter bank The Gabor filter bank
has the advantage of having filters which are s®esio both direction and frequency.
The Leung-Malik filter bankhas a combination of filters which are batbtation
invariant and sensitive to direction. We select MR&4 filter bank and theMRS8 filter
bank [Varma2005] due to their use of “collapsing” inpub reduce the size of the
feature vectogenerated from identical inputs. Thdser bankwill be most successful

at selecting between textures when there is onéydmminant direction.
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7.5.1 Summary

Our ten selected methods are thus as follows:

Colour

Histograms:

Ring filters:

Wedge filters:

Gabor filters:

Schmid filter
bank:

This method generatesfaature vectoibased on the frequency of
different pixel intensitiesColour histogramsarerotation invariant
as they are first order statistics. Tieature vectorconsists of seven

hundred and sixty eight floating-point values.

This method operates on second order statistics gemérates a
feature vectorbased on frequency only. Theng filter bank is
rotation invariant The feature vectorconsists of sixty floating-

point values.

This method also operates on the power spectrutgdnerates a
feature vectorbased on direction only. Theedge filter bankis
directionally sensitive, and is nototation invariant without
additional post-processing. Theature vectorconsists of sixty

floating-point values.

This method also operates on the power spectruthganerates a
feature vectoibased on a selected combination of frequencies and
directions. By default, this method is directiogadlensitive, but is
rotation invariant with the use of post-processing. Tieature

vectorconsists of ninety floating-point values.

This method operates on the power spectrum, andotetion
invariant EachSchmid filteris sensitive to a complex sinusoidal
wave pattern without any directional sensitivithefeature vector

consists of thirty-nine floating-point values.
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Leung-Malik  This method operates on the power spectrum andrestidbnally

filter bank: sensitive. It consists of a large collection offeliént types of filter,
including three sets of edge filter; three setbaf filter, Gausian
filters andLaplacian-of-Gaussian filterBy default, this method is
directionally sensitive, but iotation invariantwith the use of post-
processing. Théeature vectorconsists of one hundred and forty-

four floating-point values.

Maximum Similar to theLeung-Malik filter bankbut with only the maximum
Response 8  response of eackdge filterandbar filter being stored for each of
filter bank: the three frequencies. As with theung-Malik filter bankthis MR-
8 filter bank operates in the power spectrum andragation
invariant due to the selection of the maximum response. The

feature vectoconsists of twenty-four floating-point values.

Maximum Similar to theLeung-Malik filter bank but only the maximum

Response 4  response of each of the edge and bar filters iedttor only one

filter bank: frequency. As with théeung-Malik filter bankand theMR-8 filter
bank the MR-4 filter bankoperates in the power spectrum, and is
rotation invariantdue to the selection of the maximum response.

Thefeature vectoconsists of twelve floating-point values.

Polarogram This method generatesf@ature vectobased on the sum of energy
levels for each direction in th&equency domainThe feature

vectorconsists of three hundred and sixty floating-peglues.

Combined All of the above methods combined. This operatesath the
filter banks: power-spectrum and with first order statistics. Wgiit post-
processing this stage would be directionally seresifThe feature

vectorconsists of one thousand and fifty three floatiogapvalues.
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We provide additional details on the final listteh candidate methods in Table 8 and
provide further details of each method in the ne&ttion. In the following table,
“Albedo/Surface Texture” refers to the ability dfettexture retrievalmethod to work
with both thealbedoimage andgradient field data. Rotation invariant indicates
whether thdaexture retrievalmethod consists of filters which are adtation invariant
“Dimensionality” indicates the relative size of tfeature vectorgenerated from the
filter bank A texture retrievaimethod with a small number of filters is said avé low
dimensionality, while @exture retrievalmethod with a large number of filters is said to
have high dimensionality. The final column, “Fourggectrum”, indicates whether the

texture retrievaimethod requires transformation into fnequency domaior not.

Method Albedo/ | Rotation | Dimensionality | Fourier
Surface | invariant | (Low <15) Spectrum
Texture (High >=15)
Colour Histograms Both Yes High No
Ring filter bank Both Yes High Yes
Wedge filter bank Both No High Yes
Gabor filter bank Both No High Yes
Schmid filter bank Both Yes Low Yes
Leung-Malik filter bank | Both No High Yes
MR-4 filter bank Both Yes Low Yes
MR-8 filter bank Both Yes Low Yes
Polarogram Both Yes High Yes
Combined filter banks Both Yes High Yes

Table 8: Summary of the selected texture retrievethods

We also choose to use the Euclidean distance atilmulto determine similarity
matching between texture samples for e@otture retrievalmethod as this is simple to

calculate and common in the literature.

One of the concerns that we have with the use gjeldilter banks with high
dimensionality, is the hazard of having duplicatarredundancy of information within
each feature vectar One possible solution to this problem is the wvePrincipal
Component Analysis (PCA). In this method, the insagenerated from th&gD surface
representatiorare stacked together and the covariance matroulzed for each pair of
axii, then calculating the eigenvectors and eigkrasfrom the covariance matrix. The

resulting set of eigenvectors and eigenvalues laea tised to form &eature vector
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which can be used to perfotexture retrieval The advantage of this method is that the
use of PCA greatly improves tlagcuracy rateof texture retrieval The disadvantage of
this method is that the size of edeature vectorgenerated using PCA is dependent
entirely upon the dimensions of the sample imagksvever, the data is positionally
sensitive and as texture are often characterizethély higher frequency information,
but if necessary, those principal components toahat contribute much variability to
the data can be discarded. We choose not to igatstthe potential of PCA foexture
retrieval.
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7.6 Implementation of the selected texture retrieManethods

In section 7.4, we selected ten methods, each afhwise a set afexture imagess
input in order to generafeature vectorsvhich can then be used ftaxture retrieval In
this section, we propose a data representationishased to implement and compare
thesetexture retrievalmethods. This section provides a summary of thencon
properties of the tetexture retrievalmethods. We begin this chapter by providing an
overview of the use of the FFT and IFFT in ordeimi@lementfilter banks

7.6.1 Filter banks and the Fast Fourier Transform EFT)

One of the earliest known publications in the fieldsignal processing is the paper
written by Fourier in 1807 [Fourierl822]. In hispea, Fourier describes that a function
“having a spatial period, can be synthesized by a sum of harmonic functwinsse
wavelengths are integral submultiplesAdf Fourier analysis is a method of breaking
down a complex wave into a set of fundamental iz waves, each with a unique
frequency and amplitude. The resulting series whs$eis mathematically using the 2D
FFT (7.6.1.1) and IFFT formulas (7.6.1.2). Reseanth the applications of Fourier

series continued for well over 130 years [Littlewld837].

Fuv=2" " fxye Y 7.6.1.0)
I'S x=0y=0
Where:F (u,v)is the signal in thérequency domain
f (%, y)is the signal in thepatial domain
(u,v) are coordinates in tHeequency domaim

cycles per image width and cycles per
image height respectively.
(x,y) are coordinates in thepatial domain

and (r,s)are the dimensions of the domain
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r s i2p
f(x,y)= F(u,v)e

u=0 v=0

(W)

S (7.6.1.2)

Where:F (u,v) is the signal in thérequency domain
f (x,y)is the signal in thepatial domain
(u,v) are coordinates in tHeequency domaim

cycles per image width and cycles per
image height respectively.
(x,y)are coordinates in thepatial domain

and (r,s) are the dimensions of the domain

When applied taexture classificationthe FFT is of particular use. By using the FFT to
calculate the output responses of each filter iexéon filter bankit becomes possible
to measure the similarity between two images whilethe same time, including a

tolerance for varying position and scale.

For the purposes of this thesis, we chose to impierthe software used to evaluate the
rotation invarianttexture retrievalstage of our thesis using command line software
written using C++ and running on a Linux systemerEhwere several reasons for doing
this. The first reason was that the use of sheiptscallowed the automated batch
processing of large number of textile sample imag&gag a multi-processor system.
This allowed the generation déature vectordo be performed without supervision,
which proved to be a time-consuming task due toudeeof the FFT with large images.
At the time that this research was conducted, n@&BP (General Purpose GPU)
software such as CUDA or OpenCL was available). 0$e of command line programs
allowed for small shell scripts to be rapidly consted in order to selegiarticular

filter banksets to use.

Before we provide a more detailed specificationeafth of thesdilter banks we
describe the process in which tfeature vectordor the wedgefilter bank ring filter
bank Gabor filter bank Schmid filter bankLeung-Malik filter bankMR-4 filter bank
and MR-8 filter banksare calculated for eactexture image We use the FFT to
transform the targetexture imagento thefrequency domainand then combine this

image with thefrequency domaimmage of each filter in the selectétler bank We
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then apply the IFFT to convert the resulting imégek into thespatial domain and
calculate the response of that filter by calculgtthe sum of squares of all the pixel
values in the resulting image. The resulting setegponses form thieature vectorfor
that particularfilter bank We also perform an additional processing stagettiose
feature vectorsderived from thosdilter banksthat are not fundamentallsotation
invariant These include th@/edge filter bankthe Gabor filter bank the Leung-Malik
filter bank the MR-4 filter bankand the MR-8 filter bank This stage involves
implementing the circular shift method described Zlhyang [Zhang2002]. Using this
method, we compare pairs fefature vectorsogether by shifting through every possible
pair of orientations, evaluating the level of sanilty and returning the highest value
found. Having described the basic operation offilier bank and the FFT, we now
describe each individuéilter bankin detail. These are as follows:

Thering filter bank
Thewedge filter bank

The Gabor filter bank

The Schmid filter bank
ThelLeung-Malik filter bank
TheMR4 filter bank

The MRS filter bank

ThePolarogram

We also considecolour histogramsand the combined use of dlter banks In total,
we consider ten differeniexture retrievalmethods. We begin by describing satial
domain methods in detail (th€olour Histogram followed by thefrequency domain
methods.

7.6.2 The Histogram and Colour Histogram

Histograms and Colour histogranase one of the simplest ways to generateature
vectorof an image. Thaistogramfor a single image is defined by three parametéss;

minimum and maximum values of the range, and thebar of separate bins within
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that range. For every pixel within the image fouwdbelong within the range of a
particular bin, the value of that bin is incremeht&he minimum number of bins that
any histogramcan contain is one, with no limit on the maximuaomiber of bins unless
the data being analysed consists of discrete lbggpaesentations such as integers. In
this case, the precision of the data type defihesupper limit. For monochrome or
single channel images, thestogramis constructed from the gray scale values. For
colour or red/green/blue images, thistogramcan be constructed in two ways. The
first way is to construct separatéstogramsfor each colour channel. Alternatively, a
three-dimensionahistogramor colour histogramcan be constructed by splitting the
three-dimensional colour space (the colour cubt®) separate sub-cubes and assigning
a histogrambin to each sub-cube. Due to its ease of calculathecolour histograms

a popular choice as feature vectorfor texture retrieval Determining the level of
similarity between two images, simply involves cddting the sum of differences
squared between the matching bins of ezabur histogram saving the results into a
temporary array, sorting the array in descendindenr and returning the required
number of entries from the top of the list. Forstthesis, we use @lour histogramof
512 bins as specified by Swain and Ballard [Swa®119This number was derived
from experimentation with &aexture databaseconsisting of sixty-six pictures of

consumer products.

7.6.3 The ring filter bank

Ring filtersare one of the basic types fifer bank used in combination with the FFT
and IFFT [Randen1999], with eachng filter bank comprised of a number afng
filters, with each filter having a unique response freqyeBecause eadting filter has

no directional sensitivity, thélter bank as a whole, also has no directional sensitivity
and is thereforeotation invariant Eachring filter has the effect of summing together
all the signal energy for all directions in a sédecfrequency range. We combine the
target frequency of thang filter with a Gaussian equation to give smoothly blended
edges in order to prevent agyatial domairfringing” that sharp edges on a filter might
generate. We present the equation ofrihg filter in (7.5.3.1), along with individual

images ofing filters in Figure 58, and the entire set in (Figure 59).
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(_ (f - rcentre) 2 )

F (S, fome) =€ 27 (7.6.3.1)

Where:F, (r,s )is the Ring filter function,

r? rcentre

I' is the radius of the ring in cycles/image widthegi by

r=4u?+v?

s, is the standard deviation of the ring in cythaage width

r

and . is the centre point of the ring in cycles/imagelthi

centre

(0) (1) (2)
3) (4) (5)
(6) (7) (8)
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9) (10) (11)

(12) (13) (14)
(15) (16) (17)
(18) (19)

Figure 58: Ring filters in the frequency domain

(On each axis, units are shown as fraction of theguwst frequency).
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Figure 59: All Ring Filters in the frequency domain
(On each axis, units are shown as fraction of thguist frequency).

For all of the experiments conducted by this thesis choose ang filter system with
twenty filters, with an output for each colour chah This was determined from
analysis of the transformation of thexture imagesnto thefrequency domainwhere it
was observed that the peak signal responses ceutdobely modeled by a Gaussian
curve with a standard deviation of 0.0125. Thus, peak response Nyquist frequency
of eachring filter ranges from 0.0 to 1.0 in increments of 0.05, witstandard deviation

of 0.0125. This results ia feature vectosize of sixty floating-point values.

We calculate the result of each individual floatpgjnt output for every filter system
using the method now described. Given the imagieftexture in thepatial domain

I,(x,y), and the image of the filter in thspatial domainl , (x,y), then we calculate

each filter output valu®©, as follows:

Transform the filter imagk, (x,y) andtexture imagé, (x,y) from thespatial domain

into thefrequency domaito obtain thdrequency domaimmagesl { and I {:

(V)= F (L (6 Y)
() = F(1, (% ) (76:32)

Combining the two together in tiieequency domaito giver (X, y):

r(u,v) = 1{u,v) > 1§ (u,v) (7.6.3.3)
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Convert the image back into tepatial domairusing the inverse FFT to giv&X, y) :

e(x, y)= f(r(x,y)) (7.6.3.4)

Calculating the filter output value:

X<=r y<=s

O, = e(x, y)? (7.6.3.5)

n
x=0 y=0

We perform this calculation for every filter in eydilter bank with the exception of

the histogrammethod.

7.6.4 The wedge filter bank

Wedge filtersare another basic type fiter bankused in combination with the discrete
FFT and IFFT [Coggins1982] [Randen1999], wittvedge filter bankbeing composed
of a number ofwedge filterswith different directional sensitivity. Since eaaledge
filter is directionally sensitive, thilter bankis also directionally sensitive, and thus is
not rotation invariant Eachwedge filterhas the effect of summing together all the
signal energy for all frequencies in a selecteceadion. We combine the target
frequency of thavedge filterwith a Gaussian equation to give smoothly bleneidges

in order to prevent any distortion of the signahttlsharp edges on a filter might
generate. We present the equation ofviieelge filterin (7.5.4.1), with individual image
of eachwedge filterin the frequency domaimn (Figure 60), and combined in (Figure
61).

a (q' qcentre)z

Fu(@:5,Gcnrd =€ 2 (7.6.4.1)

Where:F,(g,5 ,,9...we) IS thewedge filterfunction,
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g is the angle, given by =tan*(u,v ,)
s, is the standard deviation in cycles/image width,

andy,.... is the main direction of theedge filter

(0) 1) (2)
3) (4) (5)
(6) () (8
) (10) (11)
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(12) (13) (14)

(15) (16) (17)

(18) (29)

Figure 60: Wedge filters in the frequency domain

(On each axis, units are shown as fraction of thguist frequency).

Figure 61: All wedge filters in the frequency domai
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(On each axis, units are shown as fraction of thguist frequency.
Also, as only the real component of the FFT is usetlassume the power spectrum to

be symmetrical, and so only sample half of thedesgy space)

For all of the experiments conducted by this theses chose avedge filtersystem with
twenty filters, with an output for each colour chah This was determined from
analysis of the transformation of thexture imageto thefrequency domainwhere it
was observed that the peak signal responses ceutdobely modeled by a Gaussian
curve with a standard deviation of 0.05. Thus, fihak response angle for eaghdge
filter ranges from 0.0 to 160 degrees in increments afe§rees with a standard

deviation of 0.05. This results anfeature vectosize of sixty floating-point values.

7.6.5 The Gabor filter bank

Gabor filter banksare an extension of boting filter banksandwedge filter banksin
the sense that eadhabor filter has sensitivity to both a particular frequency and
directional angle. In thepatial domainthe Gabor filter is a cosine wavelet modulated
by a Gaussian envelope. Beca@ahor filtersinherit directional sensitivity from the
wedge filtercomponent, they are not rotation-invariant. Consedjy, theGabor filter
bank is also notrotation invariant To generate the Gabor filter ithe frequency
domain we transform thespatial domainimage into thefrequency domairusing a
discrete FFT. We present the equation of @abor filter in (5.5.4.1), with individual
images ofGabor filtersin thefrequency domaipresented in (Figure 62), and combined

together in (Figure 63).

AU ? [ ~ Ycentr ?
Fo 0150 a0 ) =P — 2 0xpf Ty (7650

r q

Where: F (r,S, ,Toenue @S 4 Geentrd 1S the Gabor filter function,

is the median radius for the ring component inesftmage width,

rcentre

G...wo 1S the median angle for the wedge component,

s is the standard deviation for the radius in cyabeage width,

r

and s, is the standard deviation for the angle.
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(4,0) (4,1) (4,2)

(4,3) (4,4) (5.0)
(5.1) (5.2) (5.3)
(5.4)

Figure 62: Gabor filters in the frequency domain

(On each axis, units are shown as fraction of thguist frequency)
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Figure 63: All Gabor filters in the frequency domai
(On each axis, units are shown as fraction of theuwst frequency.
Also, as only the real component of the FFT is usetlassume the power spectrum to

be symmetrical, and so only sample half of thedegwy space)

For this thesis, we choose t@abor filter bankspecified by Jain [Jain1991]. THikter

bankconsists of five frequency banks combined withfsigr directions. This provides
afilter bankconsisting of thirty different filters, with an taut for each colour channel.
This results ina feature vectorsize of ninety floating-point values. We define th

parameters of these filter bands in Table 9 anderan, with the constan€, being

defined as2,/2In(2) or 2.35482005
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Frequency | Frequency Standard Deviation
band (fraction of the (fraction of the
Nyquist frequency) Nyquist frequency)
: E 3
4 4
3 C
2 e =
8 8
3 C,
3 16 16
3 C
4 = =
32 32
3 C,
° 64 64

Table 9: Table of Gabor filter frequency bands

Angular Angle (degrees) Standard Deviation
band (degrees)
30
1 0 Z_Q
30
2 30 2_Cr
30
3 60 2_Cr
30
4 90 2_Cr
30
5 120 2_Cr
30
6 150 Z_Q

Table 10: Table of Gabor filter bank angular bands

7.6.6 The Schmid filter bank

Schmid filterdSchmid2001] are a modified version of theg filter. While aring filter

is sensitive only to a particular frequency inditections, aSchmid filteris defined by
the convolution of a sinusoidal wave function mededl by a Gaussian envelope. We
present the general equation of tBehmid filterin (7.6.6.1). TheSchmid filter bank
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consists of thirteemotation invariantfilters with the (s,¢) pair is assigned the values
(2,1), (4,1), (4,2), (6,1), (6,2), (6,3), (8,1),28 (8,3), (10,1), (10,2), (10,3) and (10,4),
and whereF,(s,# s added to obtain a ze®C componentAs each individual filter is

rotation invariant the completdilter bank is alsorotation invariant We present the
completeSchmid filter bankn (Figure 64).

F.(r,s,t) =F,(s,t)+ cosﬁ)e_? (7.6.6.1)
s

Where:F,(s,#) is added to obtain a zelC component

s is the standard deviation in cycles/image width,
andt is the number of cycles of the harmonic function,

within the Gaussian envelope of the filter.

(0) (1) 2)
(3) (4) )
(6) (7) (8)
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(9) (10) (11)

(12)

Figure 64: The Schmid filter bank in the frequedoynain

(On each axis, units are shown as fraction of thguist frequency)

For this thesis, we choose to use the standardfsiirteen filters as determined by
Schmid [Schmid2001]. Schmid derived the set oefdtfromtexton analysisusing k-
means clustering. In thidter bank Schmid chose to use thirteen filters withranging
between 2.0 and 10.0, asdranging between 1.0 and 4.0, while avoiding largkies
of ¢ at small scales. This results anfeature vectosize of thirty-nine floating-point

values.

7.6.7 The Leung-Malik filter bank

The Leung-Malik filter bankis a set of forty-eight filters comprised from fadifferent
types of basic filter. Thélter bankincludes eighteen edge filters (first derivativetme
Gaussian filtey at six different orientations and three differéneiquencies; eighteen bar
filters (second derivative of th&aussian filtey at six different orientations and three

frequencies, fourrotation invariant Gaussian filters and eightrotation invariant
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Laplacian-of-Gaussian filterfMarr1980]. We present the equations of theserSltin
(6.5.6.1), (6.5.6.2), (6.5.6.3), (6.5.6.4), and file®uency space images in (Figure 65),
(Figure 67), (Figure 68) and (Figure 66).

1 ) Zsrz
255 7 e (7.6.7.1)

Fan(s,1) =

Where:F (X, y) is the Gaussian filter function

ands, is the standard deviation of the radius in cyaleage width

() (1)

(2) 3)
Figure 65: Gaussian filters in the frequency domain

(On each axis, units are shown as fraction of thguist frequency)
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FLOG(Sir) =-

(7.6.7.2)

Where:F_(s,r )s theLaplacian-of-Gaussiafilter function

and s is the standard deviation of the radius in cycheafje width

(4) () (6)

(7) (8) (9)

o1 (11)

Figure 66: Laplacian-of-Gaussian filters

(On each axis, units are shown as fraction of thguist frequency)
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2

u.cosg) +v.sin(g) e'z;7 (7.6.7.3)
2ps

Where:G'(u,v,q) is the Gaussian first derivative filter,

G'(uv,g) =

g isthe angle, given by =tan'*(u,v )

and s, isthe standard deviation of the radius.
(12) (13) (14)
(15) (16) (17)
(18) (19) (20)
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(21) (22) (23)

(24) (25) (26)

(27) (28) (29)

Figure 67: Edge filters in the frequency domain

(On each axis, units are shown as fraction of thguist frequency)

. 2 _ 2 rzz
G"(U,v,q) = (“'COS@)+V'S'2(")) S e® (7.6.7.4)
2ps

r

Where: G"(u,v,g) is the Gaussian second derivative filter function,
S, is the standard deviation of the radius

and g is the angle, given by =tan*(x,y ,)
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(30) (31)

(33) (34)
(36) (37)
(39) (40)
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(32)

(35)

(38)

(41)



(42) (43) (44)

(45) (46) (47)

Figure 68: Bar filters in the frequency domain

(On each axis, units are shown as fraction of thguist frequency)

For all of the experiments conducted by this thesie choose to use the standard
Leung-Malik filter bankdescribed by Leung-Malik [Leung2001]. Leung andlika
derived thisfilter bank from performing k-means clustering to identify thenimum
number of filters required. This results irfiker bank comprising of forty-eight filters.
For a RGB coloufilter bank this results ira feature vectosize of one hundred and

forty-four floating-point values.

7.6.8 The Maximum Response 4 filter bank

The MR-4 filter bankconsists of eight filters, but unlike the previdilter banks it
reduces the output to four filter responses [Vard@]. Thefilter bank consists of one
Gaussian filter one Laplacian-of-Gaussian filteran edge filter bank(Gaussian first
derivative) and dar filter bank Gaussian second derivative). Varma observed tleat th
eight filter inputs could be collapsed down to faoputs while still preserving the
dominant frequency response. Thus, the eight fitputs are reduced down to four

filter outputs, by keeping both tlgaussian filteroutput response and thaplacian-of-
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Gaussian filteroutput response, but only keeping the maximum aesg (thus the

name) from thedge filter bankand thebar filter bank.

For all of the experiments conducted by this theses choose to use the stand&i-4
filter bank described by Varma [Varma2005]. This results ifiltar bank with four
outputs for a grey scale image. For a RGB colowge; this results ia feature vector

size of twelve floating-point values.

7.6.9 The Maximum Response 8 filter bank

The MR-8 filter bankconsists of thirty-eight filters, but unlike theepiousfilter banks

it reduces the output to eight filter responsesrfiva2005]. Thidilter bank consists of
one Gaussian filtey one Laplacian-of-Gaussian filterthree banks ofedge filters
(Gaussian first derivative), with each bank havifiiters sensitive to each of six
directions, and three banks bér filters (Gaussian second derivative), also with six
directions each. Varma observed that the eighdrfitiputs could be collapsed down to
four inputs while still preserving the dominantdreency response. Thus the thirty eight
filter inputs are reduced down to eight filter outtp, by keeping both th@aussian filter
response anthe Laplacian-of-Gaussian filteesponse, but only keeping the maximum

response (thus the name) from duge filter bankandbar filter bank

For all of the experiments conducted by this these choose to use the standiii-8
filter systemwith eight outputs for each colour channel. ThEsults ina feature vector

size of twenty-four floating-point values.

7.6.10 The Polarogram
Introduced by Davis [Davis1998], thBolarogramis a method of analyzing the
frequency domaimf an image. In his PhD thesis, Wu used partialvdtve data and

we have investigated the use of this data here DOBR

Because we are using a discrete FFT,ftbguency domaiimage consists of a square
image with an integer number of pixels in width dradght. Since th@olarogramis a
polar histogram the sample area of eaBlolarogrambin consists of a wedge shaped

region of thefrequency domaimmage (Figure 69). Deriving theolarogramfrom the
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image of the texture in th&equency domains achieved using a two dimensional
lookup table the same size as tinequency domairimage. For every pixel in the
frequency domainmage, the lookup table stores the index numbethefassociated

Polarogrambin.

Figure 69: Example polarogram lookup table - sirtba polarogram

The energy level of each slice of the Polarogranthiss calculated from the sum of
associated sample points. Essentially, Rledarogramsums together all of the energy

levels for every frequency for each direction ie tftequency domaigFigure 70).

Figure 70: Calculation of the Polarogram from freqay domain data

In our implementation of thBolarogramfilter, we construct the two dimensional look-
up table as in (Figure 71). Then we transform thegdt image into thérequency
domain and accumulate each pixel in finequency domaiimage into thé?olarogram
using this image. For this thesis, we choose toauBelarogram consisting of 512 bins,

as this guarantees that every 1 degree incremdheinequency domaiis assigned an
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individual bin. We then use the resultigplarogramas afeature vectorfor texture
retrieval purposes.

Figure 71: Polarogram mask filter for the frequedoynain

(On each axis, units are shown as fraction of thguist frequency)

7.6.11 The Combined filter bank

The combined filter banksimply combines théeature vector®f all of the abovdilter
banksinto one single largéeature vectgrwith the objective being, that the increased
number of filter responses should improve doeuracy rate Thecombined filter bank
has a data size that is the sum of all the indadifilier banks This results in deature

vectorconsisting of one thousand and fifty three flogtpoint values.

7.6.12 Summary

In section 7.6.1 to 7.6.11, we introduce8xsurface representaticemd ten methods to
implement efficientexture retrieval The3D surface representatiogenerates geature
vector from eachtexture imageas that is compact is size and that can be used to
compare against othdeature vectors We have chosen to investigate t@elour
histogram in the spatial domain For the frequency domainwe have chosen to
investigate theing filter bank thewedge filter bankthe Gabor filter bank theSchmid

filter bank along with theLeung-Malik filter bankthe MR4 filter bank the MR8 filter

bank We have also chosen to investigateRbé&arogram and thecombined filter bank
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7.7 Offsetting directionally sensitive features

While many of thetexture retrievalmethods such as thHeing filter bankand Schmid
filter bank are naturallyrotation invariant,and can thus be used to generatation
invariant feature vectorslirectly without any further processing, there aoenetexture
retrieval methods which require post-processing in orddreanadeotation invariant.
This is achieved by modifying theature vectorsimilarity operator so that instead of
making a single comparison between correspondiemenhts of the twéeature vectors
multiple comparisons are performed with one setlements indexed using an offset of
N. For a pair offeature vectorsith N elements, N such comparisons will have ¢o b
performed. The lowest resulting comparison valuthen returned as the result of the

comparison.

7.8 Quantitative assessment of texture retrieval ntleods

In section 7.4, we introduced ten practical methtlisn can be used fdexture
retrieval. This section evaluates these methods by evatyaimd comparing the
precisionandrecall of each of these methods. Theecisionof eachtexture retrieval
methods indicates the ability of the#xture retrievalmethod to return only relevant
database entries. Thecall of eachtexture retrievalmethod indicates the ability of that

texture retrievaimethod to return every relevant item to the seqrary.

7.8.1 Assessment results

We present the assessment results of theetdnre retrievalmethods combined with
albedodata (Figure 72), (Figure 73urface normaln) data (Figure 74), (Figure 75),
and the gradieng(x, y) data (Figure 76) and (Figure 77).
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7.8.1.1 Assessment results for albedo data

Figure 72: Recall-Precision graph of all albedduex retrieval methods
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Figure 73: RoC graph of all albedo texture retrienathods
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7.8.1.2 Assessment results for surface normal data

Figure 74: Recall-Precision graph of all surfacenmal texture retrieval methods
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Figure 75: RoC graph of all surface normal texrneteieval methods
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7.8.1.3 Assessment results for gradient data

Figure 76: Recall-Precision of all gradient texttetrieval methods
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Figure 77: RoC graph of all gradient texture retaiemethods
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7.8.2 Discussion of the assessment results.
This section presents, analyzes and discussesstiessanent results from the different
texture retrievalmethods (the full set of results can be found ppéndix A: Texture

retrieval experiment results).

7.8.2.1 Colour Data

From (Figure 72) and (Figure 73), which present #xperiment results ofexture
retrieval methods combined wittalbedo data as Recall-Precision and Receiver-
Operator-Characteristic (RoC) graphs, we can sae ttie differenttexture retrieval
methods each form three distinct groups of rettigggaformance. The first of these
groups, thenhistogram is clearly significantly better than all of thec®nd order filters,

suggesting that the first order statistics conth@most discriminative colour data.

The second group consists of thvedge filter bankthering filter bank the combined
filter bank theSchmid filter bankand theGabor filter bank Both theSchmid filter bank
and thering filter bankare naturallyrotation invariant Thewedge filter bankand the
Gabor filter bankare both directionally sensitive but only at ptested directions. The
combined filter banks simply an average of all thexture retrievalmethods used
together. These all have a similar performance ahaf them use a wide range of

second order statistical data.

The third group consists of theeung-Malik filter bankthe MR4 filter bank the MR8
filter bank and thePolarogram Because th#R4 filter bankand theMR8 filter bank
are derived from thé.eung-Malik filter bank it is expected that thedéree texture
retrieval methods have similar performance results. Fromgita@hs we can see that
they do indeed have very similar performances d@natall worse than the second group.
This is most likely due to the fact that they dd sample the higher frequencies that

characterize the rapid colour changes presenkinds (Figure 72) and (Figure 73).
Both the MR4 filter bankand theMR8 filter bankhave better performance than the
Leung-Malik filter bank despite having a smalléature vectar The Polarogramhad

the worst performance of all the selected methdtiss can be explained due to the
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sampling of the entire frequency range and theafiselarge number of dimensions in
eachfeature vectarWhile other methods only have a small numbefeature vectors
(20/30 filters), thePolarogramhas over 512 output€onsequently, any peaks in the
frequency domairare spread out between many of the outputs. Exaiom of the
resulting data reveals that for each textile santipége are less than ten peaks in the
Polarogram which correlate to the alignment of the weaveagratof the textile sample
in the acquired images. This demonstrates thaeastng directional sensitivity and
increasing the size of th&eature vectordoes not always improve accuracy and

precision.

7.8.2.2 Micro-geometry data

(Figure 74) to (Figure 77) show the Receiver-Opmr&tharacteristic and Recall-
Precision results for retrieval using two differéyppes ofmicro-geometrydata. The first
type uses theurface normalnformation (n) directly, while the second type processes
these data to provide gradient field datp) which are theoretically free of directional
artifacts. Comparing (Figure 74) and (Figure 75)wFigure 76) and (Figure 77), we
can see that thgradient fieldresults are much better than those based osutface
normal data directly. Indeed, all of thgradient datarecall-precision graphs are better
than the correspondingurface normaldata plots, suggesting that the removal of

directional artifacts from thmicro-geometrys very effective.

Examining the gradient results on their own (Figd&® and (Figure 77), shows that
there is no clear distinct grouping tefture retrievaimethods, but that the curves of the
texture retrievalmethods are distributed across the graph. Howewecan see that the
three best performing texture retrieval methodsthesHistogram thering filter bank
and theGabor filter bankand the worst three performingxture retrievalmethods are
the Leung-Malik filter bankthe MR8 filter bankand theMR4 filter bank As with the
colour albedo data, the poor performance of thetlase feature sets can be attributed
to the use of filters which do not use high frequemformation. Between these two
limits lie the Polarogram the Wedge filter banland thecombined filter bankwith the
Wedge filter bankhaving better performance than tR®larogram The ranking of
texture retrieval methods in this graph demonstrates that first rostatistics are

important formicro-geometrydiscrimination, but that they are not the clearwinners
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that they were with the colowlbedodata. In particular the directionally insensitive

ring filter bankdoes almost as well as thistogrammeasure here.

7.9 Conclusion

In this chapter, we selected ten methods for implaingtexture retrievalwith a textile
database, which we then tested and evaluated fdrims the first component of 0GD

surface representatiofor the 3D visualisationof virtual textile catalogues.

We presented a review of possibdxture retrievalmethods at the start of this chapter.
Since the main objective of this chapter is to deiee efficient methods of retrieval for
textile catalogues, terotation invariant texture retrievainethods thave been selected.
These include theolour histogramfor albedoand surface normaldata, the standard
histogramfor gradient data, and théng filter bank thewedge filter bankthe Gabor
filter bank theSchmid filter banktheLeung-Malik filter banktheMaximum-Response-

8 filter bank(MR-8) and theMaximum-Response-4 filter bank (MR-#he Polarogram
and thecombined filter banks methodVe have also presented a summary of the

properties of each of thesexture retrievaimethods.

We present a table listing the ranked performaricesaohtexture retrievalmethod and
texture data type in (Table 11) and a table listihg overall performance of each
texture retrieval method in (Table 12). Followingese two tables, we present our

conclusions based upon the results of our expetsnen
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Rank | Albedo Bumpmap Gradient data

1% Histogram Gabor filter bank Histogram

2" Ring filter bank Ring filter bank Ring filter bank

31 Combined filter bank| Combined filter bank Gabotdilbank

4" Gabor filter bank Wedge filter bank Combined filbmnk

5" Schmid filter bank Polarogram filter bank  Wedgéefilbank

6" Wedge filter bank Histogram Polarogram

7" MR4 filter bank Schmid filter bank Schmid filter tla

gh Leung-Malik MRS filter bank MR8 filter bank
filter bank

g" MRS filter bank MRA4 filter bank MRA4 filter bank

10" Polarogram Leung-Malik Leung-Malik

filter bank filter bank

Table 11: Table of texture retrieval method ranking

Ranking
Method Albedo | Bumpmap Grﬁgllgnt Total
Gabor filter bank 4 1 3 8
Ring filter bank 2 2 2 8
Histogram 1 6 1 8
Combined filter bank 3 3 4 10
Wedge filter bank 6 4 5 15
Schmid filter bank 5 7 7 19
Polarogram 10 5 6 21
MRA4 filter bank 7 9 9 25
MR8 filter bank 9 8 8 25
Leung-Malik filter bank 8 10 10 28

Table 12: Table of texture retrieval methods soligaverall performance

We have shown for our dataset, the following:

First order statistics in the form of histogramalg@rovide by far the best
discriminative features for colour albedo infornoati

Processing theurface normal micro-geometiyata to remove directional

artifacts and produce the gradient data considgiiaiproves performance.
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For the micro-geometrydata, the results are less clear cut but the simpl
histogramming is still in the lead as a feature dee with the directionally

insensitive second order information and ring fétaot far behind.

We believe that our original contribution from thikapter is that this is the first time
that a comparison afotation invarianttexture classificatiormethods has been made
with the combined use of coloualbedg and 3D surface representationmigro-

geometryrepresented asormalmapandgradient fielddata).
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Chapter 8 — Conclusions and Further Work

8.1 Summary

The objectives of the research reported in thisigherere:

Identify the most suitable method of representimg3D surface representation

or themicro-geometnpof textile samples acquired using economic methods

Identify the most suitableendering methodo present the acquire@D surface
representationso the user as realistically as possibledal-time using current

generatiorprogrammable graphics accelerator boards

Identify the most suitable method for implementiogation invariant texture

retrieval based upon similarity matching of tBB surface representation

We believe that the novel contributions providedHog thesis include the following:

Creating a method of renderinmrametric surfacegBézier patches) textured
with the micro-geometryof textile samples acquired usipipotometric stereo
and illuminated using bothtelief mappingand shadow mappingvith dynamic
light sources to achieveal-time visualisation of textile covere8D geometric

objects
The investigation into the use wdtation invarianttexture retrievalalgorithms

that usenormalmapand gradient fieldmicro-geometryand colour information

of textile samples acquired usipgotometric stereo
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First objective

Our first objective involved identifying the mosiitable method of representing tBB
surface representatioor micro-geometryof textile samples. To achieve this goal, we
identified nine candidate methodSeneral and Scattering functignthe BSSRDF, the
BTF, Surface Light fieldendSurface Reflectance Fieldfie BRDF/DSRFPolynomial
Texture Mapstexture-mappingBlinn bump-mappingrelief-mapping and Point Set
Surfaces We identifiedrelief-mappingas the method most suitable to our needs as it
matches all of our criteria for a suital#® surface representatioi his method consists

of a pair oftexture imagesone of which defined tha&lbedoimage and the other defined
the combinechormalmapandheightmap This imposes the requirement that a method
of acquiring this3D surface representatiors required, which is satisfied by the
technigue ofphotometric stereoHowever, as a trade-off between economic memory
usage and accuracy tighting mode] this method does not model the variance in
reflected light due to different combinations @t source direction and camera angle.
Such lighting modelsare necessary if materials such as velvet and aiék to be

visualised.

Second objective

Our second objective involved identifying the mastitable rendering methodto
present the acquire®D surface representations the user as realistically as possible in
real-time using current generatioprogrammable graphics accelerator board§o
achieve this objective, we conducted a survey ghtecandidateaendering methods
shadow volumes, radiosity/discontinuity meshingy-tracing, scan-line algorithms,
subdivision methodsshadow mappingnd shadow fields. We identified tisbadow-
mappingmethod as the one most suitable to our needswaasitthe only method that
matched our criteria of allowing dynamic light soeis to be used imeal-time in
conjunction with hardware acceleration. Thus owuglisation system consisted of the
rendering ofparametric surface¢Bézier patches) usinglief-mappingcombined with
shadow-mapping This imposes the requirement that ppogrammable graphics
accelerator boardis used to visualize all textile samples. As it dsirrently

implemented, our system supports dynamic light cesirfree to move under user
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control usingrelief-mappingandshadow-mappingombined together. However, with
more development time, it would be possible to mdtthis system to support physical
simulation of textiles using character animatiomadl as using moradvanced lighting

modelssuch as the BTF.

Third objective

Our third objective involved identifying the mostitwble method for implementing
rotation invarianttexture retrievalbased upon similarity matching of tB® surface
representation To achieve this goal, we identified ten candida&thods suitable for
therotation invarianttexture classificationThese methods includediag filter bank a
wedge filter bankthe Gabor filter bank the Schmid filter bankthe Leung-Malik filter
bank the MR4 filter bank the MR8 filter bank Polarograms Histogramsand all of
these methods combined together. We applied eatineeé methods onto tladbedq
normalmap and gradient field data generated from each textile sample and used
precision-recall and receiver-operator-characterigtaphs to analyze the results. After
analyzing the results, we identified tbelour histogramthe Gabor filter bankand the
ring filter bankas the most suitable methods for the implememtadfoa virtual textile
database. The use of tlabor filter bankand thering filter bankhas the consequence
of requiring that the discrete FFT is used to getedieature vectorssuitable for use
with texture retrieval While we were able to implement the core fundildg of a
texture retrievaldatabase, the implementation of an interactive igerface goes well
beyond the scope of of this PhD thesis, and waadaditessed. Research into this area is

ongoing.
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Contribution

In terms of achieving the original objectives oftthesis, we believe we have achieved

the following.

We have achieved the objective of identifying dahle3D surface representaticihat
can be used to represent tt@dour and micro-geometryinformation of textile samples
suitable for use witlBD visualisationand texture retrieval given the constraints of
economic memory usage versus complexityigtiting model We have also achieved
the objective of combining together theal-time renderingof the macro-structurein
the form of Bézier surfaces and thecro-structurein the form ofsurface normaknd
displacement mapK3D geometric modelsusing currentprogrammable graphics
accelerator boardsn order to implemen8D visualisationof textile samples using a
variety of 3D forms. This system utilizehadow-mappindor the macro-structureand

relief-mappingfor themicro-structure.

We have also achieved the objective of identifying most suitabléexture retrieval
methods to generatetation invariantfeature vectorsising the data represented by the
3D surface representatiomhich consists of thalbedg normalmapandgradient field
Our feature vectors are novel in that they are gaad from the combined use of both
albedo and gradient fielddata, to the best of our knowledge has not beemboeed

together before for the purposetekture retrieval

We concluded that for our test set, first ordetistias in the form ofhistogramdata
clearly provide the best performance when usinguralbedodata. When usingicro-
geometrydata, computational processing to remove the tiineal artifacts present in
the partial derivatives significantly improves pmrhance, and while the first order
statistics are again important and provide goodena! performance, two of the second
order features (theing filter bank and the Gabor filter bank also gave good

performances.
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8.2 Further Work

In the previous section, we described the origotaéctives of this thesis, how far each
objective was achieved and what issues remaineésalved. In this section we
describe in greater detail these outstanding isandsow they can be resolved. We can

classify these outstanding issues into three cagjo

Visualisation
Front-end user interface

Back-end texture retrieval system

For the visualisation component of our system,dlee several outstanding issues and
improvements that could be made. These include a&e namlvanced3D surface
representationto take into the change of appearance of the &exddmple due to
changing lighting and camera angles, such as the (Bidirectional Texture Function).
This would require a modification of thghotometric stereacquisition process to
capture multiple images of the textile samples freanying camera angles and light
source directions. This would also require usinge aof the many methods of
compressing the hundreds of megabytes of raw débaane or mordexture images
using statistical analysis methods such ssherical harmonics single value
decomposition or principal component analysis [f2008b]. The resultingexture

imageswould then be used to implement the BTF.

Another improvement to the visualisation system lMdoe the use of real-worl@8D
geometric datagenerated from professional CAD systems such a3I|&Aor the
manufacturing industry. This would allow users isualize textiles as they would be
seen on real-world furniture and accessories. T¢ee af more realisti@D geometric
models could also be expanded to include animated humaaracters for the
visualisation of clothing. Using a physics systamning under an environment such as
CUDA, PhysX, or APEX would allow for the simulatiaf the draping, folding and

wrinkling of textures irreal-time

For thetexture retrievalsystem, there are also several improvements that e made

to both the user interface and retrieval systemmibde the user interface of the virtual
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textile database catalogue more intuitive, simjseal effects such as turning pages and
ring binder effects could be used. For dedicatestesys in a public space the use of
touch screen technology using tablet PC’s or kigple displays could also be utilized.
Such a system would allow the user to issue contibmaof “find similar textures” and

“find similar colours” requests.

Another improvement to the operation of the usderface would be to support
relevance feedback. Instead of simply sending epdry to the database engine and
returning the set of results directly back to tisen relevance feedback performs each
query in two stages. In the first stage, the queisent to the database engine as before.
However when the results are analyzed, they argaoed to identify common terms to
be added to the original search query. The new feoddisearch query is then
resubmitted to the database engine and the restiisied to the user. To implement
this for use with textile database systems, thisldioequire an analysis of theature
vectorsassociated with each returned result. This coeléddhieved by calculating the
mean and standard deviation of eéefiture vectofield and then modifying the search

engine comparison algorithm accordingly.

With the actual texture retrieval search enginedlere also several improvements that
could be made. The first would be to integratertigearch conducted by this thesis into
an existing framework for content rich data suchFasret in order to provide a
complete information retrieval system with a websdzh user-interface. Another
improvement that we believe we could make, woulddomake use of multi-processor
and multi-core technology to speed up databaselsepreries. This could be achieved
through suitable API's such as MPI or OpenMP, witimmunication between the front
end user interface and back end database engirtiedansing an internet web page

browser.
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