The Significance of Passive Acoustic Array-Configurations on Sperm whale Range Estimation when using the Hyperbolic Algorithm.

Jonathan Vallarta Hernández

Thesis submitted for the degree of
Doctor of Philosophy

Heriot-Watt University
School of Engineering & Physical Sciences

February 2009

The copyright in this thesis is owned by the author. Any quotation from the thesis or use of any information contained in it must acknowledge this thesis as the source of the quotation or information
ABSTRACT

In cetacean monitoring for population estimation, behavioural studies or mitigation, traditional visual observations are being augmented by the use of Passive Acoustic Monitoring (PAM) techniques that use the creature’s vocalisations for localisation.

The design of hydrophone configurations is evaluated for sperm whale (*Physeter macrocephalus*) range estimation to meet the requirements of the current mitigation regulations for a safety zone and behaviour research.

This thesis uses the Time Difference of Arrival (TDOA) of cetacean vocalisations with a three-dimensional hyperbolic localisation algorithm. A MATLAB simulator has been developed to model array-configurations and to assess their performance in source range estimation for both homogeneous and non-homogeneous sound speed profiles (SSP). The non-homogeneous medium is modelled on a Bellhop ray trace model, using data collected from the Gulf of Mexico. The sperm whale clicks are chosen as an exemplar of a distinctive underwater sound.

The simulator is tested with a separate synthetic source generator which produced a set of TDOAs from a known source location. The performance in source range estimation for *Square, Trapezium, Triangular, Shifted-pair* and *Y-shape* geometries is tested. The Y-shape geometry, with four elements and aperture-length of 120m, is the most accurate, giving an error of ±10m over slant ranges of 500m in a homogeneous medium, and 300m in a non-homogeneous medium. However, for towed array deployments, the Y-shape array is sensitive to angle-positioning-error when the geometry is seriously distorted. The Shifted-pair geometry overcomes these limits, performing an initial accuracy of ±30m when the vessel either moves in a straight line or turns to port or starboard. It constitutes a recommendable array-configuration for towed array deployments.

The thesis demonstrates that the number of receivers, the array-geometry and the array-aperture are important parameters to consider when designing and deploying a hydrophone array. It is shown that certain array-configurations can significantly improve the accuracy of source range estimation. Recommendations are made concerning preferred array-configurations for use with PAM systems.
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Chapter 1
Introduction

"The ocean is a precious resource shared by all the world's peoples"
- Jean Michael Cousteau

The earth is unique among the planets of the solar system, since it is largely covered by water. One of the astronauts of the Apollo 8 moon flight commented: “In the whole universe, wherever we looked, the only bit of colour was back on the earth. There we could see the royal blue of the seas, the tans and browns of the land, and the whites of the clouds. . . .” [161]. When photographed from outer space, our beautiful blue planet looks as if it should be called Water, not Earth. Indeed, if the world’s water evenly covered the surface of the planet, it would form a global ocean 1.5 miles (2.5 km) deep. All of the earth’s land surfaces could fit into the Pacific Ocean, with room to spare [162].

Figure 1.1: The Pacific Ocean is the largest ocean

Life in the oceans can be found from the surface to the extreme environments at the bottom of the deepest submarine trench. It is not surprising that the oceans represent over 99% of the living space on Earth; we are indeed living on what is truly an ocean planet. Today our knowledge of the ocean is rapidly evolving, such that we are coming to understand more fully the role that each parameter plays in our lives.
1.1 Underwater Sound

Sound is known as “a disturbance in pressure that propagates through a compressible medium” [105]. Unlike light, sound is transmitted very efficiently through water. Although from the outside the oceans seem a quiet place, in reality they are not. The efficiency of underwater sound propagation (see Appendix A) allows animals to use it as a primary method of communication.

1.1.1 Natural Sources of Sound

When a natural underwater object vibrates, it creates sound-pressure waves that alternately compress and decompress the water molecules as the sound wave travels through the water. Sound waves radiate in all directions away from the source. The physical transitions associated with sound waves can be detected by hydrophones, and their audio output can be detected as auditory sensations on the ear at determined frequencies. Among the most common natural sources of sound in the oceans are waves interacting, waves breaking, wind noise transmitted directly into the water, rain, snow and spray falling onto the water. In frozen areas, sources are ice rubbing and cracking. Thunder, cosmic rays, and earthquakes are other kinds of unanimated sources of sound [69]. On the other hand, the marine mammals represent the most important group of animated sources of underwater sound. They are extremely vocal.

1.1.2 Anthropogenic Sources of Sound

In the ocean, a wide range of sounds are generated by humans. The vast expanse of the oceans was free of significant human impact until the intentional introduction of sound into the oceans. Although considerable advances have been made in terrestrial communications such as electromagnetic techniques in recent decades, there was also wide interest in underwater acoustic techniques [16, 17, 23, 107, 164]. As engineers and scientists learned to appreciate the properties of acoustic propagation in the sea, they introduced sound sources to communicate and to detect objects in the oceans. At some point, as humans use the oceans more and increase anthropogenic sound in the oceans, the conflict with the sound-sensing systems of marine animals seemed
inevitable. The intentional and unintentional introduction of sound in the oceans associated with activities beneficial to humans has known deleterious effects on individual marine mammals [70].

The major source classes of anthropogenic sound [108] with their respective Received Levels (RLs*) measured in the oceans are:

- **Active Sonar** – military sonar (RLs 130-150 dB re 1 µPa).
- **Marine Construction** - drilling and detonations (RLs 140-179 dB re 1 µPa).
- **Seismic Exploration** – seismic survey air guns (RLs 115-170 dB re 1 µPa).
- **Shipping** – whale-watching vessels (RLs 115-138 dB re 1 µPa).
- **Synthetic Acoustic Signals** – acoustic deterrent and harassment devices (RLs 107-164 dB re 1 µPa).

*For more details on RL and acoustic measures, please see appendix A, equation A.7.

If cetacean monitoring is performed from a vessel, two types of background noise are found, self noise and ambient noise. The three major classes of self noise are ship machinery noise, propeller noise and hydrodynamic noise. The noise level from shipping that has increased during the past decade could also be included as ambient noise if the cetacean monitoring is performed from a noiseless platform. Other sources of ambient noise come from the offshore oil industry and wind farm constructions. Pile-driving activities are an example of other contributors to the distress imposed on marine mammals. Among the most extremely loud anthropogenic sources are the seismic surveys. They use airgun blasts which are conducted during oil exploration and often extend over large areas and periods of time.

Anthropogenic sound has a significant adverse impact on marine species. Since they are dependent upon hearing, the concern over noise impacts is particularly important. Hearing comprises a simple chain of events: sound energy is converted by biomechanical transducers (middle and inner ear) into electrical signals (neural impulses) that provide a central processor (brain) with acoustic data [70].

In March 2000, 17 whales were reported stranded along the Providence Channels of the Bahamas Islands [74]. Seven whales died. Haemorrhages were found in the inner ears and some cranial spaces. These pathologies were consistent with stress and pressure-
related trauma that may have compromised hearing. The observed cause of death in the whales was the physical consequences of stranding. The investigations concluded that “the sound field created by the combination of ocean state, topography, and the use of multiple tactical mid-range frequency sonar during the exercise, was an important factor in the stranding event” [74]. Two months later, a mass stranding of cetaceans was reported along the Madeira Archipelago [72]. Several observations were consistent with the Bahamian pathologies. The coincidence of pathology and the stranding patterns in both sites raised the concern that similar causes contributed to strandings in both sites [72].

With regard to non-auditory effects, the hypothesis exists that “acoustic exposure may produce nitrogen bubbles in blood or other tissues” [128]. Although there is much well-documented literature [36, 37, 62, 71, 72, 108, 128], there still remain many unknowns, such as when and how these acoustic changes translate into biologically significant effects –effects that have repercussions for the animal’s ability to engage in essential activities, and effects that have potential consequences at the population level.

So far, these may be only the first early warnings or “tip of the iceberg” with respect to sound and its possible harmful effect on marine mammals [107]. Although we have to be careful in separate factual information from newspaper stories, there is no doubt that the impact of underwater sound is related to the environmental and political perspective in today’s society.

1.2 Cetacean Order

Marine mammals are grouped into three different orders: sirensians, pinnipeds, and cetaceans. Cetacean use underwater sounds as a primary method of communication with each other. The Cetacea order (Figure 1.2) is divided into two suborders: Odontoceti (Toothed whales) and Mysticeti (Baleen whales). The main biological distinction between the two suborders is the presence of teeth [119]. The Mysticeti do not have teeth. Instead they have keratin baleen plates, suspended from the roof of the mouth. The Odontoceti do have teeth. Their number of teeth varies from 2 in some beaked whales to more than 250 in some dolphin species [34, 75, 96, 119]. The
cetaceans vary in their capability of vocalising at different frequency ranges. Unlike the mysticetes which collectively use lower frequencies (7 Hz to 22 kHz) [73], odontocetes use intermediate to very high frequencies (1 kHz to 100+kHz) [6, 121]. For instance, some species, like the fin whale (*Balaenoptera physalus*), are able to vocalise at low frequencies (10-30 Hz) [32, 166]; other species, like the pygmy sperm whale (*Kogia breviceps*), vocalise at higher frequencies (60-200 kHz) [121, 122].

**Figure 1.2:** Taxonomic tree of the sperm whale (*Physeter macrocephalus*)
1.2.1 Marine Mammal Hearing and Mitigation Measures.

The marine mammals also vary in their capability to detect sound. Figure 1.3 shows a general scenario of a marine mammal audiogram, based on six different species.

![Figure 1.3: Examples of marine mammal auditory thresholds](image)

The conservation status and biology of most marine mammals are poorly understood. Many populations are threatened; quite a few are endangered; all are susceptible to humankind's interference with marine ecosystems. The effects of acoustic emissions on marine life depend on four critical factors [46], and knowledge of each is required for estimating damage:

- **received power level** – source level, range to subject, propagation conditions.
- **exposure time** – tracking of subject, gaps between multiple exposures.
- **the subject of exposure** – species classification, age, activity.
- **the nature of the signal** – rise time, duration, transmitting frequency/bandwidth.

According to Richardson *et al.* [121], there are four zones of noise influence. The zone of audibility, in which the animal is able to detect the sound; the zone of responsiveness, in which the animal reacts behaviourally or physiologically; the masking zone, in which noise is strong enough to interfere with detection of other sounds; and the zone of...
hearing loss, the area near the noise source where the received sound level is high enough to cause tissue damage resulting in hearing losses. The damage is classified as either permanent (PTS) or temporary threshold shifts (TTS), a change of the hearing threshold as a result of noise exposure [71, 93].

In 2007, the US Navy issued a Programmatic Environmental Assessment/Overseas EA (First EA) in conjunction with the recommendations of the National Marine Fisheries Service (NMFS). The First EA proposed a PTS Level A of between 195 to 215 dB, a TTS level B threshold of between 190 and 195 dB, and a sub-TTS or non-behavioural disturbance level of 190 dB or less. However, since some marine mammals may react to Mid-Frequency Sonar (MFA) at levels lower than those previously thought, NMFS required mitigation measures above and beyond those that the Navy had originally proposed, and recommended a sub-TTS level of 173 dB [41]. Long or repeated exposure to TTS sounds can induce PTS, and cause direct physical harm with behaviours that may led to physiological harm, stranding, or, potentially, death. Damage is directly related to the power spectrum of the sound and the sensitivity of the ear. At low levels, noise and TTS hearing loss do not pose a significant problem, but at higher powers, they can interfere in several important ways:

- **Missed Communication**: marine mammals simply are not able to hear the other members of their species in the area, possibly interfering with migration, mating, and other social interactions.
- **Poor echolocation**: marine mammals are not able to hunt effectively.
- **Stress**: marine mammals are susceptible to stress hormone levels associated with noise exposure, causing erratic behaviour that could interfere with migration, mating, or cause stranding and death [70, 128].

Recent studies use “available marine mammal TTS data and precautionary extrapolation procedures based on terrestrial mammal data to estimate exposures associated with PTS” [108, 128]. The latest literature on mitigation measures [128] present a summary of behavioural responses by cetaceans exposed to multiple pulses. These studies indicate that there are behavioural responses to sounds with RLs of 110-180 dB re 1 µPa for species of low frequency, and RLs of 100-180 dB re 1 µPa for species of middle frequency. Southall *et al.*, recommend more comprehensive and calibrated
measurements of the properties of natural and anthropogenic sound sources. It also highlights the need for a study of their propagation and received characteristics in different environments. Continued effort is still needed on the simultaneous and residual physiological effects of noise exposure on marine mammal hearing.

A report of the “Effects of offshore wind farm noise on marine mammals and fish” published in July 2006 [146] states a regulatory approach of a zone of potential TTS of 1,800m for all odontocetes, regardless of the studies in two species. The report also recommends that “studies on frequency dependant TTS are urgently needed to derive more solid conclusions on the effects of sound on toothed whales”. The behavioural effects can take many forms, and will depend on whether the interfering sound causes PTS, TTS, or if it is merely audible in the same frequency band as the communications or echolocation signals of the marine mammal (Figure 1.3).

Nowadays, there are many reported mitigation procedures in place worldwide [11, 12, 41, 68]. However, in February of 2008, the Court in the USA pointed out the importance of Navy conducting effective training while taking greater precautions. The Navy was also required to take a hard look at the impacts of its high-intensity MFA sonar by adhering to additional mitigation measures to protect marine mammals. The mitigation measures for a safety zone included:

1. Reducing sonar transmissions levels by at least 6dB whenever a marine mammal is detected within 1,500 metres of the transmitting vessel.
2. Reducing levels by at least 10 dB for any marine mammal detected within 750 metres.
3. Ceasing transmissions of all sonar when a marine mammal is detected within or close to within 500m of the sonar dome.
1.2.2 Sperm whale

In this thesis the cetacean species target is the sperm whale (*Physeter macrocephalus*) which belongs to the suborder Odontoceti (Figure 1.2) and is well known as the largest toothed whale in the world [87]. The average size of an adult reaches 15m in length [48, 85]. They are oceanic [163] and make deep dives of 400 to 1200m that last for an average of at least 45 minutes, followed by about 8 minutes on the surface [2, 48, 49]. During bouts of foraging behaviour, they seem to spend all of their time either diving or recovering on the surface [98, 139].

Sperm whales are extremely vocal and produce sharp, impulsive, broadband sounds called clicks [4, 8, 57]. These clicks have a frequency range of 100 Hz to 30 kHz, the majority of energy of which is in the 2 to 4 kHz and 10 to 16 kHz ranges [8, 81, 121, 165]. The clicks are transient signals whose duration is short compared with that of the observation interval. Figure 1.4 shows a monopulsed sperm whale click [103] together with its spectrogram.

![Figure 1.4: Monopulsed sperm whale click and spectral frequency range up to 30 kHz](computed with Matlab software, data obtained by Peter Madsen [103]).

The Power Spectral Density (PSD) represents the distribution of energy in the signal as a function of frequency [115]. Figure 1.5 shows the PSD of the monopulsed sperm whale click described above.
Chapter 1: Introduction

Clicks can be produced with a variety of repetition rates, these being assigned to four main categories. “Usual clicks”, the most commonly heard sound, have an InterClick Interval (ICI) of about 0.5 to 1 s; "slow clicks" have an ICI of about 5 to 7s [169]; "buzzes" are a series of very rapid clicks with up to 220 clicks per second [47]; and "codas" are short, patterned series of clicks with irregular repetition rates [57, 167].

Sperm whales use echolocation to navigate and find prey at ranges greater than is possible with aquatic vision [172]. Echolocation involves emitting a succession of tone bursts or other transient signals, and listening for reflections [105]. Echoes of clicks from the surface are frequently detectable [142]. These vocalisations seem to function both for echolocation and communication, although direct evidence for these is lacking [8, 47, 169].

In summary, sperm whales rely heavily on acoustic modality. This means that sound equipment and underwater acoustic methods can offer efficient means of finding and tracking sperm whales [47, 172]. Sperm whale vocalisations can very easily be recorded, if necessary, by no specialists or remotely, and there is considerable scope for automated analysis [43]. Of all the cetaceans, sperm whales are most amenable to acoustic detection and survey methods.

Figure 1.5: Power Spectral Density of the monopulsed sperm whale click with a higher energy at 15 kHz (computed with Matlab software, data obtained by Peter Madsen [103]).
1.3 Monitoring of Marine Life

Given that most the marine mammal behaviours occur under water, where they are difficult to document, and that makes it particularly hard to estimate the effects of a short-term exposure as they ripple through the lifetime of an individual, or as the effects on different individuals ripple through the population. Even extreme effects, including death, are often not necessarily visually observed. Continuous monitoring is important in order to determine whether or not a sound source is affecting the behaviour of marine mammals. The monitoring techniques are based on either visual observations or passive acoustics.

1.3.1 Visual Monitoring

Visual observations of marine mammals can provide detailed information on the behaviour, movement, and abundance of these animals in the wild. Changes in the animals' behaviour and abundance can be used to infer how the animals are affected by sound. Visual observation studies involve trained observers watching for marine animals of interest. Each observer is responsible for surveying a particular area of water. Once an animal is spotted, the observer takes note of the bearing (position angle), gives an estimate of the number of animals present and tries to identify the species (Figure 1.6). Then, depending upon the aims of the project, animals can be photographed for identification purposes, filmed for behaviour study, or tracked for a period of time.

Figure 1.6: Visual observer (left). Manual bearing device (right)
For many years the use of visual cues has been an established mitigation technique. Such mitigation is required when operators are likely to create high levels of anthropogenic noise in the sea. If creatures are observed within the recognised exclusion zones of the sound source, legislation demands that the work has to be stopped until such time as the creatures are seen to have dispersed from the area [41].

1.3.2 Passive Acoustic Monitoring (PAM)

Nowadays, an essential and powerful tool called Passive Acoustic Monitoring (PAM) has emerged recently to help with the concern of marine life in important issues such as behaviour, population estimation, mitigation and monitoring studies of how the cetaceans are affected by the anthropogenic noise in the sea. This technique uses the animal’s own vocalisations for detection and location purposes. Mechanical vibrations are received in a piezoelectric element (hydrophone) and transformed into electrical pulses, which are amplified and then transmitted to an acoustic station to be digitised by using a Data Acquisition Card (DAC). The signal is sampled at least twice the highest analogue frequency component, according to the Nyquist theorem. Then, the signal is ready to be processed through mathematical algorithms for detection, recognition and localisation purposes (Figure 1.7).

Currently, PAM is still in its infancy. Legislation is moving towards PAM being accepted, and it is being adopted as an additional tool for the visual surveys. PAM is effective only for studying animals that are vocalising, but the absence of vocalisations does not necessarily mean that animals are not present. PAM can also be used to track animals from a distance and to measure patterns of movement and sound production.
1.3.3 Advantages

PAM techniques have a number of advantages over visual ones.

- They are less affected by meteorological conditions, and are often more predictable and consistent in their performance than human observers who are dependant totally of their own judgment and visual errors.

- They can observe many individuals at once and are suitable for continuous monitoring applications for 24 hours a day.

- They work when animals are hidden from view, such as at night or when submerged.

- Not only do they allow for the detection of marine animals outside the visual range of the observers, but can also provide information as to the location of the animals relative to the observation vessel.

- They are also readily automated using modern signal processing techniques which are based on increased availability of low cost, yet efficient computers [42].

1.3.4 Disadvantages

- PAM is effective only in the study of animals that are vocalising.
- The accuracy of PAM depends on the array-configuration and algorithm used.
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1.4 PAM Structure

PAM relies heavily on advances in recording and data processing technology. The recent explosion in fast, inexpensive personal computers and electronics has created tremendous growth potential in the field. PAM has been developed to gather specialized or common data for particular or general scenarios. The structure of PAM is classified according its three different uses: Detection, Recognition and Localisation.

1.4.1 Detection

Detection is the step where the vocalisations of interest are located within the recording. Standard PC sound card technology can detect dominant components of most cetaceans within the range of 20 Hz to 20 kHz [121]. More specialized recording equipment is used to detect sounds below and above such a range.

Frequency and time series data are processed using a Fast Fourier Transform (FFT) to produce spectrograms of the calls. The technique generally works with an energy detector that exploits the frequency/time characteristics of the signal. Nevertheless, the problem with detection is the wide range of species, since each species produces different sounds with different duration and source level [151]. Also, the frequency contours of cetacean vocalisations can be complex and nonlinear [91].

A simple philosophy is to attempt to detect all sound occurrences that deviate from the background noise. However, fundamental calls may be obscured by louder ambient noise. Hence, in order to better quantify the nature and variability of the calls, matched filters are used to maximise the signal-to-noise-ratio (SNR) of the output by condensing the amplitude of the signal into the output peak. A matched filter may be implemented by the correlated part of a known signal (kernel) with input data from the channel to produce peaks in the output, indicating the presence of an animal call. The kernel can be either real or synthetic [95]. The success of a specific matched filter depends on the variation of animal calls and the ambient noise characteristics from the channel [137]. Other techniques for detecting marine mammals with a wide variety of sounds use a
power-law integrator and a Page’s test. The power-law integrator is robust against varying signal bandwidth and the Page’s test detector is a robust detector for signals with an unknown duration [151]. Some others use an edge detector on the smoothed spectrogram of vocalisations [44].

Nevertheless, in biologically realistic environments, signals are highly diverse and often only partially known. The problem of detection and estimation of real signals is often dependent upon a fully parametric signal model and large and high-quality datasets for determining the statistical distributions of the parameters [91].

1.4.2 Recognition

Once detection is made, it is important to know whether it is man-made or biological [151]. A chain of recognition steps is followed to parameterize the signal using specific features. The signal is then classified by decisions based on these features. The automatic recognition exploits the time-frequency complexity of an animal vocalisation [95]. It is also a challenging problem in signal processing, since difficulty arises from the non-stationary nature of the signals involved; from the highly variable nature of animal sounds at the individual, intraspecific, and interspecific levels of analysis, and from the characteristics of the noise environments encountered in field recordings. Recognition is divided into two stages: characterisation and classification.

Characterisation is the process of extracting a few descriptive features from the detected vocalisations. The characterisation step is necessary because the dimensionality of a detected vocalisation is usually too great to apply classification directly. However, for low-dimensional detections such as clicks, it is possible to skip the characterisation step and instead force the classification step to learn what to base the class decision on.

Classification is the final stage of the recognition chain. The aim is to identify which pre-defined class the vocalisation belongs to, based on the features of the vocalisation [66]. Two popular types of classification methods for transient signals are Statistical Analysis of time series and Pattern Recognition in Time-Frequency plots [151].
Statistical analysis measures a number of characteristics from the sound, and uses these in statistical classifiers [40, 76, 112]. The time-frequency plots must be isolated by following a processing scheme of normalisation, thresholding and clustering. Then, in order to classify a detected sound, the measured features of a cluster are compared with those of the typical sounds produced: clicks, moans, whistles and sweeps [151].

Various techniques have been used for automatic recognition of animal calls. Among the different techniques often used to compute the time-frequency distribution are Short-Time FFT processing (STFT), Wavelet processing and Cochlea processing. STFT cuts the time-series of the transient into short segments, which are analysed specially by means of an FFT [151]. Colchea processing is a technique based on the human ear. The technique is very suitable for the identification of human speech and seems suitable for the identification of marine mammal sounds [151]. Wavelet processing adapts the time frequency resolution to the signal and this is then classified [1].

Other techniques use neural networks, typically using spectrogram values as input; they perform well on noisy data [95, 117, 149]. Some others use frequency-modulated vocalisations that are broken into sequences of linear chirps. Speech methods have also been applied [116]. Recently normalized lofargrams from a broadband beamformer and time-based techniques have also been used [151]. Parametric modelling techniques use AutoRegressive Moving-Average (ARMA) models which are appropriate for narrowband signals in noise [66]. Spectrogram matched filtering or cross-correlation of the spectrograms are perhaps the most common methods used for classifying and comparing animal sounds [18, 21].

1.4.3 Localisation

Localisation, as defined in acoustics, is “the perception by a listener that a sound is coming from a certain direction”; however, it is also known as “the process of judging the direction of a source” [103]. For purposes of accuracy, the direction must include bearing (azimuth and elevation angle) and range. Since localisation is performed in a three-dimensional space, it may also be called spatial discrimination.
Spatial discrimination requires the use of a number of individual receivers. PAM can use hydrophone arrays to record marine sounds and determine where they come from. A simple hydrophone array consists of at least two hydrophones deployed at known locations. The hydrophone geometry may vary, as will be discussed in chapter four.

The majority of algorithms used to determine the localisation fall under the general headings of hyperbolic fixing, optimization, model-based approaches and bearing triangulation [79, 80, 92, 106, 124, 126, 147, 157, 157, 174]. All these different algorithms will be analyzed in detail in the next chapter.

The degree of difficulty in accomplishing each of the steps in PAM is a function of the acoustic characteristics of the calls, the ambient noise background, the instrumentation configuration and sensitivity, the performance of the localisation algorithms, and the precision required for localisation in two or three dimensions. This thesis uses a particular three-dimensional PAM localisation algorithm; detection and recognition are not a concern of this thesis.
1.5 Field Work

Within the first year of this work the author of this thesis was involved in field experiments. From the 31st of May to the 21st of June 2003 a cruise was performed in the Gulf of Mexico. It was conducted by the Sperm Whale Seismic Study (SWSS), a programme to study sperm whales and their response to seismic exploration [64, 65]. SWSS was sponsored by the U.S. Minerals Management Service and involved researchers from Texas A&M University, Oregon State University, Woods Hole Oceanographic Institution, the University of Durham, and Ecologic in coordination with the International Association of Geophysical Contractors. The cruise was led by Dr Jonathan Gordon from the Sea Research Mammal Unit at St Andrews, and Dr Douglas Biggs from Texas A&M University. The work plan consisted of three types of activities involving ship work and subsequent analysis and interpretation. The programme was classified on Habitat Characterisation and Sperm Whale Survey and Photo-Identification activities aboard the R/V Gyre. Specific acoustic equipment was developed to obtain recordings from the sounds produced by the sperm whales. This cruise represented a unique opportunity to work with the key researchers in marine mammal studies.

One of the primary tasks was to be responsible for monitoring sperm whales round the clock and tracking them. Also, there were opportunities for making multi-track recordings from the two hydrophone arrays which were used to investigate how one could use simple array geometry to calculate the location of sperm whales. To assist with precise alignment array it was necessary to incorporate a sound source in one of the arrays. Additional responsibilities included some recordings of a drill rig by deploying two single hydrophones from Rigid Hulled Inflatable Boats (RHIB) with a completely portable system.
1.5.1 Material and Methods

Two acoustic systems were implemented to record the sperm whale sound. A permanent acoustic monitoring station and an alternative portable system were developed by the Ocean Systems Laboratory (OSL). The acoustic monitoring station was established in a dry computer room. A team of four acoustic monitoring personnel (monitors) provided 24-hour coverage for all of the time that the ship was at sea and off the continental shelf.

![Acoustic Monitoring Station](image)

**Figure 1.10:** Acoustic Monitoring Station

Each of the two computers was connected to an independent *towed hydrophone linear array* to generate stereo sound recordings. Each linear hydrophone array consisted of two acoustic elements (receivers) mounted about 3m apart and housed in a 10m-long reinforced polyurethane tube. These elements were connected to low-noise pre-amplifiers (30dB gain) which incorporated a 100Hz high-pass filter to remove low frequency water noise. In addition, a pressure sensor was placed in both tubes to measure the depth of the hydrophones below the surface with an accuracy of +/-0.05m. The two tubes were filled with castor oil (Castrol R30) as this has acoustic properties similar to those of seawater. Each tube was connected to a cable extension of 390m. The stereo towed hydrophone arrays were built by Ecologic Ltd.

![Stereo towed hydrophone array](image)

**Figure 1.11:** Stereo towed hydrophone array built by Ecologic Ltd.
The portable system was used at the RHIB to make recordings of sperm whales near drill rigs, and in temporal occasions was connected to the towed arrays from the acoustic monitoring station.

The portable system comprised a set of two hydrophones that were connected to a pre-amplifier box and then to a conditioning signal box where the signals were filtered and amplified to be digitised by a versatile high speed Data Acquisition Card (DAC) model AD136 and FreeVIEW maker with resolution of 12-bits at up to 625kHz. The system also used a personal computer and FreeView software for the processing and analysis of all captured data (Figure 1.12). A post analysis of the sperm whale recordings was done using Cool Editor Pro software (Syntrillium, Inc.).

![Figure 1.12: Portable Acoustic System](image)

The portable system had the advantage of adding more channels to the DAC. Each channel was set with an independent sample rate of 44.1 kHz.

The detection process used Rainbow-Click as the main software and Ishmael as a monitoring screen in real time for the cetacean vocalisations. For further detailed discussion on PAM software, see chapter two, section 2.3. The localisation took place from the azimuth bearings given by Rainbow-Click. In order to eliminate the left-right ambiguity, a Target Motion Analysis method was used. Logger software with a Global Positioning System (GPS) and a geographic map integrated were also used together with the help of some visual observers. Basically, the cycle consisted of four main steps: detecting the whale call; establishing its location on the XY plane; tracking the whale; and waiting until the whale reached the surface for photo-ID, skin collection, satellite-tagging.
A linear array of two hydrophones was towed at each extreme of the stern. For the array deployment, there were two different scenarios which were applied either for only one linear array or two arrays at the same time. The first one showed a linear hydrophone array being towed by the vessel. However, owing to hydrophone buoyancy and vessel speed, scenario A was represented as a semi-horizontal line (Figure 1.13a). Scenario B corresponded to a static vessel with the towed linear array in vertical position (Figure 1.13b).

![Figure 1.13a: Scenario A. Semi-horizontal Array.](image1)

![Figure 1.13b: Scenario B. Vertical Array.](image2)

To investigate the effects of different array geometries on the final source localisation, several experiments were attempted. During the evenings, usually after recovering the RHIB’s and before trawling, there were some occasions when the port side and starboard linear arrays were deployed at the same time, performing recordings of up to 4 channels simultaneously, as shown in Figure 1.14. The aperture of both linear arrays was increased according to scenarios A and B. There were also times when the length of the starboard array was changed.

On particular occasions, one of the two hydrophones located at the port side was used as a pinger to establish the distance separation within both linear arrays. The Time-Difference-Of-Arrival (TDOA) of the signal received by the other hydrophone (starboard) was measured and multiplied by the average sound speed (1500m/s) (Figure 1.15).
Figure 1.14: Towed hydrophone array deployment at the stern of the vessel. Scenario A is presented in blue and scenario B in red. Only one hydrophone of the port side was used as a pinger.

Figure 1.15: TDOA computation. The port side array generates a pinger recording which is received by the starboard array with a delay time or TDOA (computed by Cool Editor Pro software).
1.5.2 Results

Although not all the data were useful, a few relevant data gathered during the cruise offered the following results. A group of several TDOA pinger recordings gave an estimate of the variability found when the vessel was moving at a certain speed. For instance, when the two linear arrays were at different depths (54m and 28m) and the vessel speed was 3.8 knots (1.9m/s) it was found that for scenario A (semi-horizontal), the arrays had a distance separation of 187m average with a standard deviation of ±1.5m. On the other hand, for scenario B (vertical-array), the linear arrays kept a distance separation of 7.5m.

1.5.3 Discussion

The uncertainty of using one pinger lay on the unknown \(xy\)-position for each receiver of the starboard linear array. If two pingers were used instead of one on the port linear array, the Cartesian coordinates of the hydrophones on the starboard linear array could be known. By doing so, two TDOAs would be measured and two circumferences would be generated. They would intersect at two points, pointing to two possible solutions but resulting in the obvious solution correspondent to the starboard side, as shown in Figure 1.16.

![Figure 1.16: Circle intersection by using two pingers. The use of two pingers along the port linear array would help to obtain the Cartesian coordinates of one of the receivers (circles in yellow).](image-url)
The xy position of each receiver could be known computing the following formulas based on the intersection of two circles (Figure 1.17).

![Diagram showing the geometry of the circle intersection]

**Figure 1.17:** Geometry of the Circle intersection [170]

The equations for the two circles are:

\[
x^2 + y^2 = R^2 \quad (1.1)
\]

\[
(x - d)^2 + y^2 = r^2 \quad (1.2)
\]

where \(d\) is the separation distance between the pingers, \(R\) is the radius of the red circle with the first pinger in the centre at the origin coordinates (0, 0) and \(r\) the radius of the blue circle with a second pinger at the centre \((d, 0)\).

The equation for the entire intersection cord length is

\[ a = 2y \quad (1.3) \]

Solving for \(y\) from equation (1.1)

\[ y^2 = R^2 - x^2 \quad (1.4) \]

Substituting (1.4) in (1.2)

\[ (x - d)^2 + (R^2 - x^2) = r^2 \quad (1.5) \]

Solving for \(x\) results in (1.5)
\[ x = \frac{d^2 - r^2 + R^2}{2d} \]  
(1.6)

Substituting (1.6) in (1.4) and solving for \( y \)

\[ y = \frac{\sqrt{4d^2R^2 - (d^2 - r^2 + R^2)^2}}{2d} \]  
(1.7)

Substituting (1.7) in (1.3)

\[ a = \frac{1}{d} \sqrt{(-d + r - R)(-d - r + R)(-d + r + R)(d + r + R)} \]  
(1.8)

Therefore the two solutions for the relative position of the receiver are given by the Cartesian coordinates \( \left( x, \frac{a}{2} \right) \) or \( \left( x, -\frac{a}{2} \right) \).

The pinger experiment highlighted the importance of the use of at least two pingers to continue monitoring the relative position of each receiver in the linear arrays.

The general problem faced in this cruise consisted on the lack of accuracy in obtaining some important variables needed for the computation of the source location. Without an accurate knowledge of the receiver position, the hydrophone array configuration became uncertain, complicating the source localisation problem. The valuable information gathered on this cruise highlights the CTD (Conductivity Temperature Density sensor) measurements which contain the different sound speed profiles for several locations of the Gulf of Mexico, and which were used in the simulations that will be described in chapter five.

### 1.6 Problem and Motivation

The overall scope of study addressed by this thesis is to assess the performance of typical hydrophone array-configurations in source range estimation. The experience obtained on PAM trials in the Gulf of Mexico had considerable relevance to the author’s work. Contrary to the normal sequence of activities in a research project, the first-year fieldwork set up the scenario for the studies presented in this thesis. It helped
to establish the ideas relating to the passive acoustic localisation algorithms and assisted in the understanding of the necessary variables in posterior experiments. Although small details in the experimental plan seemed not to have so much relevance at the time, the experience of witnessing the PAM techniques used to locate and track whales was very helpful. Attending the trials greatly helped in the author’s understanding of the kinds of problems biology and acoustic researchers face in the field.

Currently, there is a limited number of automated passive acoustic systems for detection, recognition and localisation of cetaceans, and these are to be found mostly in the military sphere [68, 106]. PAM is reliant on continuous acoustic activity (vocalisations) from the source. Therefore, precise and accurate information from the source location becomes essential if tracking the source is required. Most of the cetacean vocalisations are recorded by using a simple linear hydrophone array that can contain two or more receivers. Although it is possible to achieve ambiguous computations of the source range estimation in two-dimensions, it is not adequate when marine mammal studies demand a three-dimensional source range and when there is still a lack of knowledge on PAM capabilities within the scientific marine community. Today it is very common to hear questions such as:

- What source localisation method has the best accuracy?
- How many hydrophones (receivers) should an array have?
- What array-geometry is the most appropriate?
- What aperture-array is the most accurate/appropriate for a particular task?
- What is the maximum range for source estimation?
- What is the difference of source range estimation when the receivers are affected by array-motion?
- How are the source range estimations affected by sound speed variations?
- Does a sound propagation model give more accurate results?

The importance of such questions is of great relevance in the interest of cetacean monitoring for the abundance, distribution and behavioural studies of endangered species. On the other hand, mitigation measures for a safety zone demand that accurate source locations be met. The main motivation for this thesis therefore comes from
investigating the significance of the hydrophone array-configuration and of the underwater sound channel for a geometric hyperbolic localisation algorithm.

1.7 Main Contribution

Since the array configuration constitutes the major factor controlling performance under the control of scientists, a major contribution of this thesis relies on a set of guidelines on the design and deployment of a hydrophone array-configuration for sperm whale range estimation and its correspondence with mitigation measures for a safety zone. Among the most important issues to consider are the number of receivers, the array geometry and the array aperture.

To investigate the accuracy of several array-configurations, the development and application of a simulator was indispensable. One of the great assumptions of the research community on the typical localisation algorithms (e.g. hyperbolic technique) is the presence of a homogeneous medium where the sound speed is constant and there is no transmission loss. Then, the integration of a sound propagation model into the software simulator resulted in a medium for resolving such assumptions.

1.8 Thesis Description

This thesis uses the Time Difference of Arrival (TDOA) of sperm whale clicks to investigate the significance of various hydrophone array-configurations in source range estimation for a particular three-dimensional hyperbolic localisation algorithm. It also studies their relationship with the propagation of the underwater sound and of the mitigation measures for a safety zone. It focuses on the sperm whale (Physeter macrocephalus) because of its extensive acoustic modality and high source level, which facilitates acoustic monitoring.
1.8.1 Thesis Organization

The first chapter examines the high concern relating to marine mammal life. It introduces the concept of PAM on cetacean localisation. It also includes a summary of the fieldwork in the Gulf of Mexico.

Chapter two reviews the different underwater acoustic localisation methods and shows why the author decided to focus on hyperbolic localisation techniques. It also discusses the general assumptions of this thesis.

Chapter three introduces the mathematical models of the sound propagation channel. It describes in detail the three-dimensional geometric hyperbolic localisation algorithm. The source localisation algorithm is based on the intersection of virtual hyperboloids projected by the difference of time received on the hydrophone-array, and is better known in the acoustic community as the hyperbolic technique.

Chapter four examines different array configurations assuming a homogeneous medium. Although many other array-configurations were attempted, the main array-configurations investigated in this thesis were the Square, Shifted-pair and Y-shape arrays.

Chapter five uses the integration of the simulator and a sound propagation model to include the effects associated with a non-homogeneous medium. The array configurations are tested simulating a synthetic source diving profile.

The last chapter discusses the findings; these include a compilation of practical recommendations on the design and deployment of a hydrophone array-configuration. It finishes with suggestions for further research to give continuity to the current work.

The thesis also has three appendixes. Appendix A defines the basic underwater acoustic principles used in this thesis. Appendix B shows an algebraic solution of the source location problem. Appendix C describes the Matlab GUI simulator and the acoustic propagation model used.
Chapter 2
PAM Localisation

For many years the use of Passive Acoustic Monitoring (PAM) multidisciplinary scientific research has undertaken studies on the biology, behaviour, conservation, and ecology of a variety of cetaceans. With the fast development of electronic and computer technology, the setting up of PAM systems is becoming increasingly available and spreading rapidly.

This chapter presents the most relevant work of PAM cetacean localisation techniques since its early beginnings. It also discusses the advantages and disadvantages of the different approaches, and concludes with the reasons for the author choosing hyperbolic localisation as the main technique to focus on this thesis.

2.1 Passive SONAR

Most acoustic localisation techniques are based on SONAR (SOund NAvigation and Ranging), and for the same reason can be categorised into two main types, namely active and passive. Passive sonar systems are not restricted to water applications only. Nowadays, passive systems are being used in related fields of acoustics. Some of the applications are:

- Target Motion Parameter estimation [84].
- Localisation and characterisation of knocks and taps on a glass window [110].
- Effective Measurement of pipes diameter containing flowing fluids [29].
- Measurement of gravel sediment transport in very shallow water [90].
- Creation of tangible computer interfaces [111].
- Bird sound locations, by using a tomography technique [130, 132, 133].

To comply with those applications, passive acoustic systems require a basic knowledge of the Time Difference Of Arrival (TDOA) and the sound speed in the medium.
The problem of source location from TDOA measurements occurs in a range of applications from wireless communication networks to electronic warfare positioning. For example, in wireless communication, the TDOA is applied in signals with a noisy channel of a popular method of signal modulation for mobile telephony, namely GSM [89]. Electronic Warfare Communication Systems use two intercept receivers to eavesdrop on the transmitted signal with no knowledge of waveforms or position [35]. Other applications are indoor positioning [13] and the implementation of tangible acoustic interfaces for computer-human interaction in the field of air passive acoustics [178]. However, the problem of source location from TDOA measurements is not restricted to the water only. Underwater applications have also made an important contribution to cetacean localisation.

The history shows that the use of *Time Difference Of Arrival (TDOA)* has enabled researchers to compute mathematical algorithms for locating underwater active sources. For instance, when sound is received by two hydrophones-elements at different arrival times, the TDOA is the most accessible information from the source location (Figure 2.1).

![Figure 2.1: TDOA scenario. A towed hydrophone array that uses the Time Difference Of Arrival (TDOA) of a vocalising source to determine its location.](image)

Correlation analysis of a transmitted signal to two receivers is used to compute a TDOA variable. With more than two receivers, more complex array geometries can be deployed and an improvement on the source localisation accuracy can be accomplished.
2.1.1 Brief History

An understanding of passive underwater acoustics began with Leonardo da Vinci and his underwater listening tube [16, 86]. Then Lord Rayleigh [118] made significant contributions to the field of acoustics. He concluded that if direction can be estimated by using the phase difference caused by the separation of our ears, then the sensitivity should be improved by increasing the separation between the primary sensors. This observation gave rise to the development of binaural listening devices for determining bearing (Figure 2.2). A typical aircraft listening device consisted of a pair of large acoustic horns, each connected to one of the operator’s ears by means of a tube and stethoscope earpiece. By rotating the pair of horns until the sound seemed equal in both ears, the operator determined bearing [16].

An early successful passive detection and localisation system was the American SC [16]. This device was a direct descendant of Da Vinci’s original listening tube. Instead of placing one tube in the water, two tubes were used, with their sensitive bulbs separated by approximately 5 ft. The bulbs were connected to the ears by air tubes that terminated in stethoscope-type earpieces. Later, a natural extension of the SC listening device was the MB Tube, with six rubber bulbs on each side of a rotational tube [16]. This improved the sensitivity and the angular resolution of the SC device. These devices were deployed external to the ship’s hull and generally could only be used at low speed. To avoid this problem, the MV Tube consisted of a flush-mounted array of bulbs on the hull [16]. The acoustic shielding provided by the ship’s hull permitted resolution of the left-right ambiguity normally associated with a single-line array. It reached ranges of 1,800 metres while travelling at 20 knots [16].

However, the most successful of the towed systems was the U-3 Tube, developed in 1918 [16]. Twelve equally spaced hydrophones were housed in a flexible rubber tube 12 metres long. This line array of hydrophones was called an “eel”. The U-3 Tube system consisted of two eels towed approximately 90 to 150 metres behind the ship, with about 3.5 metres of separation between the horizontal arrays. The electrical signals were brought onboard by means of a multi conductor cable, and compensated for different signal arrival angles by means of an electrical compensator [16].
Passive systems such as the SC, MV, and U-3 Tube systems had reasonable success in detecting submerged sources. Nevertheless, their performance in terms of localisation accuracy was not sufficient.

### 2.1.2 Array-configurations

The earliest recorded use of PAM using a hydrophone array for cetacean monitoring was in 1963 when Walker [159] used three hydrophones to track sources of 20-Hz pulses. By 1964, Cummings et al. [26] used three hydrophones at the corners of an equilateral triangle to determine the locations and source levels of sounds from fish and invertebrates. In 1972, Watkins and Schevill [164] arranged an experiment with a four-hydrophone array to give a three-dimensional position for sources (Figure 2.3).
Many applications made use of measurements of source direction in combination with visual information to locate sources. For example, in 1978, Winn and Winn [176] used a ship mounted passive SONAR array to determine the direction of singing humpback whales so that they could be approached and then located visually. Since the 1980s, combined PAM methods with the traditional visual census technique described in section 1.3.1 have also been used. However, for most of the surveys, PAM methods have relied on *array-configurations* of hydrophones.

In 1980, Clark [19] described a compact three hydrophone system and associated processing, which provided a real time estimate of source direction to identify sources in a study of right whale behaviour. In 1985 and 1987, Cummings and Holliday [23, 24] located and tracked bowhead whales using a nearly linear array of three widely spaced sonobuoys. In 1993, Freitag and Tyack [39] used up to six hydrophones to track dolphins over short ranges. Since then, more elaborate methods have been used to locate and track whales [20, 25, 138].

By 1998, Cato [17] had described three relatively simple methods of estimating source levels of marine animal sounds by estimating the source distance acoustically, using one or two hydrophones (Figure 2.4). The first method uses time lags and levels of the signals received at two hydrophones from one source. If the positions of the two hydrophones are known, the source position can also be estimated with the left-right ambiguity. The second method does not determine the position of the source, other than that it lies on the surface of a sphere defined by a circle. It used the difference in received levels only and required the hydrophone spacing to be known. The third method takes into account that if the direct and surface reflected arrivals are known, the source level can be determined with a single hydrophone and the refraction of a virtual one. Although that simplifies the hydrophone array-configuration, the source position on a circle ambiguity remains.

Back in 2000, Janik *et al.* [56] presented the localisation accuracy of a three-element hydrophone array with a triangular geometry to study different aspects of cetacean vocal behaviour. Mohl *et al.* [100] explored three different array-configurations (linear, triangular and an overdetermined array). They broke with the traditional cabled array system, and instead they used moving platforms equipped with radio links and Global Positioning System (GPS). That led to the advantage of the range being restricted only
by the signal-to-noise ratio (SNR) of the sounds and not by the array itself. However, each of the platforms presented logistics problems, and the system was considered inadequate for use in real-time tracking.

In 2001, Wahlbergh et al. [158] published an array-configuration that consisted of three-free-floating or moving platforms, each equipped with a hydrophone at a depth of 30 metres, and two additional hydrophones lowered from one of the platforms to depths of 100 and 460 metres, as shown in Figure 2.5.

Figure 2.4: Three relatively simple methods of estimating source levels of marine animals by using one or two hydrophones described by Cato [17].

In 2001, Wahlbergh et al. [158] published an array-configuration that consisted of three-free-floating or moving platforms, each equipped with a hydrophone at a depth of 30 metres, and two additional hydrophones lowered from one of the platforms to depths of 100 and 460 metres, as shown in Figure 2.5.
Figure 2.5: Simple diagram of a hydrophone array-configuration used by Wahlbergh et al. [158]. Three free-floating platforms were each equipped with a hydrophone at 30m depth (r1, r2, r3) and two additional hydrophones were lowered at 100 and 460 m (r4, r5).

In 2004, Simard et al. [124] published the use of a square configuration and an arc shape named a U-configuration. In the same year, Simons et al. [126] presented an array of five hydrophones forming a square (14 by 14km) with one hydrophone in the centre. Lapланche et al. [79] used a virtual large vertical four hydrophone array, whereby the direct-path source signal is received by one real hydrophone, and its three delayed echoes are interpreted as different signals received by three virtual hydrophones creating a large vertical array. Recently, more geometry arrays have been explored. In 2006, Giraudet et al. [45] and White et al. [171] used an array of five widely-spaced bottom-mounted hydrophones. Also in 2006, Morrissey et al. [106] divided an array into hexagon-shaped hydrophone sub-arrays.

In 2007, Dobbins [30] published a method using acoustically small sensors for passive azimuth localisation. The system is based on a linear vertical array of eight hydrophones suspended from a single buoy. It also has a horizontal array at the top of three hydrophones (“triplet”) equally spaced around a circle. Such array design helps to overcome the left/right ambiguity of azimuth localisation. It also helps to detect vocalisations to a range greater than is possible using a single hydrophone.

In summary, the literature reviewed highlights the following points:

- Most researchers use an array-configuration of three receivers. Only a few decide to use more than five receivers.
- Linear, Triangle, and Square are among the most popular array geometries used. Others prefer to use a random scattered geometry.
• **Towed-arrays** and **Floating-platforms** (e.g. sonobuoys) are among the most common array deployments.

• The aperture-array varies from a few metres to hundreds of metres.

As can be seen, many array-configurations have been used, and although most researchers provide detailed description related to the array-configuration used in their experiments, they rarely explain why that particular array-configuration was chosen.

### 2.1.3 Hyperbolic Technique

The hyperbolic technique is based on the intersections of different hyperbolas that are computed by assuming a constant sound speed, and use a TDOA for each pair of hydrophones in the array.

In 1972, Watkins and Schevill [164] were the first to publish a source localisation technique by means of TDOA measurement and computing calculation of the geometric hyperboloid solutions in a three-dimensional plane. The receiver position relative to each other was calculated from the arrival times of two sound pulses put into the water. A system of matching signal traces on a delayed second-sweep oscilloscope was used to measure the time difference between the two sweeps. The same methodology was followed with subsequent signals from the other hydrophones. Once they computed the TDOA for each pair of hydrophones, it was used as the main variable in the hyperbolic method. Finally, the position of the sound source was indicated with reference to the XYZ coordinate system.

It is worth noting that by that time Watkins and Schevill recognized that their method was limited by certain number of factors such as suitability of the source vocalising, sound recordings, size of the array, and measurement errors. They recommended that sounds must begin abruptly or have some sharply defined component, they must be relatively isolated in time or frequency from sounds, and they must have sufficient intensity above background noise to be measured. They also recommended the use of a very “large spatial array” to create large times for good resolution (usually limited to a tolerance error of 0.05 to 0.1 msec) of the calculated position.
In 1990, Spiesberger and Fristrup [130] revised the hyperbolic method proposed by Watkins and Schevill [164]. Their work was based on animal localisation, ignoring environmental fluctuations and receiver-position errors, and assuming that the speed of sound was constant. From this revision, several conclusions were obtained. The equipment required to implement the method was readily available. The costs of multiple-channel recordings were modest. According to Spiesberger and Fristrup [130], the localisations of calling animals were significantly improved when the changes of the underwater acoustic environment and the receiver-position uncertainties were modelled rather than ignored.

Janik et al. [56] published a 2D hyperbolic localisation algorithm that calculates the form of the hyperbola for each time delay. It was found that sometimes the hyperbolas’ intersection formed a triangle rather than one point, so a localisation error was present. By early 2001, an algebraic solution [134, 158] for the source location problem was published (see Appendix B.2). This was a synthesis between the methods used by Watkins and Schevill [164] and those used by Spiesberger and Fristrup [130]. The algebraic solution uses a system of identical sets of equations, and it has the advantage of giving the same mathematical form for the two- and three-dimensional array systems. The inconvenience of using an algebraic solution lies in the fact that it requires at least five receivers for a three-dimensional geometry to avoid any ambiguous solutions for the source location [134]. These ambiguities are explained in chapter four under the section ‘Number of receivers’. Wahlbergh et al. [158] concluded that the source localisation accuracy depends on the precision of the measurements of the TDOAs, sound speed, receiver positions and the array-geometry.

Simard et al. [124] used a 2D hyperbolic localisation algorithm made in Matlab, which rejected delays that were larger than the maximum travel time between hydrophone pairs. The $rms$ error relative to the observed TDOAs is estimated, and the hyperbolic uncertainty is obtained by converting the time error into distance error by multiplying by the constant sound speed. Simard et al. stated that “precise estimation of TDOAs is critical for accurate localisation” [124]. They also agreed that hydrophone positions, sound speed and the array-geometry are variables that have a direct effect on the source localisation accuracy. More recently, in 2006, Morrissey et al. [106] used a sound speed profile in conjunction with 2D and 3D hyperbolic localisation algorithms
developed by Vincent [152] to compute the location of sperm whale species in real-time.

During recent decades, the algorithms and methodology for the hyperbolic acoustic localisation method have had slight variations [99]. Nevertheless, the main principles, based on the use of TDOA and a pair of hydrophones, still remain, with the only difference that they employ different techniques to estimate the TDOAs. The low cost (hardware and software), and basic assumptions as straight-paths from the source to the receivers, and a constant sound speed facilitate the use of such a technique.

### 2.1.4 Model-based Techniques

Unlike the hyperbolic technique, the model-based techniques assume the effects of a sound propagation model. Spiesberger and Wahlberg [131] introduced a new geometrical shape, called an isodiachrons. It can be defined as the surface along which the locus of points has the same difference in travel time between two points in a non-homogeneous space. Unlike a hyperbola that extends to infinity, an isodiachron (Figure 2.6) is confined to a finite region of space when the sound speed differs between the animal and each of two receivers.

![Figure 2.6: Isodiachron versus Hyperbola. Comparison of a source localisation scenario by a single Isodiachron and hyperbola geometrical shapes. Unlike a hyperbola that extends to infinity, an isodiachron is confined to a finite region of space [135].](image-url)
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The main problem with the isodiachron method is that it relies on the need of prior probability density functions to estimate a collection of valid sound speeds that coincide with valid receiver array configurations [131, 135, 136]. Differences in sound speed are significant, and researchers have had to adopt models for locations that allow the inclusion of them [152, 153, 154].

Tiemann and M. B. Porter [147] developed a model based on an acoustic propagation model to account for variations in sound speed and multipath effects when estimating travel time from hypothesized source positions. The model provides increased accuracy over indirect path scenarios, such as in shallow water environments or at long ranges. It uses a ray-tracing model Bellhop with Gaussian beam-spreading to include indirect paths in the location estimates (see chapter five). The model-based localisation algorithm consists of two main components: spectral pattern correlation to calculate time lags, and ambiguity surface construction to generate a location estimate. The model uses comparisons between predicted and measured time-lags for widely spaced receivers to build an ambiguity surface showing the most probable whale position in a horizontal plan view around the array. The output of the algorithm is a graphical display that easily conveys mammal location and confidence, being suitable for real-time implementation without user interaction. The only disadvantage of this method arises when modelling a range-dependent replica. Although it can improve localisation accuracy, it requires 100 times more computation time [147].

2.1.5 Signal-Frequency Techniques

Bearings from Directional-Frequency-Analysis and Recording (DIFAR) sensors have also been used by some researchers [51, 92] to determine 2D positions. DIFAR sonobuoys (Figure 2.7) have been used by the Navy for many decades, providing magnetic bearings to low frequency (less than 4 kHz) sound sources from a single sensor.

A DIFAR sensor makes use of particle motion in the sea water, caused by acoustic wave propagation, allowing for a compact sensor which indicates horizontal direction to each sound source present [92]. Thus, for the species which call below 200 Hz,
sonobuoys and fixed hydrophones have significant advantages over towed hydrophones, which suffer from flow noise and ship noise. Using DIFAR sensors also has the advantage of not depending on a constant sound speed approximation. Nevertheless, a disadvantage when compared with common hydrophones is that it requires three times the data bandwidth \[92\]. For instance, Wiggins et al. \[174\] used four DIFAR sonobuoys and hyperbolic localisation software in order to evaluate the normal-mode range estimate modelling. The method provides both source range and depth estimates from a single sensor.

![Figure 2.7: DIFAR Sonobuoy Diagram](image)

Cetacean localisation, speed and direction of travel can also be determined through Beamforming. This method can be used to determine the azimuth direction of cetacean from the ship \[179\]. In the same way as the Fourier transform of time is frequency, the Fourier transform of space is wave-number. Beamforming is done in the wave-number domain where it can also be interpreted as a direction/bearing. The ability of a beamforming-array (Figure 2.8) to locate cetacean bearing will depend on the number of elements, distance between array and animal, and spacing of elements versus frequency of animal vocalisations.
According to Thode et al. [145] a major disadvantage of beamforming occurs when “the spacing between adjacent hydrophones exceeds half an acoustic wavelength at a given frequency, and the beamformer cannot distinguish between the true signal bearing (the mainlobe) and multiple false bearings”. For instance, “beamforming on a 10-kHz pure tone (15-cm wavelength) with hydrophones spaced 5 metres apart generates over 60 grating lobes, making mainlobe identification impossible” [145]. Although array spacing can be changed mechanically, the highest frequency of towed systems is generally limited by the cable, acquisition, processing and recording bandwidths of the overall system. On the other hand, the very low frequency range of some cetaceans also presents a problem for towed arrays, which are often contaminated with very high flow noise at such frequencies.

Other signal-frequency techniques are Matched-Field Processing (MFP) [143] and Matched-Beam Processing (MBP) [120]. To sample the entire water column, the ideal array-geometry for these methods is a vertical linear array. However, such techniques are applicable mainly to low frequency signals.

If high frequency components of the source are detected, the source range may be inferred by a different technique based on the Sound Pressure Level and its Spectral Content [120]. These techniques require the knowledge of the source spectrum and the propagation characteristics of the environment. Other ways to infer the source range may be by inspecting the degree of Signal Distortion over the propagation paths from the source to the receiver [120].
Vertical Direct Passive Ranging (VDPR) gives also the source range by using a vertical array. Horizontal Direct Passive Ranging (HDPR) and Range-Focused Beamforming (RFB) exploit the curvature of the arriving acoustic signals. They require wideband signals and high signal-to-noise ratio (SNR). For scenarios where there is more than one cetacean vocalising, some have opted to use them as active sources in a Multistatic System; nevertheless, this may present a challenge for the detection problem [120, 127].

2.1.6 Multipath Technique

Recently, more elaborate methods have been used. These have included other variables which in the past were ignored. That is the case of multipath analysis. For wideband signals, such as the “click” vocalisation from sperm whales, it is often possible to determine the range and depth of the animal by examining the multi-path structure of the complete signal [78, 79]. The various arrivals of one single sperm whale click correspond to the various paths of a signal that has been reflected by the surface and the bottom. The correspondent paths are: direct path, surface bounce, bottom bounce, surface-bottom bounce, bottom-surface bounce (Figure 2.9). Refraction is ignored, and the time differences between arrivals are associated with the geometry of those paths and the sound speed in water. It is assumed that the sound speed is constant with depth. The final source location is then achieved by a set of non-linear equations.

![Figure 2.9: Different multipath sound reflections: a) direct path, b) surface bounce, c) bottom bounce, d) Surface-bottom bounce, e) bottom-surface bounce.](image-url)
In 2002, Aaron Thode [144] developed a passive acoustic method for tracking sperm whale dive profiles. Multipath reflections of underwater biological sounds, such as surface-reflected or bottom-reflected paths, are used to reduce the number of physical hydrophones required to acquire a position. Two or three hydrophones deployed as either vertical or large-aperture (hydrophone separations on the order of 120m are assumed) towed array, can be used [141, 142]. The relative arrival times between the direct and surface reflected acoustic paths are used to obtain ranges and depths of the cetaceans with respect to the array, simplifying automation of the data processing.

The technique is most stable whenever the cetaceans “are directly ahead or behind the towing vessel, the hydrophones are relatively deep, and the animal range is less than a few hydrophone depths” [142]. The technique is least accurate whenever “the hydrophones are shallow and the cetacean is nearly equidistant from both hydrophones” [142]. Also, common situations such as a rough sea and multiple vocalising sources generally prevent this method from working well.

In multipath effects, surface-reflections are included as they have been observed, even when the ocean surface is agitated. However, bottom arrivals are not assumed because they are difficult to detect with automated software whenever they are present; they are also difficult to associate with a particular direct arrival whenever more than one animal is acoustically active.

2.1.7 Source-Motion Techniques

*Target Motion Analysis (TMA)* is used to determine the range of cetacean from the ship [27]. If the source is stationary and a ship moves over time by towing a horizontal line array, it would collect bearing estimates for the source location and the source would lie in the area intersected by the group of beams. The accuracy of this method is related to the width of the beams and the number of different bearing measurements. Linear arrays have a right/left ambiguity. This can be broken if the vessel performs a manoeuvre between the compared beams. For a non-stationary source, the problem becomes more complicated.
The limitations for this method are based on the fact that the contact with a specific cetacean must be maintained over the manoeuvre time, and also all contacts must be assumed to come from the same cetacean over the manoeuvre time. If the cetacean vocalise sporadically or stop vocalising, the method does not have a good performance [4].

**GPS Localisation and tracking** is a technique that helps to monitor the movement or migratory patterns of a wild animal remotely using GPS and optional environmental sensors or automated data-retrieval technologies, such as Argos satellite uplink, mobile data telephony and a range of analytical software tools. A GPS-enabled device will normally record and store location data at a pre-determined interval or on interrupt by an environmental sensor. These data may be stored pending recovery of the device, or relayed to a central data store or internet-connected computer using an embedded cellular (GPRS), radio, or satellite modem [9]. The animal's location can then be plotted against a map or chart in near real-time or, when analyzing the track later, using a software package.

While GPS localisation and tracking present the problem of high cost and logistical performance when attaching the device on the animals; it also can place additional constraints on size and weight, and may not allow for post-deployment recharging or replacement of batteries or correction of attachments.
2.2 Active SONAR

Unlike passive SONAR, which does not transmit any signal, active SONAR uses a sound transmitter and a receiver. In simple terms, active sonar is used to measure distance through water between two SONAR transducers or a combination of a hydrophone. In terms of active acoustic localisation systems, active SONAR is more comprehensive and might detect animals other than just those vocalising or on the surface.

The Navy [68] has developed a Surveillance Towed Array Sensor System (SURTASS) low Frequency Active (LFA) SONAR [10]. They use SURTASS LFA during routine training and testing as well as during military operations. The SONAR system operates in the low frequency band, between 100 and 500 Hz. It has both active and passive components. The active component of the system, LFA, is set with acoustic transmitting source elements suspended by cable from underneath a ship. These projectors produce the active SONAR signal or “ping”. A “ping” can last between 6 and 100 seconds. The time between transmissions is typically from 6 to 15 minutes. The SURTASS LFA SONAR signal is not a continuous tone, but rather a transmission of various waveforms that vary in frequency and duration. The duration of each continuous frequency sound transmission is never longer than 10 seconds. The signals are loud at the source, but levels diminish rapidly over the first kilometre. The passive component of the system is SURTASS. It detects returning echoes from submerged objects, such as threat submarines, through the use of TDOAs from hydrophones on a receiving array that is towed behind the ship. The SURTASS LFA ship maintains a minimum speed of 5.6 kph (3 knots) through the water to tow the horizontal line hydrophone array (Figure 2.11).

![Figure 2.11: Typical scenario of a SURTASS LFA and passive array deployment.](image)
SONAR systems are commercially available and may improve active monitoring. Nevertheless, we should not forget that, as with any active SONAR, adverse environmental effects are possible. Military sonars often produce intense sounds, with source levels above 210 dB re 1 µPa at 1m [108]. For instance, Miller et al. [97] found that humpback whales lengthened their songs during playbacks of SURTRASS LFA system as a medium to counter interference from sonar signals. Maximum RLs at the whales ranged between 130 and 150 dB re 1 Pa rms [108]. As discussed in chapter one, there is growing evidence of a possible link between military sonar exercises and strandings of cetaceans [36, 37, 38, 62, 63].

2.3 PAM Localisation Software

PAM software is already available in several formats. Some of them are openly available through the internet from some charity organizations like the International Fund for Animal Welfare (IFAW). There are also several commercial software packages manufactured by research institutes and private companies. Such is the case of CIBRA, University of Pavia, Italy and NAUTA research and consulting. For sperm whale localisation, a brief description of the most relevant PAM software is presented here.

ISHMAEL, written by David Mellinger [94] of Oregon State University (USA), is a program for acoustic analysis. It is a software package with a variety of acoustic detection and display functions. It contains a spectrogram viewer, three acoustic localisation methods, three methods for automatic call detection, real-time sound recording, a beamformer and a log file annotation feature. The most basic operation in Ishmael is viewing a spectrogram. A spectrogram shows time on one axis (in Ishmael, the horizontal axis) and frequency on the other axis.

Ishmael’s capabilities are primarily aimed at processing large amounts of sound data quickly and relatively easily. The sound can be a collection of sound files, or a signal arriving in real time from one or more microphone(s) or hydrophone(s).
Ishmael can determine the location of a sound source in either one dimension (1D) or two dimensions (2D). For 1D, it calculates a bearing angle and requires at least two channels of sound (two simultaneously operating hydrophones). For 2D, it calculates an X-Y position and requires at least three channels. Ishmael can capture data across up to 32 channels. Ishmael is not particularly well-suited to sound exploration—taking an unknown sound and examining it in detail to find out and measure its characteristics. Its primary aim is to be used for real-time analysis of acoustic data sets.

RAINBOWCLICK, initially developed by D. Gillespie and R. Leaper [43], is a program designed for the detection and analysis of sounds made primarily by sperm whales. IFAW has made it freely available for marine conservation and protection projects. This program is designed to detect and analyse medium frequency (100 Hz – 22 kHz) clicks typically produced by sperm and pilot whales in real-time. The program receives data through an ADC board or a soundcard. The first stage in the analysis is to remove as much noise from the signal as possible. Much of this is low frequency (<1 kHz); e.g. engine noise and noise reduction is achieved by using any of a number of digital filtering functions written into the program. Putative clicks are identified from the background noise by applying detection trigger thresholds. These thresholds are adjusted dynamically in response to changes in the ambient noise level. Once the clicks have been identified, they are plotted against time.
If a two-element array is used, then the bearings to the clicks can be determined. This is achieved by measuring the TDOA of the signal at each of the hydrophone-elements. The program cross-correlates the click waveforms, and then a TDOA is calculated. By using this time difference and the distance between the elements, the bearing of the click relative to the hydrophone can be calculated [82].

RainbowClick is possibly the most popular PAM detection programs used by scientists and marine mammal observers. It is easy to install and it does not require very much experience. Its main problem is based on the use of a two-elements array which generates a left-right ambiguity on the source position. This is because the clicks in fact lie on a hemi-cone. Trains of clicks from a single cetacean will tend to move steadily astern as the animal is passed by the vessel. If the program receives position information from the National Marine Electronics Association (NMEA), a server program, then the track of the vessel can be plotted in a separate window. If bearings to clicks are plotted, then the approximate position of the whale is where these bearings intersect. The only range given is the one that the user can estimate from the current vessel position to the intersection point.

The NMEA server was written for collecting data from a GPS unit - or any NMEA device such as echo sounders, wind gauges, etc. The NMEA server program makes these data available to other programs running on the same computer.
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PAMGUARD [181] is a recent open source development which provides a flexible, modular software framework with basic application functionality comparable to the existing PAM software (e.g. Ishmael, Rainbow Click). It was implemented in Java modules, is capable of working on multiple operating systems (e.g. Windows/Linux), and has the ability to incorporate new modules as they are developed to include additional detection, classification, localisation, and sound visualisation functionalities. Its versatile software/hardware interface enables flexibility in the configuration of underwater equipment (number of receivers, sensitivities, aperture and geometry).

2.4 Discussion and Summary

As shown in this chapter, the PAM cetacean localisation techniques used fall under the general headings of hyperbolic localisation, bearing triangulation, multipath and model-based approaches. There is no single PAM localisation methodology that can include the vast number of acoustic scenarios. These rely on particular events and specific assumptions rather than on the group of different source scenarios that can occur.

For instance, the direct path assumption is valid only in shallow environments. A multipath propagation model must be used for larger ranges than a few kilometres. The bearing triangulation and TMA techniques are strictly dependent on the manoeuvre of the vessel to track the different scenarios of the vocalising sources. One might take as an example the ability of some cetaceans to reach greater depths, diving in shallow waters or stopping vocalising at certain depths and on particular occasions. In addition, depending on the aims of the project and the physics of the environment, some of the PAM localisation methodologies need to be adapted in order to make a timely decision. For example, cetacean mitigation measures depend on the fast acquisition of accurate source locations within the exclusion zone.

Hyperbolic localisation continues to be the main technique used by many researchers because of its simplicity and strong dependence on three main variables TDOAs, receiver positions and sound speed of the medium. TDOAs are easily obtained by different cross-correlation methods, and by use of the great variety of PAM software
available. Receiver positions can be recorded by using GPS location sensors in each of the receivers. Sound speed is measured by deploying CTD sensors.

Another advantage of the hyperbolic technique is its adaptability into a broad range of scenarios. By using adequate detection and recognition methods, TDOA measurements may cover cetacean vocalisations of a wide frequency range from 10 Hz to 200 kHz, including calls that vary in nature from clicks to groans, buzzes, chirps and whistles. If a two-dimensional location is needed, the hyperbolic technique may be used in shallow and depth underwater scenarios.

One of the major disadvantages of the hyperbolic technique is the gross assumption of a constant sound speed. This includes the assumption of a straight-line sound propagation from the source to the receivers, where the ray refraction effects are neglected. However, in some scenarios such direct paths do not exist, leading to inaccurate locations. Even though those assumptions could be valid, and no TDOA measurements errors were included, the geometry of the hydrophone array is another important aspect affecting the accuracy of source range estimation.

Although the hyperbolic technique has helped to monitor the localisation performance of several surveys, little progress has been made on the significance of the hydrophone array-configurations on the accuracy of the source localisation problem. Although most researchers have used several array-configurations, they rarely explain the influence and effects of the array on source range estimation.

The latter is of great relevance when surveys (e.g. mitigation) demand meeting with accuracy specific source range locations. Unlike other external factors, such as the source, sea currents, ambient noise, etc., where the observer does not have control over them at all, the array-configuration constitutes a major and unique factor where the observer does have control. The attributes of the array-configuration are the number of receivers, array-geometry, and aperture-array.

According to the literature, the general scenario of array-configurations used by PAM cetacean researchers can be divided into three groups: towed-arrays, floating-platforms (e.g. sonobuoys) and fixed hydrophones (e.g. bottom-mounted sensors). Although deploying bottom-mounted sensors on the sea bed provide significant signal gain for
locating cetaceans in the vicinity, their fixed location limits their location range. Furthermore, in terms of logistical operations, they are restricted to working in environments to which only humans have access. The floating-platforms or towed-arrays have the characteristic of offering a major flexibility to variable scenarios which are in a sense, dictated by the animal position. A towed-array can be used either as a static or moving platform. For instance, with linear towed-arrays, a moving platform (e.g. vessel) becomes essential so the right/left ambiguity can be broken when using hyperbolic or TMA techniques. Nevertheless, moving platforms suffer from flow noise and ship noise. Static platforms avoid such a noise, a good thing for species calls below 200 Hz, and facilitate the logistic of the deployment of different array-geometries.

Since the study of the underwater scenario for cetacean localisation is complicated (see Appendix A.1), the author has considered making the following assumptions when using the hyperbolic technique in this thesis:

- No multipath effects (reverberation) are included. Multipath occurs more often in shallow scenarios, owing to the reflection between surface and seabed. This thesis will focus on deep scenarios, where the boundaries of the medium are dismissed.

Source and receivers are considered static. Doppler effects are ignored. The Doppler effect is a shift in acoustic frequency caused by the relative motion between source and receiver. Therefore, if the velocity of the source and observer are not significant, the emitted frequency can be assumed as equal to the received frequency [16, 105].

- Presence of only one single vocalising source in alignment with the receiver hydrophone array. In chapter four, straight-path rays between source and receiver are assumed. In chapter five, bending-paths rays are assumed instead, owing to the effects of the sound propagation channel.

- Omnidirectional response on each receiver of the array. A response that does not vary with the direction of the incident source signal [105].
• Precise knowledge of the receiver positions of the array. Chapters four and five discuss the effects of varying the receiver positions.

Performing experiments at sea in order to evaluate array performance - even for a small array of hydrophone elements - is a complex and costly business. In order to assess the performance of typical hydrophone array-configurations, a MATLAB-based array-simulator with a full 3D simulation environment was developed.

A simulator that uses a 3D hyperbolic localisation algorithm is even more representative because it provides directional and slant range information. The integration of a sound propagation model also offers an excellent opportunity to compare the results of a non-homogeneous medium with the common assumptions of the existence of a highly idealized homogeneous medium.

The main aim is to investigate the significance of the array configurations under the scheme of the hyperbolic localisation technique. A detailed description of the hyperbolic localisation algorithm of the simulator is given in the following chapter, by taking into account all the issues and assumptions previously discussed.
Chapter 3

Hyperbolic Localisation Algorithm

As reviewed in the previous chapter, in the hyperbolic localisation technique the TDOA constitutes the first link to estimate the source location. Assuming a highly idealized medium, this chapter explains how synthetic TDOA data are used in a geometric hyperbolic algorithm, developed by the author, to solve the localisation problem.

3.1 Underwater Modelling

To simplify things in this chapter and the following one, the hyperbolic localisation technique is considered under a highly idealized medium. However, a brief review of the principles of underwater modelling is presented in this section.

The theoretical basis underlying all mathematical models of acoustic propagation is the wave equation [33]. The wave equation is derived from the more fundamental equations of state, continuity and motion. Formulations of acoustic propagation models generally begin with the three-dimensional, time-dependent wave equation. Depending upon the governing assumptions and intended applications, the exact form of the wave equation can vary considerably. For most applications, a simplified linear, hyperbolic, second-order, time-dependent partial differential equation is used:

\[
\nabla^2 \Phi = \frac{1}{c^2} \frac{\partial^2 \Phi}{\partial t^2}
\]  \hspace{1cm} (3.1)

where \( \nabla \) is the Laplacian operator \( \left( \frac{\partial^2}{\partial x^2} \right) + \left( \frac{\partial^2}{\partial y^2} \right) + \left( \frac{\partial^2}{\partial z^2} \right) \), \( \Phi \) is the potential function, \( c \) is the speed of sound, \( t \) the time, and \( x, y, z \) are the spatial dimensions. Subsequent simplifications incorporate a harmonic solution in order to obtain the time-independent Helmholtz equation. Specifically, a harmonic solution is assumed for the potential function \( \Phi \)

\[
\Phi = \phi e^{-i\omega t}
\]  \hspace{1cm} (3.2)
where $\phi$ is the time-independent potential function and $\omega$ the source frequency ($2\pi f$). Then the wave equation reduces to

$$\nabla^2 \phi + k^2 \phi = 0$$

(3.3)

where $k = \omega/c = 2\pi/\lambda$ is the wave number and $\lambda$ the wavelength.

Various theoretical approaches are applicable to the Helmholtz equation. The approach used depends upon the specific geometrical assumptions made for the propagation and the type of solution chosen for assumptions made for $\phi$.

Although acoustic propagation models can be classified according to the theoretical approach employed, the cross-connections that exist among the various approaches complicate a strict classification scheme. The literature [33] gives a generalized classification scheme that has been constructed using five categories corresponding to the five canonical solutions of the wave equation.

- Ray theory
- Normal mode
- Multipath expansion
- Fast field
- Parabolic equation techniques

Within these five categories, a further subdivision can be made according to range-independent and range-dependent types.

Range independence means that the model assumes a cylindrical symmetry for the environment (i.e. a horizontally stratified ocean in which properties vary only as a function of depth). However, if the range-independent ocean waveguide is represented by an increasing number of homogeneous layers, a numerical solution based on the field representation for homogeneous layers will converge toward the correct solution. The basic physics of deep-ocean waveguide propagation can be addressed by simpler methods owing to the fact that the spatial scales of the horizontal variability in most cases are much larger than the scales of the vertical variability. The layers must be less
than one quarter of a wavelength thick. Also, it is much more convenient to divide the deep ocean into a relatively few number of layers with depth-varying properties in a form that allows for an analytic solution to the wave equation within each layer [61].

Range dependence indicates that some properties of the ocean medium are allowed to vary as a function of range (r) and azimuth (θ) from the receiver, in addition to a depth (z) dependence. Real sound-speed profiles have depth dependence and consequently need to be represented by a combination of layering and variable sound speed within the layers. The ocean environment varies in all spatial coordinates as well as time. The complexity of the acoustic modelling depends on the nature of the spatial variability. Thus, since the deep ocean has variation in sound speed with depth and range, it cannot be represented by a homogeneous fluid layer.

Figure 3.1: Summary of the theoretical approaches for propagation modelling. (Published by [59] and adapted by [33])

The Acoustic Propagation Models are used extensively in the operational environment where speed is a critical factor and environmental uncertainty poses much more severe constraints on the attainable accuracy. The scheme of Figure 3.1 serves as a useful road
map to illustrate the relationships of the five approaches used to solve the wave equation.

The modelling of sound propagation in the ocean is complicated because the environment varies laterally – i.e. is range dependent - and all environmental effects on sound propagation are dependent on acoustic frequency in a rather complicated way. In sonar design and operation problems, the analyst is normally faced with a decision matrix involving water depth (deep versus shallow), frequency (high versus low) and range dependence (range-independent versus range-dependent ocean environments). A scheme of the five main modelling approaches is presented in Table 3.1.

<table>
<thead>
<tr>
<th>MODEL TYPE</th>
<th>APPLICATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SHALLOW WATER</td>
</tr>
<tr>
<td></td>
<td>Low Frequency</td>
</tr>
<tr>
<td>Ray Theory</td>
<td>RI RD</td>
</tr>
<tr>
<td>Normal Mode</td>
<td>XX X XX</td>
</tr>
<tr>
<td>Multipath Expansion</td>
<td>XX X</td>
</tr>
<tr>
<td>Fast Field</td>
<td>XX -</td>
</tr>
<tr>
<td>Parabolic Equation</td>
<td>X XX</td>
</tr>
</tbody>
</table>

Low frequency (< 500 Hz)  RI: Range-Independent Environment
High frequency (>500 Hz)  RD: Range-Dependent Environment
XX  Modelling approach is both applicable (physically) and practical (computationally)
X  Limitations in accuracy or in speed execution
- Neither applicable nor practical

Table 3.1: Domains of applicability of underwater acoustic propagation models.
(Published by [60] and adapted by [33])

Since this thesis focuses on sperm whale, the Ray Theory approach was chosen as being the most appropriate. The environment is characterized as the one with the greatest deep sea conditions, with a full range-dependence factor and source signals above the 500 Hz. Shallow water always presents a challenge for marine detection because of its multipath issues. Thus, shallow water is discarded in this thesis.
3.1.1 Ray Theory

Ray theory originally emerged from the study of optics, where it was used to understand the propagation of light even before the more fundamental equations for light propagation were known [47]. Ray theory starts with the Helmholtz equation. The solution for $\phi$ is assumed to be the product of a pressure amplitude function $\phi = A e^{i\epsilon}$. Substituting this solution into the Helmholtz equation (3.3) and separating real and imaginary terms yields

$$\frac{1}{A} \nabla^2 A - [\nabla P]^2 + k^2 = 0$$

(3.4)

With the assumption that the fractional change in the sound speed gradient over a wavelength is small compared with the gradient $\frac{c}{\lambda}$, it follows that

$$\frac{1}{A} \nabla^2 A << k^2$$

(3.5)

then under this approximation, equation (3.4) reduces to

$$[\nabla P]^2 = k^2$$

(3.6)

as the eikonal equation. Surfaces of constant phase are the wavefronts, and the normals to these are rays. Eikonal refers to the acoustic path length as a function of the path end points. Such rays are referred to as eigenrays of the source and receiver positions [33].

Ray theory is useful in deep water, where a small number of rays transmit most of the acoustic energy from a source to a receiver, where there is a direct path from source to receiver, and where only a limited number of surface and bottom-reflected paths contribute. Hence, the important ray paths are either refracted-refracted or refracted-surface-reflected. Typical deep-water environments are found in all oceans at depths exceeding 2000 metres. A further simplification of ray tracing is achieved if the environment is horizontally stratified, in which case range and travel time can be calculated directly, using Snell’s law. The initial step is to divide the sound speed
profile into layers of constant linear gradient, and develop an algorithm to follow, by means of Snell’s law, the arcs of rays leaving the source at different angles. However, besides being unable to handle diffraction, the basic ray-tracing technique breaks down in the vicinity of focal points and caustics. To overcome these difficulties, a hierarchy of modifications has been introduced, allowing ray tracing to be extended to lower frequencies, accounting to some extent for caustics and diffraction. Variants of this technique have also been developed. [61].

3.1.2 Highly Idealized Medium

In the idealized homogeneous medium, where all properties of this medium are constant, the boundaries are sufficiently remote, such that they may be ignored. Reflection and refraction are not included. The sound speed is considered as constant (1500m/s). Any inaccuracies in TDOAs and receiver position measurements are also ignored. A common assumption is a high sound source directionality with straight-path rays between source and receivers. In a lossless homogeneous medium, the power density or intensity does not diminish with range. In simple terms, there is no attenuation for the source signal. Although that is appreciated as a gross simplification, chapter five will take into account the effects associated with sound propagation in a non-homogeneous medium.

3.2 Geometric Hyperbolic Surfaces

Since the hyperbolic localisation technique is based on the geometrical surface called a hyperbola, it is important to review the mathematical principles to get into a detailed study and achieve better understanding.

3.2.1 Hyperbola

A hyperbola is defined as a conic section, defined as the locus of a point that moves so that the numerical difference of its distances from two fixed points (called foci) is a
constant. The equation for a hyperbola with semi-major axis $a$ parallel to the x-axis and semi-minor axis $b$ parallel to the y-axis is given by

$$\frac{x^2}{a^2} - \frac{y^2}{b^2} = 1 \quad (3.7)$$

To understand Equation 3.7, consider Figure 3.2 which shows a hyperbola on a Cartesian plane XY. $P$ represents any point along the hyperbola. $F_1$ and $F_2$ are the respectively foci of the hyperbola. The difference between the two vectors $F_1P$ and $F_2P$ is a constant $K$, which is also is defined by $2a$. The half distance between the foci is given by $c$ and the value of $b$ is defined as $c^2-a^2$. However, the most interesting of the hyperbola geometry is that, to trace all the different points that $P$ can take, the only elements needed are $F_1$, $F_2$, and the constant $K$.

![Figure 3.2: Hyperbola Geometry [15]](image)

In the source localisation problem, the source vocalising ($SV$) is the variable unknown $P$ on the hyperbola geometry. Each of the foci points ($F_1$ $F_2$) represents a different hydrophone receiver. The difference of the arrival times of one same signal to the pair of hydrophones is the TDOA. By multiplying the TDOA by the Sound Speed in the medium, a constant $K$ - better known as range difference - is obtained. Such information is necessary to trace its correspondent hyperbola. However, since in reality the environment is in three planes, it has been necessary to translate the problem into a three-dimensional (3D) surface for a more realistic scenario.
3.2.2 Hyperboloid

The correspondent geometric surface in 3D for the well known hyperbola is the hyperboloid. A hyperboloid is a quadratic surface which may be one or two sheets. The one-sheeted hyperboloid is a surface of revolution obtained by rotating a hyperbola about the perpendicular bisector to the line between the foci, while the two-sheeted hyperboloid is a surface of revolution obtained by rotating a hyperbola about the line joining the foci [53]. For underwater localisation purposes, the use of a two-sheeted hyperboloid is the most appropriate. If it is oriented along the z-axis, also called the depth-axis, the hyperboloid has the following Cartesian equation

\[
\frac{x^2}{b^2} + \frac{y^2}{b^2} - \frac{z^2}{a^2} = -1
\]  

(3.8)

By taking only one half of the two-sheets its 3D visualisation is shown as follows

Translating that into our underwater scenario, a towed hydrophone array of two elements would generate a virtual hyperboloid, such as the one illustrated in Figure 3.4.
The 3D geometric hyperbolic localisation method is based on the use of several receivers to generate a sufficient number of hyperboloids that intersect ideally in a single point location. The intersection provides us with either the source location in the Cartesian plane $xyz$ or slant range and directional (azimuth/elevation) information of the receiver-source (Figures 3.5 and 3.6).

**Figure 3.5:** Intersection of three hyperboloid geometric surfaces. Plot generated by the MATLAB Simulator.

**Figure 3.6:** Intersection in a single point. Plot generated by the MATLAB Simulator.
3.3 Matlab Simulator

In order to perform different scenarios where the hyperbolic method is used, a full 3D simulation environment was developed using MATLAB Version 7.0 (Mathworks, Inc). The simulator is divided into two essential sections: (a) data generation and (b) localisation computation. The data generation refers to TDOA data, which can be taken from real measurements or computed from the array configuration, sound speed and source position proposed by the user. The user is able to set the receiver position in the Cartesian plane (x, y, z) for 2 or more elements in size via a Graphical User Interface (GUI). The localisation computation uses a geometric hyperbolic method as the main localisation algorithm to identify the source location. The final result is given in a 3D graphical representation in the Cartesian plane (x, y, z). For more details of the Matlab GUI simulator, see Appendix C.

3.3.1 Synthetic TDOA Data Generation

Straight line geometry was used to compute the TDOA parameters from a known source location by assuming constant sound speed (\( c \)). Synthetic data generation is essential to model the different scenarios of the source location problem. The TDOA computation is based on the equation for distance \( d_{sr} \) between two points, source \((s_x, s_y, s_z)\) and receiver \((r_x, r_y, r_z)\).

\[
\frac{d_{sr}}{c} = \sqrt{(r_x - s_x)^2 + (r_y - s_y)^2 + (r_z - s_z)^2} \quad (3.9)
\]

By dividing \( d_{sr} \) over \( c \), the time-of-arrival (TOA) is computed. The difference between the two TOAs is known as the TDOA (Figure 3.7). Straight and direct line paths, a constant sound speed, a static receiver position and TDOA measurements without error are major assumptions on the computation of synthetic data. For a completely mathematical reference, please see Appendix B.
Figure 3.7: Synthetic TDOA computation in 3D. Based on the distance difference between source and receivers. Plot generated by the MATLAB Simulator.

3.4 Localisation Algorithm Methodology

The simulator algorithm uses the TDOA data to generate a 3D graphic surface of one half of a two-sheeted hyperboloid for each pair of receivers set by the user. Then it uses the range differences of each grid point to each pair of receivers to match such information with their correspondent TDOA values. The matching value corresponds to the intersection point of the total number of geometric surfaces and the final source location is given. The algorithm used can be represented in four main stages (Figure 3.8).

Figure 3.8: Block diagram of the simulator algorithm
3.4.1 Stage One

The first stage consists of producing a half two-sheeted hyperboloid for each two-element-pair oriented along the z-axis. The main variables known are:

\( A \), which denotes the *receiver matrix* for a 3D position system of the receiver-array

\[
A = \begin{bmatrix}
  r_x(1), r_x(2), \ldots, r_x(n) \\
  r_y(1), r_y(2), \ldots, r_y(n) \\
  r_z(1), r_z(2), \ldots, r_z(n)
\end{bmatrix}
\]

where \((r_x, r_y, r_z)\) are the Cartesian coordinates of \( n \) number of receivers;

\( D \), which denotes the *distance* between each pair of receivers \((r_{12}, r_{13}, \ldots, r_{1n})\)

\[
D = [d_{12} \ d_{13} \ \ldots \ d_{1n}]
\]

\( T \), which denotes the *TDOA* for each pair of receivers

\[
T = [\tau_{12} \ \tau_{13} \ \ldots \ \tau_{1n}]
\]

\( R \), denotes the *source-receiver range difference* vector. It is the result of multiplying \( T \) by the sound speed \( SS \)

\[
R = [g_{12} \ g_{13} \ \ldots \ g_{1n}]
\]

\( X, Y \) and \( Z \) are the three vectors that define the three coordinate axes

\[
X = [x_1, x_2, \ldots, x_{128}]
\]

\[
Y = [y_1, y_2, \ldots, y_{128}]
\]

\[
Z = [z_1, z_2, \ldots, z_{128}]
\]

The parametric equations [50] that describe the two-sheeted hyperboloid are

\[
x = b \sinh v \cos u \\
y = b \sinh v \sin u \\
z = a \cosh v
\]

(3.10)
where

\[ a = \frac{g_{i(i+1)}}{2}, \ b = \sqrt{c^2 - a^2}, \ c = \frac{d_{i(i+1)}}{2}, \ \ i = 1, 2, \ldots, n-1 \]

for \( u \in \left( \frac{-\pi}{2}, \frac{\pi}{2} \right) \) and \( v \in [0, -2\pi) \)

Then, the parametric equations are computed for each pair of receivers \( (r_{12}, r_{13}, \ldots, r_{1-n}) \) and are grouped in one hyperboloid matrix (of dimensions 3x128)

\[
H_{ij} = \begin{pmatrix}
    h_{x1}, h_{x2}, \ldots, h_{x128} \\
    h_{y1}, h_{y2}, \ldots, h_{y128} \\
    h_{z1}, h_{z2}, \ldots, h_{z128}
\end{pmatrix}
\]

where

\( j = 2, 3, \ldots n, \)

The following computations are:

- Hyperboloid matrix rotation on X axis (azimuth)
- Hyperboloid matrix rotation on Z axis (elevation)
- Hyperboloid matrix translation
- Hyperboloid matrix transpose
- Loop cycle of a hundred times \( \pi \)

The total group of grid points defines the hyperboloid geometric surface to be plotted. At this point, the possible \( S_I \) location vector \( (s_{x0}, s_{y0}, s_{z0}) \) corresponds to any vector \((h_x, h_y, h_z)\) of the hyperboloid matrix \( H_{ij} \).
3.4.2 Stage Two

A second stage does a cross-correlation of each of the $H_{ij}$ matrixes into a unique $newH$ matrix of dimensions $m \times 3$, where $m$ represents the number of possible SV location vector solutions $(svx, svy, svz)$. Then, each vector of the $newH$ matrix is transformed into a new vector which contains the range difference between each position vector and each pair of receivers. This new matrix $newR$ has dimensions $m \times n$, where $n$ represents the total number of receivers of the array.

\[
newR = \begin{bmatrix}
g_{12} & g_{13} & \cdots & g_{1n} 
g_{22} & g_{23} & \cdots & g_{2n} 
\vdots & \vdots & \ddots & \vdots 
g_{m2} & g_{m3} & \cdots & g_{1n}
\end{bmatrix}
\]

3.4.3 Stage Three

Each row from $newR$ is compared with the original $R$ range difference vector. Although ideally there is “one unique solution”, owing mainly to the curvature nature of the hyperboloid geometric surfaces, $newR$ could have more than one grid point that approximate to the original $R$ vector. So, when there is more than one possible solution that matches the $R$ vector, the mean of the several approximation vectors provides an estimate value. The weighting given to such estimate value is based on a small delta factor ($\delta$) added to the $R$ vector. The value of $\pm \delta$ is 0.015 m, the equivalent to 10µs assuming a constant sound speed of 1500m/s. If there is no matching vector, the algorithm increases the $\delta$ value $n$ times until one or more points match a vector. The final result is an estimate vector with an additional error of $n$ times $\pm \delta$. 
3.4.4 Stage Four

Once a final matching vector has been found, a fourth stage looks up the correspondent position vector in the hyperboloid matrix $^\text{new}H$ of stage two and a final source location vector is given. The diagram on Figure 3.9 summarizes the computation algorithm, including each of its stages.

![Algorithm diagram and its four stages.](image-url)

**Figure 3.9:** Algorithm diagram and its four stages.
3.5 Discussion and Summary

The geometric hyperbolic localisation algorithm presented in this thesis is based exclusively on the generation of 3D geometry surfaces, called hyperboloids that are produced mainly by individual TDOAs. Although it is possible to locate a source in 2D, in the real world, the scenarios are presented in 3D. For instance, consider the scenario in which a 2D hyperbolic method is used for a source that is supposed to be on the same plane of the receivers, but could be along a third axis. In such a case, the 2D location would be just an approximation. It is in this sense that the 3D hyperbolic localisation is superior to the traditional hyperbolic algorithm in 2D, because it includes complete range (horizontal and depth) and bearing information (angle). In a highly idealized medium, a constant sound speed, direct source ray paths, omnidirectional receivers, non-signal attenuation, a static deployment of the receiver array, and a single source vocalising per each set of TDOAs are assumed. For simulation purposes, synthetic TDOA data are computed from a known source position and used as the main input of the geometric hyperbolic localisation algorithm, which is divided into four stages. The weighting given to the estimate value error is determined by $\delta$ equivalent to $\pm10\mu$s added to the set of TDOAs, if a constant sound speed of 1500m/s is also assumed.

The following chapter discusses the importance and the relationship between array-configuration and source range estimation.
Chapter 4
Array Optimization

One of the essential elements in PAM cetacean localisation is the transducer sensor array which is used to receive the signals from the source. An array of acoustic underwater transducers is also known as a hydrophone array. The number of hydrophones and the way in which these are deployed and distributed along the array constitute the array-configuration. Since the array-configuration has a direct effect on location accuracy [109] and it is a major factor controlling performance under the control of the scientists [123], the consideration of array optimization is of prime importance in this thesis. The following attributes of the array-configuration are also considered: number of receivers; geometry and overall aperture. Concerning the several issues that are associated with this concept, this chapter describes how the Matlab simulator allows the user to explore quantitatively two different array configurations in 3D using a geometric hyperbolic localisation algorithm, and following the gross assumption of a highly idealized medium. It also helps to establish the existing relationship between array-configuration and source position.

4.1 Number of receivers

Before moving onto an analysis of the capabilities of different array- configurations, it is important to consider how many receivers are needed for accurate 3D hyperbolic localisations.

4.1.1 Two Receivers

Currently, automated detection systems based on two receivers are used in cetacean monitoring [43]. These can give only instantaneous ambiguous bearing (port/starboard), without depth and slant range information available. When using the 3D hyperbolic technique, the location of the source can be assumed to lie on a geometric hyperboloid surface, except for two scenarios (see Figures 4.1a and 4.1b).
The first scenario (Figure 4.1a) results when a vocalisation sound is received in such a way that the TDOA is zero. This scenario is better known when the source is broadside to the receiving pair, and for this special case the hyperboloid becomes a flat surface.
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The second scenario (Figure 4.1b) occurs when the vocalisation sound results in a TDOA such that the delay is equivalent to the time taken for sound to propagate directly between the two receivers or time-difference-of-receivers (TDOR). This scenario is better known when the source is endfire to the receiving pair, converting the hyperboloid into a straight line [130].

The endfire and broadside scenarios are worthy of note as they constitute particular scenarios where there is limited localisation capability. The importance of such scenarios relies on the effects associated with the final source range estimation.

4.1.2 Three Receivers

By using three receivers, a source location is inferred through the intersection of hyperboloid surfaces from three pairs of receivers \((r_1, r_2), (r_1, r_3), (r_2, r_3)\). Each pair of receivers defines a TDOA and a hyperboloid surface. However, the pair \((r_2, r_3)\) represents one linear combination of the other two pairs \((r_1, r_2)\) and \((r_1, r_3)\),

\[
TDOA_{13} - TDOA_{12} = TDOA_{23}
\]

An array of three receivers is able to produce an approximation of the source location in a two-dimensional Cartesian plane \(XY\) only. In two-dimensional localisations, the TDOAs are assumed to come from a source located at the same plane. Hence when the source vocalising is out of the plane of the receivers, the final result is an estimation of the source range with errors that could be significant [134].

4.1.3 Four Receivers and more

If the receiver number one \((r_1)\) is chosen as the main reference, it is found that four receivers generate three independent TDOAs from the three following pair of receivers: \((r_1, r_2), (r_1, r_3), (r_1, r_4)\). Four receivers are also sufficient to give a desirable directional (azimuth and elevation) and slant range information of the source location (Figure 4.2).
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Figure 4.2: 3D Graphical Source Location, with bearing (azimuth and elevation) and range included. Plot generated by the MATLAB Simulator.

However, if the hyperbolic method is used in scenarios where the source may occupy areas that contain ambiguous regions - i.e., the air - an ambiguous source location solution may occur. That is, the hyperboloids intersect at two points instead of only one [134]. In such a case, three hyperboloids would not be sufficient for three-dimensional localisation, and the use of more than four receivers would be necessary to increase the number of independent TDOAs. Nevertheless, in our particular scenario, the ocean becomes a physical barrier that prevents the animals from occupying aerial areas, ensuring that ambiguous locations on such regions cannot occur.
4.2 Array-Geometry

The array-geometry can be divided into three big general groups: linear, planar and volumetric [109]. Each group can have several different geometries or receiver-distributions according to the number of elements and their position in the array plane.

4.2.1 Linear-Array

The *linear-array* is one in which the elements are deployed along a straight line segment [54]. It can be deployed in a horizontal or vertical line. In the particular case of an array towed by a vessel travelling at certain speed, the array-geometry becomes *semi-horizontal* depending on the distance between receivers (Figure 4.3a). On the other hand, static vessels or small boats tend to keep a *vertical* array-geometry. For instance, consider the passive sonobuoys [80]. These are inflatable surface buoys with a radio transmitter that remains on the surface while one or more hydrophones and stabilizing equipment descend below the surface to a certain depth (Figure 4.3b).

The use of a linear-array with hyperbolic techniques is not always favourable. Since the linear-array falls under the one-dimensional category, a source localisation suffers the effects of the right/left ambiguity (Figure 4.4).
As discussed in chapter 2, researchers have applied Target Motion Analysis (TMA) techniques over time to break such ambiguity; however, it cannot be resolved for instant bearings. The linear-array is more often used with beam-forming techniques [77, 143].

4.2.2 Planar-Array

The planar-array is one in which all the elements are deployed along a 2D plane. Therefore, for any array of receivers located at the same depth the correspondent geometry is the planar-array. It is also used for practical deployments, assuming a static receiver-position.

Figure 4.4: The right/left ambiguity source location occurs when the linear array-geometry is used in conjunction with the hyperbolic technique.

Figure 4.5: Planar-Array Geometry
A planar-array offers a great variety of planar geometries on the horizontal Cartesian plane. Depending on the number of elements, several different planar-array geometries can be deployed (Figure 4.6).

Square, rectangular and triangular are some of the most common of these; however, the number of possible planar array-geometry combinations may vary from a small group to several more.

In this thesis the planar geometry is applied in most of the simulations. In reality, owing to current aberrations and other issues, it is difficult to keep the position of all the elements at the same depth. This situation introduces another type of geometry.

4.2.3 Volumetric-Array

The volumetric-array is one in which the elements are deployed along a 3D plane. The linear and planar arrays are usually represented in 2D; on the other hand, the volumetric-array geometry must always be represented in 3D. Each element has a unique position on the Cartesian plane XYZ.
The volumetric-array geometry is the closest to the reality. The accuracy of a volumetric-array relies mainly on an appropriate receiver-distribution. In comparison with the planar-array, the volumetric-array can take a vast number of possible combinations. A further section in this chapter analyses the implications of receivers at different depth positions.

### 4.3 Array-Aperture

The array-aperture has always been a relative measurement for hydrophone array deployments. For instance, while Møhl and Wahlberg [100] used a long-aperture array of at least more than 1km in their experiments, Watkins and Schevill [164] used a short-aperture array of 30m. Thode [142, 144] defined an array of two elements separated by 170m as a short-aperture and a long-aperture array between 200 and 300m. Others have used apertures of 115m and 205m [28].

Following Rayleigh’s [118] principle for direction of maximum response, the ideal separation distance of two elements to receive a minimum low frequency of a Sperm whale click ($f=100$ Hz) in the ocean ($c=1500\text{m/s}$) applying Nyquist theorem ($\lambda/2$ criterion) is 7.5 metres [16]. It is expressed as
This separation represents half of the Sperm whale wavelength. Table 4.1 presents a model of the different apertures between two elements for the distribution of energy in a typical click (on-axis) of sperm whale as a function of its frequency (Figure 4.8).

![Figure 4.8: Typical Power Spectral Density of a sperm whale click (computed by Matlab software)](image)

<table>
<thead>
<tr>
<th>Frequency (kHz)</th>
<th>Aperture (metres)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>7.5</td>
</tr>
<tr>
<td>2</td>
<td>0.375</td>
</tr>
<tr>
<td>4</td>
<td>0.188</td>
</tr>
<tr>
<td>10</td>
<td>0.150</td>
</tr>
<tr>
<td>16</td>
<td>0.469</td>
</tr>
<tr>
<td>30</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Therefore, assuming acoustic plane wave propagation in a homogeneous medium, the ideal aperture of two elements to receive the lowest frequency produced by a sperm whale can be considered to be $L = 7.5m$ (see equation 4.2). Any aperture superior to the $L$ assures the inclusion of the complete frequency range of a sperm whale [16].

The notation used in this thesis is that a short aperture-array is defined as one with the length $L$. A “short” is the most common aperture used in small vessels for towed arrays. A long aperture-array is defined as an array having a distance separation equivalent to $16L$. Unlike the short, a “long” aperture is more often used from floatable platforms [158]. For matters of simplicity, the term $L$ is mentioned repeatedly in this thesis to make reference to any distance.
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4.4 Simulation Settings

Since each array-geometry has a direct effect on the final source range estimation, different array-geometries, including a range of scenarios, are simulated. To find out how the aperture and geometry of the array are related with the variation of a source range estimation, the source position is varied in both planes, the horizontal (XY) and the vertical (Z).

In the real underwater world, the *Source Vocalising (SV)* position is unknown. In this thesis, each *SV* is known *a priori*. Each experimental simulation has been programmed to include a hundred selected *SV* positions around the receiver-array. Then, each simulation runs the hyperbolic geometric algorithm to compute a *SV* location. The *localisation error* (4.3) is defined as the absolute difference between the *synthetic source position (SVs)* and the *computed source location (SVc)* –see sections 3.4.3 and 3.4.4. The following section sets the general scenario for all the simulations computed and shown in this thesis.

\[ \varepsilon = |SVs - SVc| \]  

(4.3)

4.4.1 Highly Idealized Scenario

This chapter is based on a highly idealized 3D graphical scenario (Figure 4.9). It uses a straight ray approximation, static receiver and source positions. A planar square array-geometry with four receivers is chosen as an exemplar array. The centre of the array geometry is set at the coordinates (0, 0, z). These are used as a *reference point (P₀)* in the Cartesian coordinate system XYZ. Then, a hundred *SV* positions are chosen and placed at a determined *Horizontal Range (RH)* which is used to represent the distance between *P₀* and *SV* on the horizontal coordinate system XY. *Depth Range (RD)* is also used to represent the distance between *P₀* and *SV* on the vertical coordinate system ZY or ZX. *Slant range (RS)* represents the *source range* in the 3D space between *P₀* and *SV*. From the Pythagoras formula, the *slant range (RS)* is the square root of the sum of the squares of *depth range (RD)* and *horizontal range (RH)*. If *RH* and *RD* keep constant, *RS* could also be represented as a rendered cone of radius *RH* and altitude *RD* (Figure 4.10).
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Figure 4.9: A 3D graphical scenario for Experimental Simulations. Plot generated by the MATLAB Simulator.

Figure 4.10: A general representation of the Slant Ranges results into a 3D rendered cone. Plot generated by the MATLAB Simulator.
Because of the imprecision of the geometric hyperbolic method, the ideal cone becomes deformed and such errors are significant. For a friendly display of the results obtained, the author presents here a set of plots in the Polar coordinate system (2D). All the experimental simulations follow the same pattern of settings to facilitate the analysis of other array configurations.

4.4.2 Table Settings

The specifications for each group of simulations are shown in a table format that contains the type of geometry, aperture length, number of receivers, depth at which the receivers are deployed, number of the suggested source positions, horizontal range and depth range. The relevant variations between each simulation are highlighted in bold font.

<table>
<thead>
<tr>
<th>Array-Configuration</th>
<th>Exemplar</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geometry</td>
<td>Square-planar</td>
</tr>
<tr>
<td>Aperture length</td>
<td>$A$</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>$i$</td>
</tr>
<tr>
<td>Receivers depth</td>
<td>$r_d$</td>
</tr>
<tr>
<td>Num. sources</td>
<td>$S_v$</td>
</tr>
<tr>
<td>Horizontal Range</td>
<td>$R_H$</td>
</tr>
<tr>
<td>Depth Range</td>
<td>$R_D$</td>
</tr>
</tbody>
</table>

Table 4.2: Specifications for Exemplar Simulation

For instance, on this first exemplar simulation the array geometry chosen is a square-planar, the aperture length is L and the number of receivers is four. The initial horizontal range for the source position is sixteenth times the aperture length ($16L R_H$), which creates a satisfactory way to compare the relationship between aperture and source range location. The initial value for depth range of eight times the aperture length ($8L R_D$) has to do with the vocalising activity of the source and the receiver array depth position ($r_d$) at 7.5m. According to some of the literature, there is reduced vocal source activity when the cetaceans are at or near the surface [4, 31, 87, 168]. Therefore, by placing a synthetic source at an initial depth of 67.5m, or its equivalent $R_D$ of 8L, the presence of active vocalising sources can be assumed.
4.4.3 Exemplar Plots

The use of 2D Cartesian graphs implies that we discard the existence of a third axis, which in most cases is the Z axis or depth axis, according to the underwater scenario discussed here. When that is the case, the receivers and source are assumed to be located at the same plane or depth. However, since the TDOA data contain important information that places the $S_V$ position at a different plane of the receivers, the final source location in the 2D Cartesian plane is only an approximation and an implicit error is included [134].

To avoid such a problem, a good solution may be the use of 3D plots. Nevertheless, 3D planes are difficult to show on paper. Thus, a 2D plot (Figure 4.11) in a Polar coordinates system is suggested as a better representation of the slant range (or source range). The advantage of using this type of polar plots lies in their ability to represent the slant range in a 2D plane. Rather than relying on a 2D approximation as many do, the slant range gives a most trustable value of the distance between receiver and source.

![Figure 4.11: Polar representation of the hundred Source positions ($S_V$)](image)

Figure 4.11 shows a 2D graphical representation of the slant range plotted in the Polar coordinate system. The red circle represents the source-tracking line assuming a spatial under sampling of a hundred points. Each point corresponds to an individual synthetic source position located at a constant slant range (blue arrow) from the centre of the array. The slant range is predetermined by the values of $R_H$ and $R_D$. When the aim of
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The simulation is to see the effects of the source moving on a horizontal plane, $R_D$ is fixed to a certain depth, while $R_H$ varies. On the other hand, when the source is moving on the vertical plane, $R_H$ is fixed to a certain distance, whereas $R_D$ continues increasing.

$$R_H = 16L, \ R_D = 8L$$

![polar_representation.png](image)

**Figure 4.12:** Polar representation of an exemplar array simulation, highlighting the Slant Range Error (SRE) variation in terms of $L$ (7.5m)

To distinguish between accurate and inaccurate source locations, a plot is shown in Figure 4.12. The coloured bar highlights the Slant Range Error (SRE) or source range estimation defined by equation (4.3). A minimal SRE $< \pm 10m$ is defined by the colour blue. A maximum SRE $> \pm 500m$ is represented in red. The different colours represent the variation of the SRE for different source bearings. The polar representation of this plot helps to visualize the bearings where the array configuration is more accurate. Although an array-configuration can be completely accurate for 360° at a particular slant range, this is not always the case.

In this thesis the following considerations are assumed. If the SRE is within $\pm 10m$ for the 100% of $S_V$ positions covering the 360° at a particular slant range, the array would be considered *completely accurate*. If the same SRE covers more than 80% but less than the 100% of the total $S_V$ positions, the array would be considered *partially accurate*. Finally, if the same SRE covers less than the 80%, the array would be considered *inaccurate*. This plot gives the user a degree of confidence regarding the accuracy of a particular array-configuration.
4.5 Square-Array

The square-array is one of the simplest planar geometries used in practice with four receivers. Among its main features are the same distance separation $L$ for each pair of receivers, as shown in Figure 4.13.

![Figure 4.13: Superior view of a square array of 4 elements](image)

4.5.1 Short Aperture (L)

The first aim of these experimental simulations (see specifications on Table 4.3) is to investigate the behaviour of a short-aperture array by choosing a source position with a fixed $R_D$ at an initial value of $8L$ and increasing $R_H$ by the power of $2^n$ times $L$ (see Table 4.4). These series of experimental simulations are the result of moving the source along a horizontal range of ~1km and a depth range of ~0.5km. The results obtained are plotted following the same pattern of the exemplar plots shown previously (Figure 4.14).

<table>
<thead>
<tr>
<th>Square-Array</th>
<th>n= {0, 1, ..., 7}</th>
<th>m= {3, 4, ..., 6}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
<td>$A$</td>
<td>Short (L)</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>$i$</td>
<td>4</td>
</tr>
<tr>
<td>Receivers depth</td>
<td>$r_d$</td>
<td>L</td>
</tr>
<tr>
<td>Num. sources</td>
<td>$S_f$</td>
<td>100</td>
</tr>
<tr>
<td>Horizontal Range</td>
<td>$R_H$</td>
<td>$2^n L$</td>
</tr>
<tr>
<td>Depth Range</td>
<td>$R_D$</td>
<td>$2^m L$</td>
</tr>
</tbody>
</table>

Table 4.3: Simulation Specifications for Short-Square-Array
Chapter 4: Array Optimization

Table 4.4: Synthetic source values of RH and RD used for experimental simulations

<table>
<thead>
<tr>
<th>Depth Range</th>
<th>Horizontal Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>8L.RD</td>
<td>LRH 2LRH 4LRH 8LRH 16LRH 32LRH 64LRH</td>
</tr>
<tr>
<td>16L.RD</td>
<td>LRH 2LRH 4LRH 8LRH 16LRH 32LRH 64LRH</td>
</tr>
<tr>
<td>32L.RD</td>
<td>LRH 2LRH 4LRH 8LRH 16LRH 32LRH 64LRH</td>
</tr>
<tr>
<td>64L.RD</td>
<td>LRH 2LRH 4LRH 8LRH 16LRH 32LRH 64LRH</td>
</tr>
</tbody>
</table>

Figure 4.14: Short-Square-Array (4LRH to 32LRH). The array was found to be partially accurate for horizontal ranges from 4L (30m) up to 16L (120m) and inaccurate for horizontal ranges of 32L (240m) and over.

When the source is located at either 1L or 2L from the centre of the array, the TDOAs are too small (on the range of microseconds). That produces numeric noise in the
geometric hyperbolic algorithm and it makes the array geometry totally inaccurate for locating the source at such ranges.

On the other hand, when the source is located at a horizontal range of 4L and onwards, there is a characteristic pattern that occurs on the square geometry. There are four clear areas where the array geometry is totally inaccurate. These inaccuracies are the result of a broadside condition from at least one of the hydrophone pairs. As mentioned before, when a broadside condition occurs the TDOA becomes zero, converting the hyperboloid into one plane and making the intersection with the rest of the hyperboloids inaccurate. These effects are repeated and increased for horizontal source ranges of 8L, 16L and 32L respectively, as shown in Figure 4.14.

The square geometry finds it difficult to determine the slant range for more than 80% of the total source positions. The accurate bearings are reduced to small angles and the broadside uncertainties are widely increased. Therefore, the array is considered inaccurate for such horizontal ranges. For source positions at horizontal ranges of 64L and 128L, the short square array geometry is also considered to be inaccurate. All the source range estimations are out of the tolerance error.

The second aim of these experimental simulations was to investigate the behaviour of a short-aperture array by varying the depth range \( R_D \) by the power of \( 2^n \) times L (see Table 4.3). A first attempt at depth ranges of 16L \( R_D \) failed completely. Additional simulations were performed and it was noticed that these only maximise the error found. Overall, the array geometry was not sufficiently accurate to reach deep source positions.

In summary, the short square array geometry was found to be inaccurate for any horizontal range. This first group of simulations show a complete scenario of the slant range error expected when using a square geometry with short aperture. It also introduces a series of simulations that was applied to different array configurations.
4.5.2 Long Aperture (16 L)

The second group of experimental simulations includes the same array geometry but with a longer aperture (16L). This is sixteen times longer than the short aperture discussed previously. By varying \(R_D\) and \(R_H\) by the power of \(2^n\) times \(L\), a series of experimental simulations were performed as it was shown in Table 4.4. The general specifications for each of the long-aperture experimental simulations are shown in Table 4.5.

<table>
<thead>
<tr>
<th>Square-Array</th>
<th>(n={0, 1, \ldots, 7})</th>
<th>(m={3, 4, \ldots, 6})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
<td>(A)</td>
<td>Long (16L)</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>(i)</td>
<td>4</td>
</tr>
<tr>
<td>Receivers depth</td>
<td>(r_d)</td>
<td>(L)</td>
</tr>
<tr>
<td>Num. sources</td>
<td>(S_v)</td>
<td>100</td>
</tr>
<tr>
<td>Horizontal Range</td>
<td>(R_H)</td>
<td>(2^nL)</td>
</tr>
<tr>
<td>Depth Range</td>
<td>(R_D)</td>
<td>(2^nL)</td>
</tr>
</tbody>
</table>

Table 4.5: Simulation Specifications for Long Aperture

As in the previous section, these series of simulations show the effect of a moving source along the horizontal range (Figure 4.15). With the exception of the broadside inaccuracies, the long square array is partially accurate to locate sources at horizontal ranges of 4L and 8L at depth ranges of only 8L. As the source moves further to 16L \(R_H\) and goes deeper to 16L \(R_D\), the broadside inaccuracies became wider but are still partially accurate for the rest of the source positions around the array. For deeper source positions around 32L \(R_D\), the geometry is accurate for narrow bearings only, and in general terms is discarded as being inaccurate. When the source moves further to 128L \(R_H\), the SRE increases in some wide areas and a progressive lack of accuracy is shown. At such far distances, the array geometry is accurate for a few narrow bearings only, and in general terms it is considered to be inaccurate. In summary, the long square array geometry was found to be partially accurate for horizontal ranges from 4L (30m) up to 64L (480m) with depth ranges of up to 16L (120m) \(R_D\).
Figure 4.15: Long-Square-Array (4LR_h to 128LR_d). From horizontal ranges of 4L (30m) up to 64L (480m) the long-square geometry was found to be partially accurate. As the source moves further, on a horizontal range to 128L (~1km), the detrimental effects on source range are noticeable.
4.5.3 Comparison Short Vs Long Aperture

A comparison of both apertures, short versus long, is shown in Table 4.6. The long-aperture is able to reach sources located at approximately 64L (0.5km) with partial accuracy. However, in comparison with its own aperture 16L (120m), it is able to reach range sources at only four times its aperture. The maximum depth range is only 16L (120m). The short-aperture is not able to locate any source range with sufficient accuracy.

<table>
<thead>
<tr>
<th>R_D\R_H</th>
<th>Short-Aperture (L)</th>
<th>Long-Aperture (16L)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>2L</td>
</tr>
<tr>
<td>8L</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>16L</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>32L</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>64L</td>
<td>O</td>
<td>O</td>
</tr>
</tbody>
</table>

O = Inaccurate 80% SRE > ±10m
□ = Partially Accurate 80% SRE < ±10m
● = Accurate 100% SRE < ±10m

Table 4.6: Comparison table of Short Vs Long Aperture for the Square Geometry

Figure 4.16: Short Vs Long aperture of a Square array (16LR_H and 8LR_D). The effects of increasing the aperture of the array geometry are clearly seen on the comparison of these two plots. A longer aperture decreases the SRE and improves its accuracy.
In Figure 4.16, the source was fixed at 16L \( R_H \) and 8L \( R_D \) for both apertures. When using the long-aperture, the broadside inaccuracies are reduced considerably. It can be seen that the long aperture is more accurate than the short one. However, no matter how far from or close to the source could be from the array, the square geometry will always have a lack of accuracy to locate source positions that are on broadside to its pairs or receivers.

### 4.6 Y-shape-Array

The Y-shape array-configuration, which also has four receivers, is peculiar in that receivers \( r_2, r_3 \) and \( r_4 \) are referred to the same centre receiver \( r_1 \). Each arm \( \{(r_1, r_2), (r_1, r_3), (r_1, r_4)\} \) also has the same length (Figure 4.17).

![Figure 4.17: Superior view of a planar Y-shape array of 4 elements](image)

#### 4.6.1 Short Aperture (L)

The first aim of the Y-shape array experimental simulations is to investigate the behaviour of a short-aperture by varying \( R_H \) and \( R_D \) by the power of \( 2^n \) times L. The complete series of simulations is presented in Table 4.4. The general specifications for each of the following simulations in this section are shown in Table 4.7.

Figures 4.18 and 4.19 show the results of the experimental simulations. The short Y-shape array is completely accurate for horizontal ranges from L (7.5m) to 16L (120m) with depth ranges up to 32L (240m). There are no broadside inaccuracies and the SRE is definitely smaller than using a square-geometry (Figure 4.18). These are among the most important improvements that the Y-shape geometry has over the square-geometry. Then by 32L \( R_H \) the geometry is accurate for 8L \( R_D \) (60m) only. When the source...
moves deeper, the array becomes partially accurate for depth ranges of 16L (120m) and 32L (240m). After that, the array-configuration becomes inaccurate for any further depth and horizontal source ranges (Figure 4.20).

<table>
<thead>
<tr>
<th>Y-Array</th>
<th>n= {0, 1, ... , 7}  m= {3, 4, ... , 6}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
<td>𝐴 (Short (L))</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>𝑖</td>
</tr>
<tr>
<td>Receivers depth</td>
<td>𝑟_{𝑑}</td>
</tr>
<tr>
<td>Num. sources</td>
<td>𝑆_{𝑓}</td>
</tr>
<tr>
<td>Horizontal Range</td>
<td>(R_{ℎ})</td>
</tr>
<tr>
<td>Depth Range</td>
<td>(R_{𝑑})</td>
</tr>
</tbody>
</table>

**Table 4.7:** Simulation Specifications for Short Aperture

**Figure 4.18:** Short-Y-Array (2LR_{ℎ} to 16LR_{ℎ}). It was found to be completely accurate from horizontal ranges of 1L (7.5m) to 16L (120m) covering depth ranges for up to 240m (32L).
Figure 4.19: Short-Y-Array (32L_R_H). The array is completely accurate for depth ranges of 8L (60m) and partially accurate for depth ranges of 16L (120m) and 32L (240m). After that, it becomes inaccurate for any source range.

In summary, the short Y-shape array geometry was found to be completely accurate for horizontal source ranges from 1L (7.5m) up to 16L (120m) at a maximum depth range of 32L (240m).
4.6.2 Long Aperture (16 L)

The second group of experimental simulations includes the same array geometry but with a longer aperture (16L). The general specifications for each of the following experimental simulations in this section are shown in Table 4.8.

<table>
<thead>
<tr>
<th>Y-Array</th>
<th>n= {0, 1, ... , 7}  m= {3, 4, ... , 6}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
<td>A</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>i</td>
</tr>
<tr>
<td>Receivers depth</td>
<td>r_d</td>
</tr>
<tr>
<td>Num. sources</td>
<td>S_r</td>
</tr>
<tr>
<td><strong>Horizontal Range</strong></td>
<td>R_H</td>
</tr>
<tr>
<td><strong>Depth Range</strong></td>
<td>R_D</td>
</tr>
</tbody>
</table>

Table 4.8: Simulation Specifications for Long Aperture

By varying R_D and R_H by the power of 2^n times L, a series of simulations was performed, as shown in Table 4.4. The most relevant results are shown in Figures 4.20 and 4.21.

The long Y-shape array results are completely accurate for short horizontal ranges of 1L (7.5m) reaching depth ranges of up to 64L (480m). It is also able to reach horizontal ranges from 2L (15m) up to 32L (240m) at depth ranges no greater than 32L (240m) (Figure 4.20).

Although it remains completely accurate at horizontal ranges of 64L (480m), it does not do it for depth ranges greater than 8L (60m) (Figure 4.21). As the source moves to deeper and further horizontal ranges, the location accuracy decreases, becoming completely inaccurate.
Figure 4.20: Long-Y-Array (1LRH and 32LRH). The array is completely accurate for horizontal ranges from 1L to 32L with an average maximum depth range of 240m (32L).
Figure 4.21: Long-Y-Array (64LR_H). The array is completely accurate for depth ranges of 8L (60m) and partially accurate for depth ranges of 16L (120m) and 32L (240m). After that, it becomes inaccurate for any source range.
4.6.3 Comparison Short Vs Long Aperture

A general comparison of both apertures, short versus long, is shown in Table 4.9 and Figure 4.22. A particular scenario is shown with the source fixed at 32L $R_H$ and 16L $R_D$.

<table>
<thead>
<tr>
<th>$R_D$ \ $R_H$</th>
<th>Short-Aperture (L)</th>
<th>Long-Aperture (16L)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8L</td>
<td>● ● ● ● ● ● ● ● ● O</td>
<td>● ● ● ● ● ● ● ● ● O</td>
</tr>
<tr>
<td>16L</td>
<td>● ● ● ● ● ● ● ● ● O</td>
<td>● ● ● ● ● ● ● ● ● O</td>
</tr>
<tr>
<td>32L</td>
<td>O O O O O O O O O</td>
<td>O O O O O O O O O</td>
</tr>
<tr>
<td>64L</td>
<td>O O O O O O O O O</td>
<td>O O O O O O O O O</td>
</tr>
</tbody>
</table>

- O: Inaccurate 80% SRE > ±10m
- ●: Partially Accurate 80% SRE < ±10m
- ●: Accurate 100% SRE < ±10m

Table 4.9: Comparison table of Short Vs Long Aperture for the Y-shape Geometry

Figure 4.22: Short Vs Long aperture of a Y-shape array ($32L_{R_H}$ and $16L_{R_D}$). In the same way as happened with the Square array, a longer aperture decreases the SRE and improves its accuracy.
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The short-aperture array is accurate for only a determined number of source range estimations. The short-aperture has a maximum $R_H$ location of 32L (240m). The long-aperture has a maximum $R_H$ location of 64L (~0.5km). In terms of maximum horizontal range location, the long-aperture is twice as accurate when locating further sources. When looking at the ratio of maximum horizontal range versus aperture, it is noticeable that the long-aperture is only accurate for four times (4:1) its own aperture. The short-aperture is accurate for thirty two times (32:1) its own aperture.

4.7 Comparison Square Vs Y-shape

The Square and Y-shape array configurations are two basic examples of the effects that the array geometry of four elements has in source range estimation of an idealized scenario. Table 4.10 shows a summary of the results of the experimental simulations described in this chapter.

### Short-Aperture

<table>
<thead>
<tr>
<th>$R_D$$R_H$</th>
<th>Square Array</th>
<th>Y-shape Array</th>
</tr>
</thead>
<tbody>
<tr>
<td>L 8L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
<tr>
<td>16L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
<tr>
<td>32L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
<tr>
<td>64L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
</tbody>
</table>

### Long-Aperture

<table>
<thead>
<tr>
<th>$R_D$$R_H$</th>
<th>Square Array</th>
<th>Y-shape Array</th>
</tr>
</thead>
<tbody>
<tr>
<td>L 8L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
<tr>
<td>16L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
<tr>
<td>32L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
<tr>
<td>64L</td>
<td>O O O O O O O</td>
<td>● ● ● ● ● ● O</td>
</tr>
</tbody>
</table>

O Inaccurate 80% SRE > ±10m
O Partially Accurate 80% SRE < ±10m
O Accurate 100% SRE < ±10m

Table 4.10: Comparison table of Square Vs Y-shape Geometries (short and long apertures)
Although the Square array is the simplest and easiest configuration to deploy, it fails to reach with accuracy source positions that are located on the broadside of each pair of receivers. Certainly, a long aperture improves the partial accuracy to reach further sources up to 64L. Nevertheless, the broadside inaccuracies are always present. The square geometry is only partially accurate to reach sources found at maximum depth ranges of 16L, and since most cetaceans are able to dive to greater depths, the square geometry runs the risk of becoming useless for many scenarios.

The Y-shape array has the same number of receivers as the Square array. However, these are arranged with a different geometry. Such changes are sufficient to eliminate the inaccuracies that each pair of receivers of the square geometry has. The Y-shape array is in terms of accuracy, superior to the square geometry on both apertures, short and long.

Figure 4.23 shows the same source scenario of 16L R_H and 8L R_D using four different array configurations: Short-Square (L), Long-Square (16L), Short-Y-shape (L) and Long-Y-shape (16L). It also shows a clear example of the effects associated with each array configuration in source range estimation. Two main conclusions are reached: (1) No matter what type of aperture-array is used, the Square array will always lack complete accuracy. (2) The long aperture of any array geometry decreases the slant range error and improves its accuracy.
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Figure 4.23: Comparison of Square Vs Y-shape array (16LRH and 8LRD). Short and Long apertures.
4.8 Other Array-Configurations

Typical array geometries of four receivers that would be practical to deploy in a two-linear towed array are also considered in this section. The array geometries are Trapezium, Triangular, and Shifted-pair, as shown in Figure 4.24.

![Figure 4.24: Five typical array geometries of elements.](image)

The performance of each geometry is investigated by using the same number of experimental simulations shown in Table 4.4 and the same specifications as Square and Y-shape geometries (see Tables 4.3 and 4.7). The pair of hydrophones used are \{(r_1, r_2), (r_1, r_3), (r_1, r_4)\}.

4.8.1 Trapezium-Array

Trapezium-array is a quadrilateral geometry with only two opposite sides parallel. Two hydrophones are deployed in each arm of the linear towed array. The length of the right pair \((r_3, r_4)\) is three times the length of the left pair \((r_1, r_2)\) (Figure 4.25).

![Figure 4.25: Superior view of a planar Trapezium array of 4 elements](image)
Table 4.11 and Figure 4.26 show a summary of the simulation results obtained.

<table>
<thead>
<tr>
<th>$R_D \backslash R_H$</th>
<th>L</th>
<th>2L</th>
<th>4L</th>
<th>8L</th>
<th>16L</th>
<th>32L</th>
<th>64L</th>
<th>128L</th>
</tr>
</thead>
<tbody>
<tr>
<td>8L</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>●</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>16L</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>32L</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>64L</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
</tbody>
</table>

- O: Inaccurate, SRE > ±10m
- ●: Partially Accurate, SRE < ±10m
- ●●: Accurate, SRE < ±10m

Table 4.11: Summary of the Simulation Results for the Trapezium Geometry

![Images of radar plots for different configurations: $R_H = 2L, R_D = 8L$, $R_H = 4L, R_D = 8L$, $R_H = 8L, R_D = 8L$, and $R_H = 16L, R_D = 8L$.](attachment:image.png)

Figure 4.26: Trapezium-Array ($2L_{R_H}$ to $16L_{R_H}$). It is only partially accurate from horizontal ranges of 4L (7.5m) to 16L (120m) covering depth ranges for up to 8L (60m).
This geometry resulted in most cases being inaccurate. It is only partially accurate for horizontal ranges from 8L to 16L and depth ranges up to 8L. As happens in the square geometry, the broadside condition is always present. There is no major performance in its accuracy when increasing the array-aperture. It constitutes a non-recommendable array geometry to deploy.

### 4.8.2 Triangular-Array

The Triangular geometry has three hydrophones deployed in one arm of the linear towed array and a single hydrophone in the other arm. The length for each pair of hydrophones is the same (Figure 4.27). Table 4.12 and Figure 4.28 show a summary of the simulation results obtained.

**Figure 4.27:** Superior view of a planar Triangular array of 4 elements

<table>
<thead>
<tr>
<th>( R_D / R_H )</th>
<th>L</th>
<th>2L</th>
<th>4L</th>
<th>8L</th>
<th>16L</th>
<th>32L</th>
<th>64L</th>
<th>128 L</th>
</tr>
</thead>
<tbody>
<tr>
<td>8L</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>○</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>16L</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>32L</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>64L</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
</tbody>
</table>

- ○ Inaccurate 80% SRE > ±10m
- ○ Partially Accurate 80% SRE < ±10m
- ● Accurate 100% SRE < ±10m

**Table 4.12:** Summary of the Simulation Results for the Triangular Geometry
Unlike the trapezium geometry, the triangular geometry is completely accurate from horizontal ranges of 1L to 8L covering only depth ranges for up to 8L. Some inaccuracies as the broadside condition become present when the source reaches the 16L RH. A longer aperture-array helps to improve its accuracy to reach longer horizontal source ranges. However, its major limitation is its inaccuracy when reaching deeper source positions. It constitutes a recommendable array geometry to deploy only for shallow sources (i.e. 60m) with short horizontal ranges (i.e. 60m).
4.8.3 Shifted-pair-Array

The *Shifted-pair geometry* is similar to a square geometry, but with the exception that one side-pair of hydrophones is shifted at least one length-pair, as shown in Figure 4.29. Table 4.13 and Figure 4.30 show a summary of the simulation results obtained.

![Figure 4.29: Superior view of a planar Trapezium array of 4 elements](image)

<table>
<thead>
<tr>
<th>$R_D \setminus R_H$</th>
<th>Short-Aperture (L) $sfx=2L$</th>
<th>Long-Aperture (16L) $sfx=32L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8L</td>
<td>8L</td>
<td>8L</td>
</tr>
<tr>
<td>16L</td>
<td>16L</td>
<td>16L</td>
</tr>
<tr>
<td>32L</td>
<td>32L</td>
<td>32L</td>
</tr>
<tr>
<td>64L</td>
<td>64L</td>
<td>64L</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$sfx$</th>
<th>Inaccurate</th>
<th>80% SRE $&gt; \pm 10$m</th>
</tr>
</thead>
<tbody>
<tr>
<td>2L</td>
<td>Partially Accurate</td>
<td>80% SRE $&lt; \pm 10$m</td>
</tr>
<tr>
<td>4L</td>
<td>Accurate</td>
<td>100% SRE $&lt; \pm 10$m</td>
</tr>
</tbody>
</table>

Table 4.13: Summary of the Simulation Results for the Shifted-pair Geometry

The results from the performance of this geometry are very interesting. Unlike the square geometry which resulted in being totally inaccurate when using a short aperture, the *shifted-pair* geometry is accurate for reaching a broad range of source locations. The key factor of its accuracy is defined by the *shifted distance* ($sfx$) between hydrophone pairs ($r_1, r_2$) and ($r_3, r_4$). To accomplish a source range estimation with enough accuracy, $sfx$ must have at least the value of one length of the hydrophone pair.
Figure 4.30: Short Shifted-pair (16LR_H to 64LR_H). The left column corresponds to depth source ranges of 8L (60m). The right column corresponds to depth source ranges of 16L (120m). The geometry is accurate for horizontal ranges of up to 16L (120m) and only partially accurate for horizontal ranges of 32L (240m). It becomes inaccurate for further horizontal ranges.
If the $sfx$ is zero or less than the length of the hydrophone pair, the results are less accurate, being accurate up to horizontal ranges of 8L only.

If $sfx$ is equal to or bigger than the length of the hydrophone pair, the short array-geometry is accurate when reaching horizontal ranges of 16L, as shown in Table 4.13.

If instead of using a short-aperture (L) a long-aperture (16L) is used, the long array-geometry is accurate for reaching deeper ranges of up to 64L. The partial accuracy is increased to horizontal ranges of 64L, as shown in Figure 4.31.

Two of the advantages of the shifted-pair over the Y-shape geometry are its capability to reach deeper source ranges (64L) when using a long aperture array and its simplicity for deployment. Nevertheless, in terms of horizontal source ranges, the Y-shape geometry continues to be more accurate than the shifted-pair and any other array geometry of 4 elements presented in this thesis.
4.8.4 Circular-Array

Other array-configuration also attempted in this thesis is the Circular geometry (Figure 4.32) with five receivers and four pair of receivers. The radius of the virtual circle is \( L_0 \). Each of the two groups of pairs \( \{(r_1, r_2), (r_1, r_3)\} \) and \( \{(r_1, r_4), (r_1, r_5)\} \) has the same length respectively. The radius of the virtual circle is \( L \).

![Circular Array](image1)

**Figure 4.32:** Superior view of a planar Circular array of 5 elements

Figure 4.33 shows an experimental simulation using the specifications of Table 4.14. The horizontal source range had a noticeable improvement against any other of the previous geometries. A long circular array of 5 elements appears to offer a greater range capability [109].

<table>
<thead>
<tr>
<th>Circular-Array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
</tr>
<tr>
<td>Num. receivers</td>
</tr>
<tr>
<td>Receivers depth</td>
</tr>
<tr>
<td>Num. sources</td>
</tr>
<tr>
<td><strong>Horizontal Range</strong></td>
</tr>
<tr>
<td><strong>Depth Range</strong></td>
</tr>
</tbody>
</table>

**Table 4.14:** Simulation Specifications for a Circular array

![Figure 4.33: Long-Circular-Array (128LR_H 8LR_D).](image2)

This array-configuration is partially accurate for reaching ranges of 128L (~1km).
4.8.5 Summary

Tables 4.15 and 4.16 show a summary of the five array geometries of the four elements described previously. Table 4.15 focuses on those source ranges reached with 100% accuracy (SRE<±10m). Table 4.16 focuses on those source ranges reached with 80% accuracy (SRE<±10m). To determine which array-configuration offers the best performance, it is important to analyse the advantages and disadvantages. In a real scenario, there will be times when a source range accuracy of less than ±10m becomes an important factor – i.e. mitigation purposes, – and there will be other times when a less accurate source range location is adequate – i.e. population studies. There will be occasions where there is a need to track deep source dive profiles (e.g. 500m) and occasions where the shallow waters (e.g. 60m) is the main concern. The author considers four fixed source ranges to serve as an example measure. A “subjective score” (0 to 10) is allocated to each geometry.

The metric values are, 32L (240m) for horizontal long ranges, 8L (60m) for horizontal short ranges, 64L (480m) for deep waters and 8L (60m) for shallow waters.

<table>
<thead>
<tr>
<th>Source Ranges</th>
<th>Y-shape</th>
<th>S</th>
<th>Shifted-pair</th>
<th>S</th>
<th>Triangular</th>
<th>S</th>
<th>Trapezium</th>
<th>S</th>
<th>Square</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH Long</td>
<td>32L</td>
<td>10</td>
<td>16L</td>
<td>5</td>
<td>8L</td>
<td>2.5</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>RH Short</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>RD Deep</td>
<td>32L</td>
<td>5</td>
<td>32L</td>
<td>5</td>
<td>8L</td>
<td>1.2</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>RD Shallow</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>-</td>
<td>0</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Score ($)</td>
<td>8.8</td>
<td>7.5</td>
<td>5.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

R_H Horizontal Range  Long (32L)  Short (8L)
R_D Depth Range       Deep (64L)  Shallow (8L)

Table 4.15: Summary of Maximum and Minimum Accurate Source Ranges

<table>
<thead>
<tr>
<th>Source Ranges</th>
<th>Shifted-pair</th>
<th>S</th>
<th>Y-shape</th>
<th>S</th>
<th>Trapezium</th>
<th>S</th>
<th>Triangle</th>
<th>S</th>
<th>Square</th>
<th>S</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH Long</td>
<td>32L</td>
<td>10</td>
<td>32L</td>
<td>10</td>
<td>16L</td>
<td>5</td>
<td>8L</td>
<td>2.5</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>RH Short</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>RD Deep</td>
<td>64L</td>
<td>10</td>
<td>32L</td>
<td>5</td>
<td>8L</td>
<td>1.2</td>
<td>8L</td>
<td>1.2</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>RD Shallow</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
<td>-</td>
<td>0</td>
</tr>
<tr>
<td>Score ($)</td>
<td>8.8</td>
<td>6.6</td>
<td>5.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

R_H Horizontal Range  Long (32L)  Short (8L)
R_D Depth Range       Deep (64L)  Shallow (8L)

Table 4.16: Summary of Maximum and Minimum Partially-Accurate Source Ranges
The array-configuration with 100% accuracy and the highest score given is the Y-shape array (8.8); in second place is the shifted-pair array (7.5) and in third place the triangular array (5.9). The trapezium and square arrays perform poorly because of their limited capability in partial and total inaccuracy, respectively. For shallow water scenarios and horizontal short ranges, the triangular geometry is an appropriate array-configuration with a score of 10 (Table 4.15).

The array-configuration with 80% accuracy and the highest score given is the shifted-pair array (10); in second place (8.8) is the Y-shape array and in third place (6.6) the trapezium array (6.6). The triangular array occupies the fourth place (5.9) and the square array is left again in last place because of its inaccurate capability of reaching source ranges. For shallow water scenarios and horizontal short ranges, the trapezium array is also considered as an appropriate array-configuration with score of 10. It is left as an intermediate option for horizontal long ranges (Table 4.16).
4.9 Choice of Pair Combinations

To investigate whether the performance of the geometries presented in the last sections (4.5 - 4.8) improves with different choices of pair combinations, this section examines the influence of two pair combinations.

The number of possible pair combinations that a receiver-array can have is given by the binomial coefficient (also known as the “choose function”) \[ \binom{n}{k} = \frac{n!}{k!(n-k)!} \] (4.4)

where \( n \) is the number of receivers and \( k \) is the size of each set of combinations.

For instance, from (4.2) it is found that four receivers have six pair-combinations \{\((r1, r2), (r1, r3), (r1, r4), (r2, r3), (r2, r4), (r3, r4)\}\}. Since the minimal number of pairs necessary to get a 3D source location is a pair combination of three, the total number of choices with three pair-combinations is twenty. Any of these pair combinations could be used to make the hyperboloids converge into one solution.

Nevertheless, since each choice of pair combination changes the geometry distribution of the pair of hydrophones, three particular choices were investigated as exemplar pair-combinations:

\[ C1 = \{(r1, r2) (r1, r3) (r1, r4)\} \]

\[ C2 = \{(r1, r2) (r2, r3) (r3, r4)\} \]

\[ C3 = \{(r4, r1) (r4, r2) (r4, r3)\} \]

A percentage graph is used to show the results achieved. The vertical axis shows the percentage of the sources located within ±10m. The horizontal axis shows the different horizontal source ranges for a fixed depth range of 8L (60m). C1, C2 and C3 constitute the three different choices of pair combinations used in each simulation.
4.9.1 Square Geometry

When using a *square geometry*, choice C2 shows a better performance over choices C1 and C3. Choice C2 has an improvement of 5% on average over the other choices. Nevertheless, that improvement is not sufficient to make the array-geometry more accurate. All experimental simulations remain under 80% of accuracy (Figure 4.34).

**Square-Pair Geometry**

![Figure 4.34](image)

*Figure 4.34*: Pair-Combination Comparison of the Square Geometry. All experimental simulations remain under 80% of accuracy, making the the array-geometry inaccurate.

4.9.2 Triangular Geometry

When using a *triangular geometry*, choice C2 shows a slightly better performance over choices C1 and C3. For horizontal source ranges of L to 8L, choice C2 has a slightly improvement of only 2.5% on average. Then, by 16L and onwards the accuracy of the array starts to decrease, no matter what choice of pair-combination is used. By 32L, the triangular geometry is found below 80% of accuracy (Figure 4.35).

**Triangular- Geometry**

![Figure 4.35](image)

*Figure 4.35*: Pair-Combination Comparison of the Triangular Geometry. Choice C2 shows a slightly better performance over choices C1 and C3.
4.9.3 Trapezium Geometry

When using a *trapezium geometry*, choices C1, C2 and C3 show a more redundant performance. Each of them presents similar results, sometimes having a slightly better performance over the others, but in general terms the difference is minimal. The trapezium geometry is only partially accurate for horizontal source ranges of 8L and 16L (Figure 4.36).

![Trapezium Geometry](image)

**Figure 4.36:** Pair-Combination Comparison of the Trapezium Geometry. Redundant performance and partially accurate for horizontal source ranges of 8L and 16L.

4.9.4 Shifted-pair Geometry

When using a *shifted-pair geometry*, the performance of the three choices is totally redundant. The average variation between choices C1, C2 and C3 is nil. At slant ranges of 32L and onwards, the accuracy of the array starts to decrease and some minor variation in the choice of pair-combination is visible (Figure 4.37).

![Shifted-Pair Geometry](image)

**Figure 4.37:** Pair-Combination Comparison of the Shifted-pair Geometry. It shows a performance totally redundant and accurate up to horizontal source ranges of 16L.
Therefore, since no significant change on the array performance of the shifted geometry is found, a particular preference on the choice of pair combinations is discarded.

4.9.5 Y-shape Geometry

When using a Y-shape geometry, the choice of pair-combination becomes significantly important. Figure 4.38 shows the geometry distribution of the three choices of pair combinations:

![Figure 4.38: Geometry Distribution of the Three Choices of Pair-Combinations of a Y-shape Array.](image)

Although for source ranges of L to 16L the performance variation is relatively small (only 2%) when reaching horizontal source ranges of 32L, the improvement is of C1 over C2 and C3 is bigger than 60%. The inaccuracy with C2 and C3 at source ranges of 32L and further comes from the existence of broadside conditions that do not exist when using choice C1. Unlike the shifted geometry, the preference of using a particular choice of pair combination (e.g. C1) instead of another choice improves significantly the accuracy range of the array geometry (Figure 4.39):

![Figure 4.39: Pair-Combination Comparison of the Y-shape Geometry. Unlike other geometries, the preference of using choice C1 improves significantly its accuracy.](image)
4.9.6 Summary

In general terms, the choice of different pair combinations becomes redundant, having a minor effect on source range estimation of the array geometry chosen. Although there are major effects for some source ranges on array-geometries such as Y-shape, in most cases those improvements are not significantly important to have a positive effect to increase the degree of accuracy up to 80%. The array-geometry and the array-aperture are issues of major importance when choosing an appropriate array-configuration.

4.10 Source Tracking Simulations

Each of the previous simulations is based on a constant slant range for a group of static synthetic source positions that cover 360° of the array deployment. On this section, the slant range is not constant, and the horizontal and depth range vary for each individual source position. A synthetic source tracking profile of sperm whale is used as an exemplar simulation.

![Figure 4.40: Typical Sperm Whale Dive Profile. Including average speed, depth, time duration and non-localisation area.](image)

According to the literature [4, 31, 87, 168], the Sperm whale becomes an active source (making vocalisations) at depths of approximately 50m and greater [139]. Although such species are capable of reaching depths of 2000m, the literature [2, 48, 49] shows
typical depth profiles of 400 to 1200m (800m average) with duration of 30 to 45 minutes (Figure 4.40). The dives have an average speed of 1.15m/s with a pitch angle of 53.3 degrees for the descents, and it ascends slightly faster with 1.33m/s with a pitch angle of 56.6 degrees. The normal dives on horizontal line occurred at 1.5m/s. [4, 98].

4.10.1 Sperm whale dive profile

Based on a typical sperm whale dive profile, a hundred different source positions are chosen and plotted as shown in Figure 4.41. Since the hundred source positions are considered static, none Doppler effects are assumed (see page 51).

Figure 4.41: Typical Synthetic Source Dive Profile. The source tracking line follows a diagonal direction from left to right, covering a volume of approximately 800m$^3$.

Three array configurations, Square, Shifted-pair and Y-shape, in their two categories, short and long aperture respectively, are placed at the centre of the source tracking line
at the three-dimensional Cartesian coordinates (0, 0, -L). Thus when the source passes by, the range distance between array and source is not only the closest horizontal range but is also the deepest at the vertical range. The general specifications for each of the following experimental simulations on this section are shown in Table 4.17.

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Square</th>
<th>Y-shape</th>
<th>Shifted-pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length $A$</td>
<td>Short (L)</td>
<td>Long (16L)</td>
<td>Short (L)</td>
</tr>
<tr>
<td>Num. receivers $i$</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Receivers depth $r_d$</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Num. sources $S_V$</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 4.17: Source Tracking Simulation Specifications

4.10.2 Short-Square Array

The first array-configuration to be tested is the Short–Square array. As expected, most of its results are inaccurate. The circles in red represent all the source locations found within ±10m. The circles in green constitute all the inaccurate source-locations. The circles in blue are the receivers. The blue line corresponds to the synthetic source dive profile. From 100 source positions, only 2 are accurate. The rest of the source locations are found scattered around the synthetic tracking source line with a SRE that increases as the source descends to greater depths (Figure 4.42). The same source dive profile but with a variation on the azimuth angle is also attempted. The results are also totally inaccurate (Figure 4.43). Two additional attempts with completely different source dive profiles are also simulated. The first one is 300m less deep with a long descent and a short ascent. The second one has also a lower depth with a series of three consecutive short descents and ascents. Nevertheless, none of the source positions is located accurately for either the first or second scenarios (Figure 4.44). Once again, the inaccuracy of the short-square-array is proved, giving clear evidence of the useless capabilities of this array-configuration.
Figure 4.42: Effects of a Short-Square Array on a Source Dive Profile (a, b, c). The source locations are found scattered around the dive profile with a SRE that increases as the source descends to greater depths.

Figure 4.43: Additional simulations with a different azimuth angle (0°, 15°, 30°, 60°, 75°, 90°) produce inaccurate results.
Figure 4.44: Effects of a Short-Square Array on additional two Source Dive Profiles (2 & 3). None of the source positions is located accurately for either the second or third dive profile.

4.10.3 Short-Y-shape Array
The short-Y-shape array is 45% accurate (Figure 4.45). Although it is not able to locate the majority of the sources, it is able to track the dive profile with relative accuracy. This simulation also represents a noticeable result, since half of the synthetic sources positioned on deep ranges (~800m) are located within ±10m.

Figure 4.45 Effects of a Short-Y-shape Array on a typical Source Dive Profile. It offers 45% accuracy.
4.10.4 Short-Shifted-pair Array

The Short-Shifted-pair array is 35% accurate (Figure 4.46). This is 10% less accurate than the Y-shape array. Its major problem is found when it tracks shallow (60-200m) and deep (750m-800m) source positions. Nevertheless, since most of the inaccurate source locations are within ±30m, the array still is able to track the whole dive profile.

Figure 4.46 Effects of a Short-Shifted Array on a Source Dive Profile. It offers 35% accuracy.
4.10.5 Long-Square Array

Certainly, the Long-Square has a better performance than the short-Square. However, it is still under 80% accurate. It is able to locate 43% of the total source positions. Its major problem is found when it tracked source positions that are over the barrier of 300m depth. It is only when the source ascends to shallow waters that the array-configuration is able to track the dive profile once again (Figure 4.47).

Figure 4.47: Effects of a Long-Square Array on a Source Dive Profile. It offers 43% accuracy.
To show the inaccuracy of this array when the source travels on a broadside line to the pair of receivers, an additional source dive profile (green) is simulated, as shown in Figure 4.48.

Figure 4.48: Effects of a Long-Square Array tested with a second Source Dive Profile (green). When using a Square geometry, the broadside effects cause a complete uncertainty.

The results show complete inaccuracy when locating any source position along the dive profile. Although this scenario would rarely occur, because the source tends to vary its direction, this experimental simulation shows how inaccurate it could be if we were to rely completely on the results given by a square geometry.
4.10.6 Long-Y-shape Array

The Long-Y-shape array is found as the most accurate array configuration. 94% of the source positions are located with an accuracy of less than ±10m. That includes sources at depth positions of 800m that could be assumed as expecting inaccuracies. Figure 4.49 shows the great similitude between the accurate source locations (in red) and the source dive profile (in blue).

![3D view (XYZ)](image)

![Superior view (XY)](image)

![Depth view (XZ)](image)

Figure 4.49: Effects of a Long-Y-shape Array on a Source Dive Profile. It offers 94% accuracy.
To confirm that this array-configuration can be more accurate than the others, a second source dive profile (green), pointing at 90 degrees with respect the X-axis, is simulated, as shown in Figure 4.50.

![Diagram of array configuration](image)

**Figure 4.50:** Effects of a Long-Y-shape Array tested with a second Source Dive Profile (green). It offers 87% accuracy, showing that when using a Y-shape geometry the broadside uncertainties are minority.

On this second dive profile, the Long-Y-shape is able to find 87% of the source positions. As shown in previous sections, the Y-shape array is also accurate for locating sources on broadside positions.
4.10.7 Long-Shifted-pair Array

The Long-Shifted array is 82% accurate. Unlike the Short-Shifted array which is unable to locate sources at depth positions of 800m, the long array has a noticeable improvement. Figure 4.51 shows only two inaccurate source locations at such depth.

Figure 4.51: Effects of a Long-Shifted-pair Array on a Source Dive Profile. It offers 82% accuracy
A final simulation of a second source dive profile (green), pointing at 90 degrees with respect the X-axis, is also simulated to investigate the effect of the broadside conditions on the Long-Shifted-pair array (Figure 4.52).

![Diagram](image)

**Figure 4.52:** Effects of a Long-Shifted-pair Array tested with a second Source Dive Profile. It offers 72% accuracy, showing that when using a Shifted-pair geometry the broadside uncertainties are minority.

On this second dive profile, the Long-Shifted-pair is 72% accurate, 15% less accurate than the Y-shape. Nevertheless, it can be considered sufficiently accurate to track the entire dive profile. This also confirms that the broadside conditions have a minor effect on its accuracy performance.
4.10.8 Discussion

In general terms, these experimental simulations show that long aperture-arrays such as Y-shape and Shifted-pair can be accurate for locating sources within a volume of 800m$^3$. The use of a short-aperture reduces the chances of tracking all the source positions.

From the three array geometries, the Y-shape proves to be the most accurate. The short-square array configuration is certainly not recommended for use. A long-square array could be considered as only partially accurate for depth source ranges of up to 300m, not including any of the broadside positions to the pair of receivers. The Y-shape and shifted-pair arrays overcome the problem of broadside source locations and constitute recommendable array geometries to use when that occurs.

Although the course of the source dive profile may vary in a number of ways, the group of these exemplar simulations provides an insight to the reader that will help to foresee the effects associated with a particular array configuration while tracking a source dive profile.
4.11 Array Positioning-Error

The accuracy of source location also depends on the precision of the receiver positions [157, 158]. When deploying a linear towed array, the receiver elements suffer the effects of the vessel’s speed and manoeuvres variation. In geometric terms, it is said that the array suffers of an Offset-positioning-Error (OpE) and Angle-positioning-Error (ApE). To investigate the performance of each array-geometry, synthetic OpE and ApE is introduced in each receiver-position on the Cartesian plane XY and modelled by using the Matlab simulator. The synthetic positioning-error is introduced in the Shifted-pair and the Y-shape geometries only. Square and trapezium are not included, because their lack of accuracy exists already, even though non positioning-error is assumed. The general simulation specifications are shown in Table 4.18.

<table>
<thead>
<tr>
<th>Array Positioning-Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
</tr>
<tr>
<td>Num. receivers</td>
</tr>
<tr>
<td>Num. sources</td>
</tr>
<tr>
<td>Horizontal Range</td>
</tr>
<tr>
<td>Depth Range</td>
</tr>
<tr>
<td>Short (L)</td>
</tr>
</tbody>
</table>

Table 4.18: Simulation Specifications with Array Positioning-Error

4.11.1 Offset-Positioning-Error (OpE)

A progressive and identical increase of synthetic OpE is introduced to each of the receiver elements until the array becomes inaccurate to locate more than the 80% of the source positions with a SRE of less than ±10m.

For values of \( OpE < \pm 30m \), both array geometries remain accurate. However, for values of \( OpE \geq \pm 30m \), both geometries start to present inaccuracies when locating all the source positions. Figure 4.53 shows the different array positions on the plane XY when adding three different OpE values (±10m, ±20m and ±30m) respectively to a fixed shifted-pair array located on the Cartesian coordinates (0,0).
Shifted-pair Superior view of a Towed Array

Figure 4.53: Different scenarios of a Towed Shifted-pair Array with OpE (0 to ±30m) on XY axes

Figure 4.54: Effects of ±30m OpE on the performance of a Shifted-pair array. 60% accurate (SRE<±10m)
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Y-shape Superior view of a Towed Array

Figure 4.55: Different scenarios of a Towed Y-shape-pair Array with OpE (0 to ±30m) on XY axes

Figure 4.56: Effects of ±30m OpE on the performance of a Y-shape array. 15% accurate (SRE< ±10m)
Figure 4.54 shows the performance of the array when a value of ±30m $OpE$ is added to each quadrant of the Cartesian plane. In each case, the array is 60% accurate (SRE < ±10m), being 40% inaccurate (±10m ≤ SRE < ±30m) for source positions found on the offset area. Figure 4.55 shows the several Y-shape array positions for $OpE$ values of ±10m, ±20m and ±30m respectively. Unlike the shifted-pair, the Y-shape array shows a major inaccuracy on its performance (Figure 4.56). It is only 15% accurate (SRE < ±10m) and being 85% inaccurate (±10m ≤ SRE < ±30m) for source positions found on the offset area.

In summary, the shifted-pair array has a better performance when $OpE$ is present. Receiver positions with $OpE$ precision values of ±0.5m, ±10m, and ±20m could be ignored if a tolerance SRE of less than ±10m is accepted.

### 4.11.2 Angle-Positioning-Error (ApE)

Three common scenarios are simulated. The scenarios are classified into three types. Scenario A occurs when the vessel is moving in a straight line. Scenario B occurs when the vessel is turning to port (left). Scenario C occurs when the vessel is turning to starboard (right) (Figure 4.57).

![Figure 4.57: Three Different Scenarios of a Towed Array](image_url)
In the three scenarios, the vessels manoeuvre is the main cause of an *Angle-positioning-Error (ApE)* when towing a linear array. The angle referred to is the angle created between the vessel and each linear array as shown in Figure 4.58a. For a static scenario in which the linear arrays do not swing, the angle is 0°, but in a real scenario the array may swing up to an angle of 90°. The distance between vessel and the first receiver position is twice the distance separation of the receivers (2L) (Figure 4.58b).

Experimental simulations with ApE from 0° to 90° in increments of 5° for each different scenario are performed. Figures 4.59 to 4.61 show the results obtained for each scenario when a towed *Shifted-pair* array is deployed.

Scenario S-A shows a vessel moving in a straight line. When this occurs, it has the tendency to cause the linear arrays to swing up to 90° as the worst case (Figure 4.59). The greater the ApE, the less accurate the array-geometry becomes to locate a source position. For instance, if both arrays swing up to no more than 25°, the shifted-pair array remains, having a lower SRE of less than ±10m. However, if the ApE reaches 70° and more, the array becomes completely inaccurate (SRE> ±500m).

Scenario S-B has been divided into three sub scenarios: S-B1, S-B2 and S-B3 (Figure 4.60). S-B1 shows a typical scenario of a vessel turning to port side with both linear arrays swinging simultaneously at the same angle. The source range accuracy is limited to less than ±30m, when turning with an angle of 45°. After that, the array geometry becomes less accurate and the SRE is bigger than ±120m. Scenario S-B2 shows a vessel turning to port side with the port linear array fixed and the starboard linear array swinging. The SRE is increased when turning with an angle range of 25° to 35° because of the overlapping of both linear arrays on the same axis. Then the SRE is
reduced to less than ±30m. Scenario S-B3 shows a vessel turning to port side with the port linear array swinging and the starboard linear array fixed. Unlike S-B2, the linear arrays never overlap within them, and the source range accuracy is limited to less than ±30m when turning with an angle of 60°. Its performance is better than that of scenarios S-B1 and S-B2.

Scenario S-C has been divided into three sub scenarios: S-C1, S-C2 and S-C3 (Figure 4.61). S-C1 shows a typical scenario of a vessel turning to starboard with both linear arrays swinging simultaneously at the same angle. The source range accuracy is limited to less than ±30m when turning with an angle of 35°. After that, the array geometry becomes less accurate with a SRE no bigger than ±120m. Scenario S-C2 shows a vessel turning to starboard with the port linear array fixed and the starboard linear array swinging. The SRE remains at less than ±30m until the vessel turns with an angle of 75°. Then, the source range accuracy is limited to less than ±120m. Finally, scenario S-C3 shows a vessel turning to starboard with the port linear array swinging and the starboard linear array fixed. An SRE of less than ±30m is limited to an ApE of 20° only. Then as the port linear array gets closer to the starboard linear array, the SRE increases to ±120m, reaching a maximum peak range error of ±120m to ±500m.

**Figure 4.59:** Scenarios with a Shifted-pair Array Towed to a Vessel Moving in a Straight Line
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Shifted-pair

Vessel Turning to Port side

Scenario S-B1

Port and Starboard Linear Array Swinging

Scenario S-B2

Port Linear Array Static

Scenario S-B3

Starboard Linear Array Static

Figure 4.60: Scenarios with a Shifted-pair Array Towed to a Vessel Turning to Port
Figure 4.61: Scenarios with a Shifted-pair Array Towed to a Vessel Turning to Starboard
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Y-shape Vessel Moving in a Straight Line

Scenario Y-A1

Middle Linear Array Fixed @ 0°

Scenario Y-A2

Port and Starboard Linear Arrays Fixed @ 0°

Scenario Y-A3

Port and Starboard Linear Arrays Fixed @ 20°

Figure 4.62: First series of scenarios with Y-shape Array Towed to a Vessel Moving in a Straight Line
Figure 4.63: Second series of scenarios with Y-shape Array Towed to a Vessel Moving in a Straight Line

Scenario Y-A4: Port and Starboard Linear Arrays Fixed @ 45°

Scenario Y-A5: Port and Starboard Linear Arrays Fixed @ 70°

Scenario Y-A6: Port and Starboard Linear Arrays Fixed @ 90°
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Figure 4.64: Scenarios with a Y-shape Array Towed to a Vessel Turning to Port
Figure 4.65: Scenarios with a Y-shape Array Towed to a Vessel Turning to Starboard
Figures 4.52 to 4.65 show the results obtained for each scenario when a towed Y-shape array is deployed from a vessel. Unlike the shifted-pair array, the towed deployment of a Y-shape array requires at least three linear arrays, known as port, middle and starboard respectively. Also, unlike the shifted-pair array, the possible number of scenarios with three linear arrays is bigger than would happen with two. Therefore, scenario Y-A has been divided into six sub scenarios and scenarios Y-B and Y-C into three sub scenarios respectively, a total of 12 different scenarios.

Scenario Y-A1 shows a vessel moving in a straight line, with the port and starboard linear arrays swinging and the middle linear array fixed (Figure 4.62). The source range accuracy is limited to less than ±30m if both arrays swing up to no more than only 5° $ApE$. Then, when the swinging over takes the 25° $ApE$, the SRE becomes bigger than ±120m. Scenario Y-A2 shows an opposite scenario: a vessel moving in a straight line, but with both side linear arrays fixed at 0° and the middle array swinging from one side to the other (Figure 4.62). The source range accuracy is limited to less than ±30m if the middle linear array swings up to no more than 10° $ApE$ at any side. However, when the middle linear array swings with an angle equal to 30° $ApE$ or more, the array becomes completely inaccurate (SRE> ±500m). Scenario Y-A3 shows a scenario similar to that of Y-A2 but with both side linear arrays fixed at 20° (Figure 4.62). In such a scenario, the performance of the array is affected with an SRE range of ±30m to ±120m when the middle linear array swings up to 25° $ApE$. Then, when the middle linear array swings further and overlaps one of the side linear arrays, the array becomes completely inaccurate (SRE> ±500m).

Scenario Y-A4 shows both side linear arrays fixed at 45° (Figure 4.63). In such a scenario, the performance of the array is affected extremely - more than in Y-A3 with an SRE bigger than ±120m when the middle linear array swings up to 45° $ApE$. Scenarios Y-A5 and Y-A6 show both side linear arrays fixed at 70° and 90° respectively, and the middle array swinging from one side to the other (Figure 4.63). Both scenarios are completely inaccurate (SRE> ±500m) for any swinging angle of the middle linear array.

Scenario Y-B1 shows a vessel turning to port side with both side linear arrays fixed at 20° and the middle array swinging from one side to the other (Figure 4.64). The source
range accuracy is limited to less than ±30m only when the swinging of the middle linear array is found within an angle range of 10° to 25° ApE on the port side. Outside of such an angle range, the array becomes less accurate. Scenario Y-B2 shows both side linear arrays fixed at 45° (Figure 4.64). A SRE of less than ±30m is found when the middle linear array swings within an angle range of 40° to 50° ApE on the port side. Outside of such an angle range, the array becomes less accurate. Scenario Y-B3 shows both side linear arrays fixed at 70° (Figure 4.64). An SRE of less than ±30m is found when the middle linear array swings within an angle range of 65° to 70° ApE on the port side. Outside of such an angle range, the array becomes less accurate.

Scenarios Y-C1, Y-C2 and Y-C3 show a vessel turning to starboard side with both side linear arrays fixed at 20°, 45° and 70° respectively and the middle array swinging from one side to the other. Since the three scenarios are exactly a reflection of scenario Y-B because of the geometric symmetry, the simulations reflect exactly the same results in an inverse way, as shown in Figure 4.65.

In summary, the shifted-pair array offers a higher performance of accuracy (SRE < ±30m). It is able to reach up to 65° ApE when the vessel moves in a straight line, up to 45° ApE when the vessel turns to port side and up to 35° ApE when the vessel turns to starboard. A lower performance comes only when both linear arrays overlap each other. In an ideal scenario, in which each linear array would move with the same angle simultaneously, the performance of the Y-shape geometry would be superior to that of any other geometry. Nevertheless, in a more realistic scenario, when the array geometry is distorted or is away from symmetry, the Y-shape array breaks down. It is more sensitive in its performance to the changes in the angle positioning error.

These simulations help as a metric to measure the sensitivity of each of the array geometries when common scenarios occur. The results are also applicable in different conditions when the array is exposed to aberrations caused by the ocean (e.g. currents). The following section discusses how changes on the depth-position of the receivers are also significant.
4.11.3 Array Depth-Motion

The ocean is never static; submarine currents, turbulence caused by propellers, and the speed of boats are among the most common causes of array depth-motion. The disturbance on each receiver position may generate significant errors in source range estimation.

For matters of simplicity, all the receivers from previous simulations have been positioned at the same depth or on the same plane. On a planar array, the angle of elevation for each of the hyperboloids never changes, because each of the pairs of receivers is found at the same depth. However, when at least one of the receivers changes its depth-position, the geometric scenario becomes volumetric with direct effects on source range estimation.

To investigate the effects of array depth-motion for one or more elements of the array, a series of experimental simulations using volumetric arrays is performed. The Y-shape with four elements was chosen as the exemplar geometry (Figure 4.66). The general specifications for the following series of experimental simulations are shown on Table 4.19. Because the source depth-position has a minimum depth range of 8L (60m), the range depth-position for each of the receivers is set within L (7.5m) and 6L (45m). A graphical representation of that scenario is shown in Figure 4.67.

<table>
<thead>
<tr>
<th>Volumetric Y-shape Array</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
<td>$A$</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>$i$</td>
</tr>
<tr>
<td>Pair of receivers</td>
<td>(1,2) (1,3) (1,4)</td>
</tr>
<tr>
<td>Num. sources</td>
<td>$S_V$</td>
</tr>
<tr>
<td>Horizontal Range</td>
<td>$R_H$</td>
</tr>
<tr>
<td>Depth Range</td>
<td>$R_D$</td>
</tr>
</tbody>
</table>

Table 4.19: Simulation Specifications with Array Depth-Motion

Figure 4.66: Y-shape Array Geometry
Figure 4.67: Array Depth-Motion scenario

<table>
<thead>
<tr>
<th></th>
<th>ONE receiver</th>
<th>TWO receivers</th>
<th>THREE receivers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R₁</td>
<td>R₂</td>
<td>R₃</td>
</tr>
<tr>
<td>A.</td>
<td>6L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>B.</td>
<td>L</td>
<td>6L</td>
<td>L</td>
</tr>
<tr>
<td>C.</td>
<td>L</td>
<td>L</td>
<td>6L</td>
</tr>
<tr>
<td>D.</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>E.</td>
<td></td>
<td>L</td>
<td>6L</td>
</tr>
<tr>
<td>F.</td>
<td></td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

Table 4.20 Combination of Different Experimental Simulations by varying the Depth-Position of ONE, TWO, and THREE receivers.
Table 4.20 shows the possible number of depth-motion combinations that the four receivers can have.

The first series of combinations include the depth-motion of only one receiver. These are divided into four different scenarios: A, B, C and D. The second series includes the depth-motion of two receivers at the same depth and are divided into six different scenarios: A, B, C, D, E and F. The third and last series include the depth-motion of three receivers with four different scenarios: A, B, C and D.

Figure 4.68 shows four scenarios with array depth-motion in one receiver. It results in three accurate scenarios B, C, and D, and one inaccurate scenario, A. Scenario A presents the inaccuracies with the depth-motion of R1 to 6L (45m). That behaviour is also reasonable if we notice that on this scenario the three pairs of receivers have the same elevation angle, which has a direct effect on the geometric intersection between them. Scenarios B, C, D relate the accuracies with the fixed depth-motion of R1 at 7.5m (L). For each simulation there is only one of the hyperboloids with an elevation angle different than zero. Scenario A has an elevation angle on pairs R12, R13, and R14; scenario B on pair R12; scenario C on pair R13; and scenario D on pair R14.

Figure 4.69 shows six scenarios with array depth-motion in two receivers. Its results are accurate for the scenarios D, E and F; and inaccurate for the scenarios A, B, and C. Once again, the two accurate scenarios are related to the fixed depth-motion of R1 at L (7.5m). The three inaccurate scenarios are related to the depth-motion of R1 at 6L (45m). All the scenarios include two pairs of receivers with an elevation angle different from zero. Scenario A has an elevation angle on pairs R13 and R14; scenario B on pairs R12 and R14; scenario C on pairs R12 and R13; scenario D on pairs R12 and R13; scenario E on pairs R12 and R14; and scenario F on pairs R13 and R14.

Figure 4.70 shows four scenarios with array depth-motion in three receivers. Its results are partially accurate for the scenario D, and inaccurate for the scenarios A, B and C. The scenarios A, B and C relate their inaccuracies to the depth-motion of R1 at 6L (45m). Scenario D relates its inaccuracies to the angle elevation of the three pair of receivers. Scenario A has one elevation angle on pair R14; scenario B on pair R13; scenario C on pair R12; and scenario D on pairs R12, R13, and R14.
Figure 4.68: Four scenarios with depth-motion in ONE receiver (yellow). Notice that the scenario A, which has the receiver reference ($R_1$) at a greater depth (6L), is the most sensitive to the effects of the array depth-motion.
Figure 4.69: Six scenarios with depth-motion in TWO receivers (yellow). Scenarios A, B and C with the
receiver reference (R₁) at a greater depth (6L) suffer of inaccurate variations.

A. 6L-6L-6L-L  B. 6L-6L-L-6L  C. 6L-L-6L-6L  D. L-6L-6L-6L

![Scenarios A, B, C, and D](image)

**Figure 4.70:** Four scenarios with depth-motion in THREE receivers (yellow). Notice that is only the scenario D with the receiver reference (R₁) at a fixed depth (L) that results partially accurate. Scenarios A, B, and C result inaccurate in several bearings.

Table 4.21 shows the total number of possible receiver depth-combinations. There are six possible accurate combinations. The first three relate to the depth-motion of only one receiver. The following three relate to the depth-motion of two receivers. None of the simulations results is accurate when a depth-motion of three receivers is assumed. It is worth noting that there is no inaccuracy when all the receivers have a depth-motion below 4L (30m), no matter their combination. However, bearing inaccuracies result when the reference receiver R₁ has a depth-motion greater than 4L (30m).
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Array Depth-Motion

<table>
<thead>
<tr>
<th>No</th>
<th>R₁</th>
<th>R₂</th>
<th>R₃</th>
<th>R₄</th>
<th># Receivers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>L</td>
<td>6L</td>
<td>L</td>
<td>L</td>
<td>1</td>
</tr>
<tr>
<td>2.</td>
<td>L</td>
<td>L</td>
<td>6L</td>
<td>L</td>
<td>1</td>
</tr>
<tr>
<td>3.</td>
<td>L</td>
<td>L</td>
<td>L</td>
<td>6L</td>
<td>1</td>
</tr>
<tr>
<td>4.</td>
<td>L</td>
<td>6L</td>
<td>6L</td>
<td>L</td>
<td>2</td>
</tr>
<tr>
<td>5.</td>
<td>L</td>
<td>6L</td>
<td>L</td>
<td>6L</td>
<td>2</td>
</tr>
<tr>
<td>6.</td>
<td>L</td>
<td>L</td>
<td>6L</td>
<td>6L</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.21: Summary of the Accurate Combinations for Array Depth-Motion

To consider a more realistic scenario of a towed array with three lines, Figure 4.71 shows a diagram of a Y-shape array towed by a boat. R₂ is towed by a first line; R₁ and R₄ by a second line; and R₃ by a third line. If that scenario is implemented, the number of possible receiver depth-combinations of Table 4.21 would decrease to only three, as shown in Table 4.22.

Figure 4.71: Towed array of three lines for a Y-shape geometry

Towed Y-Array Depth-Motion

<table>
<thead>
<tr>
<th>No.</th>
<th>R₁</th>
<th>R₂</th>
<th>R₃</th>
<th>R₄</th>
<th># receivers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>L</td>
<td>6L</td>
<td>L</td>
<td>L</td>
<td>1</td>
</tr>
<tr>
<td>2.</td>
<td>L</td>
<td>L</td>
<td>6L</td>
<td>L</td>
<td>1</td>
</tr>
<tr>
<td>3.</td>
<td>L</td>
<td>6L</td>
<td>6L</td>
<td>L</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4.22: Accurate Combinations for Array Depth-Motion of a Towed Y-shape Array.

In summary, to ensure accurate source locations with a Y-shape deployment on a towed array, a maximum receiver depth-motion of 6L from either R₂ or R₃ (or both) would be considered accurate. A maximum receiver depth-motion of 4L is conditioned only if the deployment of the middle line (R₁-R₄) is found at inferior depths to the other two towed lines (R₂ and R₃).
4.11.4 Gaussian Array Depth-Motion

The Matlab simulator is able to generate a Gaussian array depth-motion. It is given by computing the probability distribution of each receiver depth-position. The Gaussian (normal) distribution equation [129] used is

$$\rho(x) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{x^2}{2\sigma^2}}$$  \hspace{1cm} (4.4)

where

- $x$ is the media of several measurements of the receiver depth-motion
- $\sigma$ represents its standard deviation.

The simulator takes an exemplar minimal number of a hundred random depth-positions for each receiver and calculates their Gaussian distribution. The result is a complete new receiver-array with different depth-positions. Table 4.23 shows the receiver positions of two simulations with Gaussian array depth-motion added to a Y-shape and Shifted-pair planar-arrays with an initial depth of L (7.5m). The array simulations use the same specifications as those shown in Table 4.19.

<table>
<thead>
<tr>
<th>Synthetic Array Depth-Motion</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1</td>
</tr>
<tr>
<td>A.</td>
</tr>
<tr>
<td>B.</td>
</tr>
</tbody>
</table>

Table 4.23: Gaussian Array Depth-Motion Simulation Specifications.

These two random scenarios of Figure 4.72 confirm the results of the previous section. The result from scenario A is completely accurate, because the reference receiver R1 has the lowest depth-motion. The result of scenario B is partially accurate, mainly for two reasons. First, R1 is not the receiver with the lowest depth-motion. Secondly, R2 is greater than 4L.

In Figure 4.73 the results are exaggerated. None of the scenarios gave accurate results for the Shifted-pair. However, as happens with the Y-shape, the inaccuracy of scenario B is greater than that of scenario A.
Since different receiver depth-positions may offer a wide variety of scenarios, the previous simulations highlight the significance of the positioning-error when deploying an array-configuration.
4.12 Discussion and Summary

This chapter has introduced the general concept of array-configurations and its direct effects on source range estimation. It also provides a compilation of practical suggestions to consider before the deployment of a hydrophone array, assuming a highly idealized scenario.

The number of receivers, the geometry and the aperture between each pair of elements are among the most important features of an array-configuration. Four receivers are sufficient to give a desirable range and bearing, including azimuth and elevation angles. Although theoretically more receivers will improve the error in source range estimation, the other most important factor is the array geometry.

Depending on the number of elements, each array configuration can have a vast number of possible combinations, resulting in different geometries (e.g. square, trapezium, triangular, shifted-pair, and Y-shape) and apertures. The choice of different pair combinations becomes redundant, having a minor effect on source range estimation of the array geometry chosen. The concept of aperture is based on the minimal distance separation ($L$) of two elements to receive the lowest frequency produced by a Sperm whale. Assuming acoustic plane wave propagation in a homogeneous medium, $L$ is 7.5 metres. The notation in this thesis is that a short-aperture is defined as have a distance separation equivalent to $L$. A long-aperture is defined with a length of $16L$. The receivers can be arranged either on a planar or in a volumetric array.

On a planar array, all the elements are deployed along a two-dimensional plane, assuming a static receiver positioning. Planar geometries find it difficult to give a completely accurate depth-source range, mainly because of the nature of the hyperboloid geometric surface. Nevertheless, the use of long apertures improves the accuracy of the depth-source range in most of the geometries. Although the number of choice of pair-combinations increases with the number of receivers, it was shown that the choice of pair combinations with four receivers has a minor effect on source range estimation in the majority of the array geometries.
In a volumetric array, the elements are deployed along a three-dimensional plane, assuming a variable receiver depth-motion. Not all the possible receiver depth-combinations produce accurate results. The choice of one receiver, as a reference deployed at the lowest possible depth, improves the accuracy when a volumetric array is used.

As mentioned before, the clearest result of these experimental simulations is that the source range estimation improves with longer apertures. However, if the ratio of range to size aperture for each array configuration is measured, it is found that such a ratio decreases for longer apertures as a result of the hyperbolic localisation error caused by the small angle between the intersections of hyperbolic surfaces. Therefore, lengthening the aperture array may be one solution to enable the assessment of a more distant source. However, in reality, this implies a more complicated deployment [150].

The square geometry is able to reach sources at a relatively long distance, depending on its aperture. This geometry is not completely accurate, owing to the inaccuracies that appear when the source is positioned on broadside to one of the receiver-pairs of the array. It also finds it difficult to locate sources at depths greater than 8L. It constitutes a non-recommended geometry for deployment.

The Y-shape array represents a simple geometry with four elements, which provides accurate source locations for longer and deeper ranges. It does not have any of the broadside inaccuracies that the square geometry has. It only becomes inaccurate when the source lies out of its range location. The Y-shape geometry is also accurate when locating sources at a greater horizontal and depth range than the square geometry does. It also proved to be the most accurate for a typical Sperm whale dive profile. The long Y-shape array constitutes a configuration recommended for use in source locations found within a volume of 800m³. In towed deployments, the Y-shape array shows a minimal loss in performance only when the array geometry is able to keep its symmetry. Nevertheless, if the geometry is seriously distorted, it performs poorly. If an array depth-motion is assumed, a maximum receiver depth-motion of 4L is conditioned to receivers R₁ and R₄ only if their depth-position is less deep than the receivers R₂ and R₃.
The trapezium array constitutes a non-recommendable geometry to deploy. It resulted in most cases being inaccurate. The broadside condition is always present. The triangle array is accurate only for shallow sources (i.e. 60m) with short horizontal ranges (i.e. 60m). The shifted-pair geometry has the advantage of reaching deep source ranges (64L) when using a long aperture array. Its towing deployment is easy and simple. It also proves to be less sensitive in its performance when the angle (ApE) positioning-error increases and the vessel either moves in a straight line or turns to port or starboard.

Table 4.24 shows an ultimate summary of the array geometries, shifted-pair and Y-shape. This table is similar to the one shown before (see Table 4.15). A subjective score (from 0 to 10) is given to each geometry. The new metric values are based on 100% accuracy for tracking a dive profile with an offset-positioning-error (OpE) of ±30m, and when an array is towed by a vessel moving in straight line, with a delta angle-positioning-error (ApE) of 90°. The Shifted geometry has the highest score. Assuming its higher performance and simplicity when it is towed from a vessel, it may constitute the best choice. The Y-shape geometry still constitutes the most accurate geometry in terms of reaching longer source ranges and tracking a dive source profile. However, when its symmetry is seriously distorted by OpA or ApE, it ceases to be the most accurate.

<table>
<thead>
<tr>
<th></th>
<th>Y-shape</th>
<th>Score</th>
<th>Shifted-pair</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>RH Long</td>
<td>32L</td>
<td>10</td>
<td>16L</td>
<td>5</td>
</tr>
<tr>
<td>RH Short</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
</tr>
<tr>
<td>RD Deep</td>
<td>32L</td>
<td>5</td>
<td>32L</td>
<td>5</td>
</tr>
<tr>
<td>RD Shallow</td>
<td>8L</td>
<td>10</td>
<td>8L</td>
<td>10</td>
</tr>
<tr>
<td>Dive Profile</td>
<td>45%</td>
<td>4.5</td>
<td>35%</td>
<td>3.5</td>
</tr>
<tr>
<td>OpA (±30m)</td>
<td>15%</td>
<td>1.5</td>
<td>60%</td>
<td>6</td>
</tr>
<tr>
<td>ApE (Δ90°) straight line</td>
<td>Δ5°</td>
<td>0.6</td>
<td>Δ65°</td>
<td>7.2</td>
</tr>
<tr>
<td>Score</td>
<td>5.9</td>
<td>6.7</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 4.24: Ultimate Summary Table on the Accuracy of Array Optimization

This chapter constitutes an initial study of array optimization using a geometric hyperbolic localisation algorithm and assuming a highly idealized scenario. The following chapter discusses in detail the effects associated with a non-homogeneous medium.
Chapter 5
Non-Homogeneous Medium

Chapter five investigates the variables associated on a non-homogeneous medium. Simulation data (TDOAs) are generated through an acoustic propagation model that takes into account the Sound Speed Profile (SSP). In the previous chapter, all the simulations focused on a homogeneous and idealistic medium, where it is said that the sound travels in a straight line. In this chapter, the hyperbolic algorithm is integrated in a more realistic scenario, where the sound bends as a result of refraction.

Since the hyperbolic algorithm is not designed to work on a non-homogeneous medium, inaccurate results are expected. Nevertheless, as discussed in previous chapters, the majority of people use these localisation techniques on natural environments where the sound speed is not constant. This chapter discusses the 3D geometric hyperbolic algorithm array-accuracy and its associated effects when the non-homogeneous medium is included.

5.1 Acoustic Propagation Model

The study of sound propagation in the ocean is fundamental to the understanding of all other underwater acoustic phenomena. Chapter three presented a synthesis of the basis of the underwater modelling. To include the effects of a non-homogeneous medium into the source range estimation, an integration of the output data of the acoustic propagation model into the 3D geometric hyperbolic algorithm is necessary.

5.1.1 Model Integration

The synthetic data constitutes the main input variables needed for both scenarios: homogeneous and non-homogeneous. These variables include the synthetic source position and array-configuration. While only a constant sound speed is needed to represent a homogeneous medium, the sound speed profile is an essential input variable for the acoustic propagation model into a non-homogeneous medium. Since the hyperbolic technique relies on the TDOA to create the different number of
hyperboloids, a new set of TDOA_{ssp} is obtained from the acoustic propagation model. A basic diagram of the acoustic propagation model integration into the hyperbolic algorithm is shown in Figure 5.1.

![Diagram of acoustic propagation model integration into a non-homogeneous medium.](image)

**Figure 5.1** Generation of Simulation Data. Basic diagram of the acoustic propagation model integration of the hyperbolic algorithm into a non-homogeneous medium.

### 5.1.2 Sound Speed Profile (SSP)

The acoustic path from the source to the receiver may pass through a range of different sound speeds. Most of the experimental simulations correspond to one sound speed profile used. However, to validate those results, some experimental simulations are chosen and tested with two additional sound speed profiles. These profiles correspond to data gathered in the Gulf of Mexico 2003 by Dr. Douglas Biggs from the University of Texas [64, 65]. However, since our vocalising source scenario reaches a depth of 800m as average [2], the profiles chosen are limited to negative sound speed gradient, as shown in Figure 5.2. The sound speed in blue (SSP1) corresponds to that most used in the experimental simulations. The one in yellow (SSP2) has the highest variation of sound speed, being particularly extreme at shallow waters less than 100m in depth. The profile in red (SSP3) is the one with the lowest variation of sound speed.
5.1.3 Bellhop Model

Because each medium has its own features that make it quite particular, is impossible to use only one model to represent the general properties of the ocean. However, since the author’s aim focus is on a particular environment where the Sperm whale lives, Bellhop ray model [88] is considered as the most convenient model to simulate similar underwater sound propagation conditions in the sea. Occasionally a mixture of the models is used. Such combined techniques are referred to as hybrid approaches. Although ray-tracing techniques are theoretically applicable to fully range-dependent (3D) problems, they are rarely implemented as such.

Bellhop differs from standard ray models in using a robust variant of Gaussian beam tracing, which is a technique especially attractive for high-frequency (>500 Hz). In comparison to standard ray tracing, the method has the advantage of being free of certain ray-tracing artefacts, such as perfect shadows and infinitely high energy at caustics (Figure 5.3). Several informal attempts have been made to smooth the ray-tracing results by taking into account the inherent variation of the medium, thus achieving an answer which more closely resembles reality.
Basically, the model consists of approximating a given source by a fan of beams and tracing the propagation of these beams through the medium. The quantities of interest are then computed at a specified location by summing the contributions of each of the individual beams [80]. The approach is based on the idea that a ray should be considered as a statistically varying curve with Gaussian statistics. This leads informally to associating a Gaussian intensity distribution with each ray. The ray then becomes the central ray of the Gaussian beam. The Gaussian beam is given an initial beam width and curvature at the source point, but is allowed to expand and contract or change curvature as it propagates away from the source [61].

With regard to efficiency, the Bellhop model is actually set up internally to do a full range-dependent ray trace while it allows only for a range-independent input structure as in the case of the sound speed profile. Bellhop works by assuming an initial fan of beams, each with a Gaussian intensity profile. The signal at a receiver is calculated by summing the contributions of all beams that pass close enough to the receiver to produce a non-negligible signal. The result is several times of arrival (TOAs) with slightly different delays but with very different amplitudes. These are used to compute the new set of TDOA_{SSP}. The highest amplitude arrival will be from the beam that has passed closest to the receiver. The more beams the user specifies, the closer he will get to the eigenray solution. The environment treated consists of an acoustic medium with water column sound speed that depends on depth. Although Bellhop can optionally be run with a bathymetry file, this option is not always used for scenarios with greater depths [88].
5.1.4 Modelling Settings

The Bellhop model is modelled by an underwater acoustic propagation modelling algorithm called AcTUP V1.6 [180]. It runs under Matlab and was written by Alec Duncan from the Centre for Marine Science and Technology at Curtin University of Technology. Matlab scripts, developed by the author of this thesis, were also used. AcTup V1.6 provides a uniform, menu-based user interface for running different models and plotting the results. Among the main input variables to include in the model are:

- source vocalising average frequency (Hz)
- source directionality angles (degrees)
- number of beams, receiver depths (m)
- horizontal range (m)
- sound speed profile (SSP)

For a detailed description of the acoustic propagation Graphical Interface User (GUI), see the Appendix C.2 To simulate a non-homogeneous scenario favourable for our target (sperm whale), the following assumptions are considered:

- No bathymetry is included. Cetaceans like sperm whales are used to diving in deep waters where the sea bottom has little effect on the sound propagation.
- An average source frequency of 14 kHz is used because of its very high energy, according to a typical PSD for sperm whale (see Table 4.8).
- Omni-directional receivers.
- Typical sound speed profiles of 800m of depth are used.
5.2 Experimental Modelling for a Hyperbolic Algorithm

By using the new data (TDOA_{SSP}) as an input into the same geometric hyperbolic algorithm (used in chapter four), a new group of experimental simulations is the result. A comparison of the effects associated with the two mediums (homogeneous and non-homogeneous) on the array-accuracy to solve the source range problem is analysed through a series of simulations. Square and Y-shape array configurations are used again.

The technical specifications for the array configurations and synthetic source positions are shown in Tables 5.1 and 5.2. They are exactly the same as those shown in chapter four (see Table 4.4).

<table>
<thead>
<tr>
<th>Depth Range</th>
<th>Horizontal Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>8LR_D</td>
<td>LR_H 2LR_H 4LR_H 8LR_H 16LR_H 32LR_H 64LR_H</td>
</tr>
<tr>
<td>16LR_D</td>
<td>LR_H 2LR_H 4LR_H 8LR_H 16LR_H 32LR_H 64LR_H</td>
</tr>
<tr>
<td>32LR_D</td>
<td>LR_H 2LR_H 4LR_H 8LR_H 16LR_H 32LR_H 64LR_H</td>
</tr>
<tr>
<td>64LR_D</td>
<td>LR_H 2LR_H 4LR_H 8LR_H 16LR_H 32LR_H 64LR_H</td>
</tr>
</tbody>
</table>

Table 5.1: Synthetic source values of RH and RD used for the experimental simulations

<table>
<thead>
<tr>
<th>Array-Configuration</th>
<th>n = {0, 1, ..., 7}</th>
<th>m = {3, 4, ..., 6}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aperture length</td>
<td>A Short (L)</td>
<td>Long (16L)</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>i 4</td>
<td>4</td>
</tr>
<tr>
<td>Receivers depth</td>
<td>r_d L</td>
<td>L</td>
</tr>
<tr>
<td>Num. sources</td>
<td>S_v 100</td>
<td>100</td>
</tr>
<tr>
<td>Horizontal Range</td>
<td>R_H 2^nL</td>
<td>2^nL</td>
</tr>
<tr>
<td>Depth Range</td>
<td>R_D 2^mL</td>
<td>2^mL</td>
</tr>
</tbody>
</table>

Table 5.2: Experimental Specifications for two Array-Configurations
5.2.1 Short Aperture

The first series of experimental simulations uses a short-aperture. The first array configuration to be tested is the Square-array. The result is a complete number of inaccurate results for any of the horizontal and depth ranges shown in Table 5.3.

<table>
<thead>
<tr>
<th>Homogeneous</th>
<th>Non-Homogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_H$</td>
<td>$R_D$</td>
</tr>
<tr>
<td>8L</td>
<td>O</td>
</tr>
<tr>
<td>16L</td>
<td>O</td>
</tr>
<tr>
<td>32L</td>
<td>O</td>
</tr>
<tr>
<td>64L</td>
<td>O</td>
</tr>
</tbody>
</table>

O Inaccurate 80% SRE > ±10m
● Partially Accurate 80% SRE < ±10m
● Accurate 100% SRE < ±10m

Table 5.3: Summarised table of the results correspondent to a Short-Square-Array

For instance, Figure 5.4 shows a horizontal source range of 16L and depth range of 8L. The experimental simulation on the left side corresponds to a homogenous medium. On the right side and in a square box, the same experimental simulation including a non-homogeneous medium is presented. The difference is clearly noticeable.

The square array inaccuracies cover a wider area in a non-homogeneous medium. In a homogeneous scenario, the accurate bearings (blue) cover 74% of the total source positions. However, when the non-homogeneous medium is present, the accuracy is
reduced to only 6% of the total source positions. Even if the threshold of ±10m could be increased to less than ±120m, as shown with the bearings in yellow and green, the array would still be considered to be inaccurate.

The rest of the short-aperture simulations present characteristics very similar to the one above. When using a short aperture array, the small range of TDOA values (±5ms) is affected by the minor change of new conditions in the non-homogeneous medium. The result is a new group of TDOASSP that do not generate the correct results.

In summary, the use of square arrays with short-aperture in a non-homogeneous medium will always have negative effects on the accuracy of source range estimation.

The second array configuration to be tested is the Y-shape array. In a way similar to that of the square array, deploying a short-aperture array in a non-homogeneous medium results in inaccurate source locations. Table 5.4 presents a summary and a comparison of the results obtained in the two scenarios: homogeneous and non-homogeneous.

<table>
<thead>
<tr>
<th>R_D\R_H</th>
<th>Homogeneous</th>
<th>Non-Homogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L</td>
<td>2L</td>
</tr>
<tr>
<td>8L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32L</td>
<td></td>
<td></td>
</tr>
<tr>
<td>64L</td>
<td>O</td>
<td>O</td>
</tr>
</tbody>
</table>

O  Inaccurate  80% SRE > ±10m  
O  Partially Accurate  80% SRE < ±10m  
●  Accurate  100% SRE < ±10m

Table 5.4: Summarised table of the results correspondent to a Short-Y-shape-Array.

For instance, consider Figure 5.5 which shows a horizontal source range of 8L R_H and a depth range of 8L R_D. The homogeneous medium shows a completely accurate source range estimation. The non-homogeneous medium shows a different scenario.
Chapter 5: A Non-Homogeneous Medium

Figure 5.5: Short-Y-shape-Array (8LRH & 8LRD). Homogeneous (left), Non-Homogeneous (right). Two different SRE thresholds are shown (blue & green). If the threshold is increased to ±30m SRE, the whole number of sources locations of the non-homogeneous medium could be considered as accurate.

The differences associated with the new group of TDOA_{SSP} produced major effects on source range estimation of ±10m SRE. However, if the threshold is increased only to ±30m SRE, the array-configuration could be considered accurate for all the source positions with no inaccuracy. In our particular scenario (±10m SRE), the use of a Y-shape-array with short-aperture in a non-homogeneous medium gave an inaccurate result.

5.2.2 Long Aperture

The second series of experimental simulations correspond to source range estimation of the long Square array for both mediums. From the results, it is found that source ranges under the equivalent of 8L RH are not among the most accurate locations. A summary of the results is shown in Table 5.5.

<table>
<thead>
<tr>
<th>$R_D \times R_H$</th>
<th>Homogeneous</th>
<th>Non-Homogeneous</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>8L</td>
<td>16L</td>
</tr>
<tr>
<td>8L</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>16L</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>32L</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>64L</td>
<td>O</td>
<td>O</td>
</tr>
</tbody>
</table>

- O Inaccurate 80% SRE > ±10m
- O Partially Accurate 80% SRE < ±10m
- O Accurate 100% SRE < ±10m

Table 5.5: Summarised table of the results correspondent to a Long-Square-Array
Figure 5.6: Long-Square-Array (4L-16LR\textsubscript{H}, 8LR\textsubscript{D}) Homogeneous (left), Non-Homogeneous (right). Increasing the aperture array improves the performance for a determined source range only.
For instance, consider Figure 5.6. The bearings in green show the sources found within ±10m < SRE ≤ ±30m; in yellow those found within ±30m < SRE ≤ ±120m; in orange those found within ±120m < SRE ≤ ±500m; and in red those found with SRE > ±500m.

At source ranges of 4L R_H, the long square array resulted inaccurate to localise the majority of the source positions when a non-homogeneous medium is included. When the source range increased to 8L R_H, some of the inaccurate results (±10m < SRE ≤ ±30m) are reduced and the long square array became partially accurate. For source ranges of 16L R_H and 32L R_H, the differences between homogeneous and non-homogeneous are too minimal. In summary, the long-square array in a non-homogeneous medium is limited to reach only with partial accuracy horizontal source ranges of the order of up to 32L R_H and 8L R_D.

Unlike the short square array, source range estimation in a non-homogeneous medium improved with the long square array. Since a long-aperture of 16L (120m) generates a bigger range of TDOAs values (+80ms), source range estimation is less inaccurate than when using a short aperture. However, the typical angles for broadside uncertainties are still present.

The next series of experimental simulations correspond to source range estimation of the long Y-shape array. A summary of the results is shown in Table 5.6.

<table>
<thead>
<tr>
<th>R_H</th>
<th>R_D</th>
<th>Homogeneous L</th>
<th>2L</th>
<th>4L</th>
<th>8L</th>
<th>16L</th>
<th>32L</th>
<th>64L</th>
<th>Non-Homogeneous L</th>
<th>2L</th>
<th>4L</th>
<th>8L</th>
<th>16L</th>
<th>32L</th>
<th>64L</th>
</tr>
</thead>
<tbody>
<tr>
<td>8L</td>
<td></td>
<td></td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>16L</td>
<td></td>
<td></td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>32L</td>
<td></td>
<td></td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
<tr>
<td>64L</td>
<td></td>
<td></td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
<td>O</td>
</tr>
</tbody>
</table>

O Inaccurate 80% SRE > ±10m
O Partially Accurate 80% SRE < ±10m
O Accurate 100% SRE < ±10m

Table 5.6: Summarised table of the results correspondent to a Long-Y-shape-Array

The results show a significant similarity between the accuracy found in a homogeneous and a non-homogeneous mediums. Figures 5.7 show two representative results of the total number of experimental simulations. Figure 5.7a shows how although the SRE is
slightly bigger than in a homogeneous medium, all the slant ranges are found within the tolerance error of ±10m, producing accurate results.

**Figure 5.7a:** Long-Y-shape (32LRH, 8LRD). Homogeneous (left), Non-Homogeneous (right).

**Figure 5.7b:** Long-Y-shape (64LRH, 8LRD). Homogeneous (left), Non-Homogeneous (right).

Figure 5.7b shows how the long Y-shape array fails to produce accurate results for all the horizontal source ranges near to 64L (0.5km) and over. However, in the same way as happened in the short-aperture, if the threshold is increased only to ±30m SRE, the array configuration could be considered accurate for all the source positions at horizontal and depth ranges of 64L. In summary, the long Y-shape array proves not to be affected greatly by a non-homogeneous medium. The longer aperture helps to minimize the deteriorating effect of the sound speed on the TDOAs.
5.2.3 The use of different SSP

For the following experimental simulations, the same horizontal source range (32L \( R_H \)) and two different depth ranges (8L \( R_D \) and 16L \( R_D \)) are chosen. Because the receivers are deployed at 7.5m depth and the maximum capabilities of the array configurations to reach accurate source locations in a non-homogeneous medium are limited to only 127.5m, a reduced sound speed profile is then used (Figure 5.8). For the shallow source positions at 8L \( R_D \), the profiles used are SSP1 and SSP2. For deeper source positions at 16L \( R_D \), the profiles used are SSP1 and SSP3. Two different array geometries are tested. Both array geometries have the same experimental specifications, shown in Table 5.7.

![Figure 5.8: Scenario with three different sound speed profiles (SSP1, SSP2, & SSP3) and four different source positions (A, B, C & D).](image)

<table>
<thead>
<tr>
<th>Array-configuration</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sound Speed Profile</td>
<td>SSP1</td>
<td>SSP2</td>
<td>SSP1</td>
<td>SSP3</td>
</tr>
<tr>
<td>Num. receivers</td>
<td>( i )</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Receivers depth</td>
<td>( r_d )</td>
<td>L</td>
<td>L</td>
<td>L</td>
</tr>
<tr>
<td>Num. sources</td>
<td>( S_V )</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Horizontal Range</td>
<td>( R_H )</td>
<td>32L</td>
<td>32L</td>
<td>32L</td>
</tr>
<tr>
<td>Depth Range</td>
<td>( R_D )</td>
<td>8L</td>
<td>8L</td>
<td>16L</td>
</tr>
</tbody>
</table>

Table 5.7: Experimental Specifications of four source positions (A, B, C & D)
Figure 5.9 and 5.10 show the results of the Square and Y-shape experimental simulations respectively. On the left column, each Figure shows the same SSP and on the right column two different SSPs are shown. On the first row, two simulations with the same source position are shown (A & B). On the second row, the results of two additional simulations with a deeper source position are also shown (C & D).

A. SSP1 \[ R_H = 32L, R_D = 8L \]

B. SSP2 \[ R_H = 32L, R_D = 8L \]

C. SSP1 \[ R_H = 32L, R_D = 16L \]

D. SSP3 \[ R_H = 32L, R_D = 16L \]

Figure 5.9: Long-Square-Array (32LR_H). The four scenarios show the effects associated with the use of different SSP with different source positions. SSP1 (left column), SSP2 and SSP3 (right column). Scenarios A and B (8LR_D), Scenarios C and D (16LR_D).

Figure 5.9 shows the effects on the Square geometry. Simulation B and D produce a higher number of slant ranges out of ±10m. These inaccurate slant ranges occurred when the source is found on broadside to a pair of receivers, which is considered a typical behaviour of the Square array. The differences of the three SSP are associated with the size range of speeds contained in each SSP. For instance, consider SSP3. It is
the one with the widest sound speed range (1515 - 1541 m/s). Consequently, simulation D results in being the least accurate of the four scenarios.

Figure 5.10 shows the effects on the Y-shape geometry. The associated effects of different SSP correspond in all cases to accurate slant ranges. Although there are slight differences, the SRE kept within ±10 m for the four scenarios.

In summary, the use of different SSP with a negative sound speed gradient produces different results on both array geometries. The Square array presents a relatively higher sensitivity to the variation of the SSP. The Y-shape is less sensitive and offers a more accurate performance.
5.2.4 Sperm whale dive profile

In chapter four, a scenario with a synthetic dive profile was simulated to test the capabilities of the two different array configurations (see Figure 4.30). The same synthetic dive profile is used in this chapter. Since the short aperture array proved to be completely inaccurate in a non-homogeneous medium, only the long aperture is used. These last series of experimental simulations also have two additional features: first, the comparison of two different SSP tracking the same source dive profile, and second, the addition of synthetic array-motion.

The Square array is the first geometry to be tested. Figure 5.11 shows a comparison of the results obtained for a long Square array on a homogeneous and non-homogeneous medium. The sources in red represent all the source locations found within the tolerance range. The sources in green constitute all the inaccurate source-locations. The blue line corresponds to the synthetic source dive profile. Whereas in a homogeneous medium the array is 43% accurate, in a non-homogeneous medium it is only 15% accurate. The 85% of inaccuracy is shown as sources scattered around the 3D Cartesian plane. Figure 5.12 shows two different 2D views of the square array in a non-homogeneous medium. Figure 12.a shows a series of source positions which, although accurate on a XY position, their depth position is found to be inaccurate. Figure 12b shows how the tracking line is lost at greater depths of 500m. The total non-existence of a pattern on the sequence of the source depth positions is also noticeable. Assuming the inaccuracies of Square array, there is no sense in going any further with additional simulations. The Square array, although used for many people, has proved its non efficiency and low performance on the accuracy of source localisation.

The Y-shape array is the second geometry to be tested. Figure 5.13 shows a comparison of both scenarios. Whereas in a homogeneous medium the array is accurate to find 94% of the source positions, in a non-homogeneous medium it is able to locate 63% of the source positions. Figure 5.14 shows the non-homogeneous scenario from two different views. It is also interesting to see that Figure 5.14a with a XY view corresponds to typical 2D views of the hyperbolic algorithm. As can be seen, such a view seems to have all source locations going along the source dive profile. However, Figure 5.14b shows how a great majority of the inaccurate source locations correspond to positions
that are deeper than 700m where the array is not sufficiently accurate. Unlike the long-square array, the long-Y-shape is able to track most of the synthetic source dive profile.

The Shifted-pair array is the third geometry to be tested. Figure 5.15 compares the homogeneous and the non-homogeneous medium. Whereas in a homogeneous medium the array is 82% accurate, in a non-homogeneous it is 64%. That represents only 1% more accurate than that of the Y-shape. Figure 5.16 shows 2D views of the array. In a similar way as happens with the Y-shape, most of the inaccurate source locations correspond to positions found at the flat bottom part of the dive profile (784m) and at horizontal ranges of less than 16L (120m) from the array. Even though a different SSP is used, the number of accurate source locations still remains very similar. For instance, consider Figure 5.17. It shows the results of two different SSP using a Y-shape array. Whereas using a SSP1 the array is only 63% accurate, by using SSP3 it is 60% accurate.

The scenario becomes different when the array-motion is assumed in long apertures. The results from various simulations with the Y-shape array show that, in order to get accurate source locations, the array depth-motion must be limited only to ±1L on a single receiver, with the exception of the reference receiver.

Figure 5.18 shows how the Y-shape geometry with depth-motion of ±1L on two of the receivers causes non-accurate source locations. However, it is noticeable that the array has a trend that draws the same source dive profile with an offset on the maximum depth. Although theoretically it could be considered as inaccurate, the array still is helpful when estimating the location of a source approaching the surface.

Figures 5.19 show two simulations with a single receiver depth-motion of ±1L and ±2L respectively. The first simulation is considered as accurate since it is able to locate more than the 80% of the source positions (Figure 5.19a). The second simulation finds it difficult to track the bottom line of the profile, so is considered as inaccurate.

Finally, if only an array-motion on the XY axes of the four receivers is assumed, the inaccurate associated effects with array-motion decreased. Typical XY array-motion of ±4L is under the acceptable value to expect more than the 80% of accuracy on tracking a source dive profile, only if the array geometry does not change significantly. An experimental simulation example is shown in Figure 5.20.
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Figure 5.11: Comparison of a Long-Square Array tracking a synthetic Source Dive Profile in two different mediums (Homogeneous medium Vs Non-homogeneous medium).
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Figure 5.12: 2D views of a Long-Square Array tracking a synthetic Source Dive Profile in a non-homogeneous medium.
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Figure 5.13: Comparison of a Long-Y-shape Array tracking a synthetic Source Dive Profile in two different mediums. For this particular scenario, the non-homogeneous medium is 31% less accurate than a Homogeneous medium.
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Figure 5.14 2D views of a Long-Y-shape Array tracking a synthetic Source Dive Profile in a non-homogeneous medium. Most of the inaccurate locations correspond to positions deeper than 700m.
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Figure 5.15: Comparison of a Long-Shifted-pair Array tracking a synthetic Source Dive Profile in two different mediums. For this particular scenario, the non-homogeneous medium is 18% less accurate than a Homogeneous medium.
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Figure 5.16 2D views of a Long-Shifted-pair Array tracking a synthetic Source Dive Profile in a non-homogeneous medium.
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a. XYZ – Cartesian plane - **Non-Homogeneous medium using SSP1**

![Graph showing non-homogeneous medium using SSP1]

b. XYZ – Cartesian plane - **Non-homogeneous medium using SSP3**

![Graph showing non-homogeneous medium using SSP3]

**Figure 5.17:** Comparison of a Long-Y-shape Array tracking a synthetic Source Dive Profile with two different SSP (SSP1 Vs SSP3). Both scenarios show a greater similarity.
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Figure 5.18: Typical array depth-motion of ±1L on TWO or more receivers causes inaccurate source locations when tracking a typical source dive profile.
Figure 5.19: Typical array depth-motion of ±1L on ONE receiver constitutes a maximum acceptable value to expect more than the 80% of accuracy on tracking a source dive profile.
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Figure 5.20: Typical XY array-motion of ±4L on the FOUR receivers constitutes a maximum acceptable value to expect more than the 80% of accuracy on tracking a source dive profile.
5.3 Discussion and Summary

Using a non-homogeneous medium has indeed negative effects on source range estimation of both short and long apertures. However, a long-aperture will inherently have a better accuracy because of the range of received TDOA. On average, a short-aperture (L) array produces TDOAs of the order of ±5ms, whereas a long-aperture (16L) array generates TDOAs of ±80ms.

Although the accuracy improves with the long square array, the typical broadside ambiguities of the square array are exaggerated. The long Y-shape array is accurate for vocalising sources at horizontal and depth ranges of the order of ~0.25km (32L) with a tolerance error of ±10m. This is slightly smaller than in the homogeneous medium (see Table 5.6). The propagation model is set up internally to do a full range-dependant ray trace. Therefore, some properties of the ocean of the medium vary as functions of range and azimuth from the receiver. As the range increases, the hyperbolic technique is more sensitive to such variations and a lack of accuracy is visible.

This chapter shows that for long arrays such as those typically deployed in PAM there is a significant difference in performance as a result of using different array geometries. By using a square-geometry, the geometric hyperbolic algorithm gives a degraded performance. Therefore, since the user does not have any control of all the external variables, it would not be recommended to use a type of array-configuration (e.g. Square array) that offers low accuracy, even in the most ideal scenarios.

An appropriate array-configuration (e.g. long Y-shape or Shifted-pair) can reduce the error found in a non-homogeneous medium. Even the variations of different SSP would have reduced effects on source range estimation. Nevertheless, since the array-motion has deteriorating effects, careful attention must be given, allowing only array-motion on the XY axes no greater than ±4L and a depth-motion on Z axis of no greater than ±1L for any single receiver without including the reference receiver.
Chapter 6
Conclusions and Further Work

The effectiveness of an underwater acoustic localisation technique is a function of many physical variables which are themselves dependant on the particular field scenario and experimental programme. In this thesis, the author decided to focus on the major factor controlling performance, namely the array-configuration.

The hyperbolic technique was chosen because of its simplicity and adaptability. It is the most commonly used algorithm in cetacean research and mitigation. Such a method relies on the TDOA between array elements to establish a source location. Although the sound propagation channel may contribute to inaccuracy in source locations, the number of receivers, the array-geometry and the array-aperture are by far the most important variables. A major contribution of this thesis is a set of guidelines on the design and deployment of a hydrophone array configuration for sperm whale range estimation.

In order to define the aperture of a hydrophone array, the frequency of the cetacean vocalisation in question must be considered. For instance, this thesis defines a short aperture as one with length of $L=7.5$ metres and a long aperture as one with $16L$. To avoid any aliasing frequency, the ideal separation distance of two receivers must be related to half of the cetacean vocalisation wavelength. Any distance separation superior to that will assure the inclusion of the complete frequency range of the cetacean. Since this thesis focuses on the Sperm whale (*Physeter macrocephalus*), the measure $L$ constitutes the ideal separation distance for its minimal frequency of 100 Hz. The accuracy of source range estimation is based on the tolerance of the slant range error (SRE$<\pm10m$). A coloured bar is used as a metric to compare the accuracy of different array-configurations.

A linear-array suffers the effects of the right/left ambiguity and is not suitable for 3D source range estimation. On the other hand, a planar-array offers a wide variety of planar geometries on the horizontal Cartesian plane. *Four* receivers are sufficient to generate three independent TDOAs through which the intersection of hyperboloid surfaces gives a desirable directional (azimuth and elevation) and slant range
information of the source location. However, since array-geometry has a direct effect on source range estimation, it is advisable to take into account all the possible uncertainties when choosing an array-geometry. For instance, *endfire* and *broadside* are two different scenarios of a spatial array worthy of note, as they represent a spatial uncertainty. They limit the performance for some array geometries.

The *Square, Trapezium and Triangle* geometries constitute a representative example of such spatial uncertainty. These common array deployments are particularly vulnerable to the broadside effect, which creates uncertainties in their performance. Therefore, they are not recommendable geometries to be deployed. The same recommendation applies when two linear arrays (with two receivers per line) are towed by a vessel in a parallel line. For instance, consider the array deployments from the Gulf of Mexico discussed in chapter one (see Figure 1.14). They resulted in two different scenarios, as shown in Figure 6.1.

![Figure 6.1: Scenarios of two linear arrays towed by a vessel in the Gulf of Mexico](image)

The distance separation between port and starboard pair of receivers, 187m for scenario A and 7.5m for scenario B, made them susceptible to the broadside effects. Nevertheless, this problem can be solved by increasing the length of one linear array, so the geometry becomes a shifted-pair of hydrophones (see Figure 4.29). The *Shifted-pair* array helps to create an array that is less sensitive to the broadside effects when deploying a towed array from a vessel. Unlike the *Y-shape*, which breaks down when the array geometry is distorted or is away from symmetry, the Shifted-pair minimizes the receiver positioning error. For instance, when angle-positioning-error (ApE) of 45°
is present and the vessel either moves in a straight line, or turns to port or starboard, the Shifted-pair proves to be less sensitive than the Y-shape. Only in the case that offset-positioning-errors (OpE) are bigger than ±20m on XY axes, both geometries would become affected by having a lower performance with SRE bigger than ±10m.

The choice of different pair-combinations becomes redundant in four of the five geometries investigated in this thesis. It is only the Y-shape geometry that relies on a particular pair-combination \{(r1, r2), (r1, r3), (r1, r4)\} to give its most accurate performance. If distant and more accurate source locations are required, the Y-shape geometry would perhaps be the best choice. However, it depends on a fixed deployment capability (e.g. sonobuoys or fixed platforms) to keep its geometric symmetry.

The array depth-motion is directly related to the depth at which the source (cetacean vocalisations) becomes active. Since the geometric hyperbolic algorithm works better with planar arrays to produce 3D source range estimation, an array depth-motion of ±2L is considered to be less sensitive, only if the depth position of the receivers is kept separate by at least 4L (30m) from where the source becomes active. Array depth-motion superior to ±2L increases the sensitivity of the array, resulting in inaccurate source locations. One should consider having the reference receiver at the lowest possible depth from the other receivers at all times.

A non-homogeneous medium tends to have more deteriorating effects on source range estimation for short-apertures than for long-apertures. Furthermore, on a short-aperture array, the TDOA between individual elements are of such magnitude that the effects associated with the sound speed profile (SSP) are comparable with those of the TDOAs. This makes the array extremely sensitive, and results in inaccurate slant ranges. On the other hand, long aperture arrays tend to be less sensitive to the SSP. Since a long-aperture generates large TDOAs, a better resolution is obtained and an increment on the accuracy is achieved. For example, in a non-homogeneous medium, the Short Y-shape Array is found to be inaccurate at any range. However, when a long Y-shape or Shifted Array is used, a completely different scenario is obtained. On one hand, the long Y-shape is able to reach vocalising sources for ranges of up to 32L \(R_{11}\) and 32L \(R_{13}\) with complete accuracy (SRE<±10m)). On the other hand, the long Shifted-pair is also
accurate to reach vocalising sources with shorter ranges of up to $16L_{RH}$ and deeper ranges of up $64L_{RD}$.

Modelling the underwater sound propagation also helps to determine whether a particular source is localisable at specific dive profile. The source dive profile constitutes the best example to illustrate the accuracy of an array-configuration using the geometric hyperbolic algorithm in a non-homogeneous scenario. Whereas the long square geometry fails to locate the majority of the source positions, the long Y-shape and Shifted-pair geometries are able to track a complete synthetic source dive profile, being less sensitive to the variation of the sound speed. They fail only when they are used to reach source depths greater than 700m. This is a typical problem of the hyperbolic algorithm, especially when the array depth-motion is greater than $\pm1L$. In summary, although the hyperbolic technique was ideally created to work in homogeneous mediums, the technique is more sensitive to changes on the array depth–motion than to changes in the sound speed.

In chapter I, it was stated that recently implemented mitigation measures for a safety zone included the reducing of sonar power by at least 6dB whenever a marine mammal is detected and located within 1,500 metres of the vessel, by 10 dB at 750m, and shut it down completely at 500m. Nevertheless, none of the array-configurations studied in this thesis reached slant ranges of at least 500m with an accuracy of $\pm10m$ in a non-homogeneous medium. Therefore, to comply with the mitigation guidelines, the design of a hydrophone array-configuration for such an application is proposed. Based on the previous research exposed in this thesis and on the use of the Matlab simulator, the author concludes that a planar Shifted-pair geometry with an aperture-length of 30L and tolerance error of $\pm15m$ is able to reach an animal within 1,500 metres of horizontal range and 750m deep, as shown in Figure 6.2.

In most cases there is a compromise amongst the aperture-array and the SRE accuracy. Thus, an array-configuration used for mitigation purposes and one for researching purposes will require differing specifications. Whereas one array could need to have an aperture of 30L and SRE accuracy of $\pm15m$, another could be sufficient by having an aperture of L and SRE accuracy of less than $\pm10m$. 
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This thesis has concentrated only on the significance of the influence of array-configurations by modelling five basic array geometries of four receivers, shifted-pair, square, trapezium, triangular and Y-shape. Since the tendency for accurate source location may constitute an array-geometry with more than four receivers, further work would include the exploration of additional array-configurations.

It would also be appropriate to conduct detailed simulations in dynamic scenarios. That would include the assumption of moving platforms and a moving source. This scenario would introduce the Doppler effects from three different perspectives: (1) for a moving constant-frequency source, (2) for a moving observer, and (3) for both source and receiver moving through a uniform medium.

The issue of multipath should also be addressed. This would include shallow and large range scenarios. It is acknowledged that shallow water is a high reverberation medium; then a continuous echo caused by scattering of the source signal is expected. Additional sound speed profiles with positive gradient should also be included.

Further investigations on the presence of more than one vocalising source would improve the performance of the array-configuration, including perhaps an automated discrimination algorithm. Moreover, the inclusion of other many cetacean species...
would offer a wide range of scenarios in which the Matlab simulator can also be applicable.

Further work should also include a study of compatibility when using the array-configurations in other PAM cetacean localisation techniques, like those discussed in sections 2.1.4 to 2.1.7.

The overall system has been validated mainly with theoretical and simulating data. Field and experimental data will contribute to validating the whole system with real data, including other particular scenarios that were not investigated in this thesis.

This thesis has concentrated on sperm whale distance assessment only, ignoring the positive or negative effect of the previous stages of detection and recognition. To assess a more robust algorithm for PAM cetacean localisation, additional algorithms would require merging this thesis with those two stages, including an error treatment of the source location angle.
Appendix A
Underwater Acoustic Concepts

This first appendix presents a synthesis of basic underwater acoustic concepts and propagation modelling techniques.

A.1 SOUND

Sound is a wave of pressure variations propagating through a medium. Acousticians have adopted a logarithmic scale for sound intensities, which is denoted in decibels (dB). Decibel measurements represent the ratio between a measured pressure value and a reference pressure value. The logarithmic nature of the scale means that each 10 dB increase is a ten-fold increase in power. Humans perceive a 10 dB increase in noise as a doubling of sound level, or a 10 dB decrease in noise as halving a sound level [41].

However, because of the different densities and different decibels standards, sound with the same intensity in air and in water would be approximately 63 dB quieter than in air. The ocean, together with its boundaries, forms a remarkably complex medium for the propagation of sound. It possesses an internal structure and a peculiar upper and lower surface which creates many diverse effects upon the sound emitted from an underwater source. In travelling through the sea, an underwater sound signal becomes delayed, distorted, and attenuated [148].

A.1.1 Sound Speed

The single most important acoustical variable in the ocean is sound speed. In the waveguide it plays the same role as the index of refraction does in optics. The sound speed ($c$) in the ocean is an increasing function of temperature ($T$), salinity ($S$) and pressure, the last being a function of depth ($z$). A simplified expression of this dependence is

$$c = 1449.2 + 4.6T - 0.055 T^2 + 0.00029 T^3 + (1.34 - 0.01 T) (S - 35) + 0.016z$$

(A.1)
For most cases, the above equation is sufficiently accurate. The speed of sound increases with increasing temperature, salinity, and pressure. In the ocean, the sound speed between the source and hydrophone varies with source location. The actual time for sound to reach a hydrophone on the bottom from the surface depends on the sound speed along a ray path, which is not straight because it bends as a result of refraction. Refraction is a dominant feature of deep water sound transmission.

If the ray paths were straight, the sound speed would be the same for all source locations. But the bending changes the sound speed, and in the real ocean, it normally varies both horizontally and vertically, the most pronounced gradients usually being vertical.

A typical sound speed profile is shown in Figure A.1. The acoustic path from the source to the receiver may pass through a range of different horizontal sound speeds. The surface layer extends to a depth of 150m and is usually associated with a well-mixed layer of isothermal water. Below the mixed layer lies the thermocline, a region of the water column in which the temperature decreases rapidly with depth and is also characterized by a negative sound speed gradient. It extends its limits to 1000m. Below the thermocline and extending to the ocean floor is the deep isothermal layer. This layer has a nearly constant temperature in which the speed of sound increases with depth because of the effect of pressure on sound speed. Between the negative sound speed gradient and the positive gradient is a sound speed minimum. The depth corresponding to it is referred to as the sound channel axis [16].

**Figure A.1:** Typical sound–speed profile
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A.1.2 Transmission Loss

The standard unit of measure of underwater acoustic propagation is acoustic intensity $I$, which is defined as the sound power $P_{ac}$ per unit area $A$. The average intensity $I$ of a plane wave is given by

$$ I = \frac{P^2}{\rho c} \quad \text{(A.2)} $$

Where $p$ is the pressure ($\text{N/m}^2$), $\rho$ is the density ($\text{kg/m}^3$) of sea water and $c$ the sound speed ($\text{m/s}$) in sea water. The product $\rho c$ is commonly referred to as the acoustic impedance ($\text{kg/m}^2\text{s}$). The acoustic intensity units are $\text{W/m}^2$ (watts per square metre).

Transmission Loss (TL) can be defined as ten times the log (base 10) of the ratio of the reference intensity ($I_{\text{ref}}$) measured at a point 1 m from the source, to the intensity ($I$), measured at a distant point. Since the standard metric unit for pressure is 1 micro Pascal, which is equivalent to $10^{-6}$ Newtons/m$^2$, the SL units are abbreviated $\text{dB re } 1 \mu\text{Pa}$.

$$ TL = 10 \log \frac{I_{\text{ref}}}{I} \quad \text{(A.3)} $$

In an unbounded medium the signal experiences a spherical spreading TL which is defined as $20 \log r$, where $r$ is the unit reference distance. On the other hand, in a medium bounded because of the sea floor and surface, the TL is related to cylindrical spreading of $10 \log r$ [61]. Transmission loss (TL) has conventionally been plotted for each frequency and source-receiver location as a function of range, as illustrated in Figure A.2. In this example, the depth of the source and receiver are 60m and 25m respectively. The sound speed profile corresponds to waters in the Gulf of Mexico. The source frequency modelled is 14 kHz.
The TL can also be displayed in the entire range-plane for all receiver positions (depth), given a fixed source depth as it is shown in Figure A.3.

The acoustic TL is subdivided into three categories: coherent, incoherent and semicoherent transmission loss. A *Coherent Transmission Loss* associates a phase and intensity with each eigenray. On the other hand, an *Incoherent Transmission Loss* ignores them. While the coherent transmission loss may represent a result which is so detailed that it could never be observed in reality, the incoherent calculation can
smoothe out features which are quite stable even at high frequencies. An intermediate solution which retains features that are insensitive to the detailed environmental knowledge but smoothes out other features which are not possible to predict is called *Semicohherent Transmission Loss* [61]. Figure A.4 shows the three types of TL plots by modelling a source frequency of 100Hz located at a depth of 270m and a receiver at a depth of 45m.

![Figure A.4: Representation of the different TL calculations (computed with Matlab software)](image)

Owing to attenuation, TL is represented in the sonar equations in terms of an attenuation coefficient $\alpha$ with the units of dB/m. The two primary causes of attenuation are viscous friction and ionic relaxation phenomena.

Thus, the combined effect of spreading and absorption are given by

$$TL = 20\log(R) + \alpha R \quad (A.4)$$

The measured transmission losses are often at variance owing to the combined effects of other complicating factors such as multiple path propagation, refraction effects, or diffraction and scattering of sound by particulates, bubbles and plankton within the water column.
Whilst it is possible to derive theoretical expressions to account for these processes, it is simpler to combine them in a single term called the transmission anomaly \((A)\). Thus, the one-way transmission loss becomes:

\[
TL = 20\log(R) + \alpha R + A
\]

(A.5)

A.1.3 Ambient Noise

The acoustic signal also becomes distorted as a result of ambient noise. In the source-path-receiver model, ambient noise is present in the medium along the path, and it is present at any receiver location. A spectrum of ambient noise in the open ocean is shown in Figure A.5.

![Knudsen Spectra](image)

**Figure A.5:** Knudsen spectra. General spectrum of deep-sea noise showing five frequency bands of differing spectral slopes [148].

This spectrum is composed of segments of different slope, each exhibiting a different behaviour. A number of frequency bands in the spectrum can be associated with readily identifiable noise sources. Five frequency bands are indicated in vertical columns. Band I, lying below 1 Hz, is associated with noise of hydrostatic origin or with seismic activity. Band II is characterized by a spectral slope of -8 to -10 dB/octave. The most
probable source noise in deep water appears to be oceanic turbulence. In Band III, the ambient noise spectrum flattens out and the noise appears to be dominated by distant shipping traffic. Band IV contains the Knudsen spectra having a slope of -5 to -6 dB/octave in which the noise originates at the ocean surface near the point of measurement. Band V is dominated by thermal noise originating in the molecular motion of the sea, and is uniquely characterized by a positive spectrum having a slope of +6dB/octave [33].

The correspondent frequency band (100 Hz to 30 kHz) of the Sperm whale vocalisation overlaps with frequency bands III and IV of the Knudsen spectra. This means an ambient noise within 70 and 35 dB re1 μPa of noise level. The level at which the signal becomes audible against the background noise is termed the masked threshold.

A.1.4 Directionality and Source Level

The amount of sound radiated by the source is specified by the parameter source level (SL). It is defined as the intensity of the radiated sound in decibels relative to the intensity of a plane wave of rms pressure 1 μPa, referred to 1.0 meters from the acoustic centre of the source in the direction of the target.

The transmitting directivity index (DI) of a source is the difference, measured at a point on the axis of the beam pattern, between the level of sound generated by the source and the level that would be produced by a non-directional source radiating the total amount of acoustic power. Directionality is highly desirable, for it enables the direction of arrival of a signal to be determined, and at the same time, reduces noise relative to the signal, arriving in other directions [148].

Echolocation sounds emitted by toothed whales are highly directional. Since directionality generally follows the ratio of transmitter cross section to wavelength; with an aperture on the order of 1m and wavelengths on the order of 0.1 m (3.4 kHz), directionality in sperm whales is as good as, or better than, that of dolphins, which also have a pronounced directionality [102].
The lack of knowledge of direction of the acoustic axis of the whales precludes any statement about the maximum capability of the SL and DI. However, some guidance can be obtained by means of the theory of a vibrating plane piston in an infinite baffle. The piston model predicts behaviour of the transmitter somewhat similar to that of a low-pass filter with the cut-off frequency being inversely proportional to the off-axis angle [5, 6, 7, 102, 103].

To get recordings near the whales requires deep water hydrophones, which are costly and difficult to handle. Once recordings have been made, SL determination involves a series of processes. The probability that a whale complies and directs its clicks towards one of the hydrophones can be increased with the number of hydrophones deployed, and by increasing the time spent recording. However, the observation underlines the importance of the completely uncontrollable condition of having whales pointing towards the array during measurements of maximum levels. The maximum levels reported on the literature are the ones that the hydrophones can register.

Studies of sperm whales using large-aperture array techniques -200m of distance separation between elements-, found SL between 202 and 223 dB re 1 µPa, showing a pronounced directionality, with maximum recorded source levels exceeding 220 dB re 1 µPa and spectral emphasis above 10 kHz [102, 103, 121, 144, 173]. Sperm whales, pilot whales, and presumably some other species with relatively strong calls are detectable at distances > 1km [121]. Watkins detected sperm whale sounds at distances of 10 km [121]. Studies from [103] reveal monopulsed clicks, with source levels up to 236 dB re 1 µPa (rms), and with centrode frequencies of 15 kHz. That indicates a half-angle and half-power beam width of about 4 degrees. The directional index of sperm whale clicks was calculated to be 27 dB.

**A.1.5 Signal-to Noise Ratio**

The difference between the signal level and the ambient noise level is calculated by the Signal-to Noise Ratio (SNR) criteria. The main factors affecting detection of a sound signal in the presence of background noise are related as follows.
SNR = RL - Nr \hspace{1cm} (A.6)

where \( SNR \) = Signal-to-Noise Ratio (dB)
\( Nr \) = Noise level (natural + man-made) at receiver
\( RL \) = Received level of a sound signal

\[ RL = SL - TL + G \] \hspace{1cm} (A.7)

where \( SL \) = source level of sound signal
\( TL \) = transmission loss from source to the receiver
\( G \) = gain factor

**A.1.6 Sonar Equations**

The SONAR (Sound Navigation and Ranging) is a sensing strategy which measures features of an environment (or medium) by the way in which that environment transmits, reflects and/or absorbs acoustic waves.

It is customary to define a critical SNR that defines whether a target is present or absent. This parameter is defined as the detection threshold (DT). This is probably the most commonly implemented form of the sonar equations. In an active sonar system, the return signal will be increased by the source level, directivity index and target strength but reduced by the two-way transmission loss and noise level. Thus, the echo to noise ratio as determined by the sonar is:

\[ SL + DI_s + TS - 2TL - (NL-DI) = DT \] \hspace{1cm} (A.8)

The Target Strength (TS) is the amount of signal reflected by the target. The intensity of an acoustic signal reduces with range. This observed reduction in the acoustic signal with distance from the source is caused by the combined effects of spreading and attenuation and is accounted for by the Transmission Loss term (TL). The Noise Level (NL) refers to the ambient noise. Notice also that a distinction has been made in the
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The equation above between the directivity of the source (DI_{S}) that focuses on the source energy and the directivity index (DI) of the hydrophone that reduces the effective NL. This is an essentially a steady state, isotropic (equal in all directions) sound which is generated by, amongst other things, wind, waves, biological activity and shipping. In order to improve efficiency, most acoustic sources are designed to focus the acoustic energy into a narrower beam. Here the source level (SL) is a measure of the acoustic intensity of the signal measured one metre away from the source. All of the parameters are expressed on a logarithmic scale in decibels (dB).

In the passive case, the sonar itself is the source (SL), the target strength (TS) becomes irrelevant, and the transmission loss (TL) term is one-way. Notice that DI_{TS} in this case refers to the directivity of target-source. The passive sonar equation is:

$$SL + DI_{TS} - TL - (NL-DI) = DT$$

(A.9)

In summary, noise is likely to be the primary limitation on the source detectability. Many human activities that reach source levels of the order of 175 dB are likely to reduce the detection of sperm whales [121]. However, even if it is detectable, this still does not guarantee that it can be accurately localisable.
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Algebraic Solution of the Source Location Problem

B.1 Synthetic TDOA

In the three dimensional space, the mathematical equation that describes the magnitude of a straight line segment that connect two points is given by

\[ d = \sqrt{d_x^2 + d_y^2 + d_z^2} \quad \text{(b.1)} \]

If the locations of the source vector \((s_x, s_y, s_z)\) and receiver vector \((r_x, r_y, r_z)\) are already known, the same basic equation is used to determine the distance \(d_{sr}\) between them.

\[ d_{sr} = \sqrt{(r_x - s_x)^2 + (r_y - s_y)^2 + (r_z - s_z)^2} \quad i = 1, 2, 3, n_r \quad \text{(b.2)} \]

where \(n_r\) is the total number of receivers

Then if the sound speed \(ss\) of the medium is also known, we are able to compute the time of arrival (TOA) \(\tau\) for each receiver \(r_i\) of the array.

\[ \tau_i = \frac{d_{sr}}{ss} \quad \text{(b.3)} \]

By subtracting \(\tau_1\) from the other TOAs, the time difference of arrival (TDOA) \(\delta\) is computed.

\[ \delta_{ii} = \tau_i - \tau_i \quad \text{(b.4)} \]
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B.2 Algebraic Solution

A synthesis of the source-localisation methods used by Watkins and Schevill [164] and Spiersberger and Firstrup [130] was published in 2001 [134, 158]. It describes the relation between the TDOA and the locations of the source and the receivers. It also gives “the same mathematical form for the 2D and 3D array systems”. From equation (b.2) and (b.3) we have

\[(r_{xi} - s_x)^2 + (r_{yi} - s_y)^2 + (r_{zi} - s_z)^2 = ss^2\tau_i^2\]  \hspace{1cm} (b.5)

Solving for \(\tau_i\) from (b.4)

\[\tau_i = \delta_{ii} + \tau_1\]  \hspace{1cm} (b.6)

substituting (b.6) in (b.5)

\[(r_{xi} - s_x)^2 + (r_{yi} - s_y)^2 + (r_{zi} - s_z)^2 = ss^2(\delta_{ii} + \tau_1)^2\]  \hspace{1cm} (b.7)

Equation (b.7) describes the relation between the TDOA and the locations of the source and the receivers. The total number of equations is equal to the number of receivers in the array. By placing the vector \(r_i\) at the origin of the coordinate system (0, 0, 0) and solving for equation (b.7) we have

\[s_x^2 + s_y^2 + s_z^2 = ss^2\tau_1^2\]  \hspace{1cm} (b.8)

Now, if equation (b.8) is subtracted from the \(n_r - 1\) remaining equations (b.7) the result is

\[2[r_{xi(i)}s_x + r_{yi(i)}s_y + r_{zi(i)}s_z] + 2ss^2\delta_{(i)}\tau_1 = r_{xi(i)}^2 + r_{yi(i)}^2 + r_{zi(i)}^2 - ss^2\delta_{(i)}^2\]  \(i = 2, \ldots, n_r\)  \hspace{1cm} (b.9)
Rewriting equation (b.9) in matrix notation, we have an equation which was designed to use five or more receivers

\[ Am = b \] \hspace{1cm} (b.10)

where the \( i \)th (from \( i > 1 \)) row of matrix \( A \) is given by

\[ 2[r_{x(i)} + r_{y(i)} + r_{z(i)} + ss^2 \delta_{(i)}] \] \hspace{1cm} (b.11)

the \( i \)th (from \( i > 1 \)) row of matrix \( b \) is given by

\[ b_i = r_{x(i)}^2 + r_{y(i)}^2 + r_{z(i)}^2 - ss^2 \delta_{(i)}^2 \] \hspace{1cm} (b.12)

Thus, solving for the \( m \) vector which contains the source coordinates \((s_x, s_y, s_z)\) and \( \tau_1 \), we have

\[ m = A^{-1}b \] \hspace{1cm} (b.13)

However, for four receivers the equation (b.10) is rewritten as

\[ 2Rs + 2ss^2 \delta \tau_1 = b \] \hspace{1cm} (b.14)

where \( R \) represents the receiver matrix

\[ R = \begin{bmatrix} r_{x(2)} & r_{y(2)} & r_{z(2)} \\ r_{x(3)} & r_{y(3)} & r_{z(3)} \\ r_{x(4)} & r_{y(4)} & r_{z(4)} \end{bmatrix} \] \hspace{1cm} (b.15)

\( s \) the source vector

\[ s = \begin{bmatrix} s_x, s_y, s_z \end{bmatrix}^T \] \hspace{1cm} (b.16)

and \( \delta \) is the TDOA vector
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\[
\delta = [\delta_{12}, \delta_{13}, \delta_{14}]^T
\]

where the superscript T denotes transpose.

Thus, solving for \( s \) from (b.14)

\[
s = \frac{1}{2} R^{-1}b - s s^2 \delta \tau_i R^{-1}
\]

From (b.8) a relationship can be written

\[
s^T s = ss^2 \tau_i^2
\]

Substituting (b.18) in (b.19) it is solved for \( \tau_i \)

\[
\tau_i = \frac{ss a_2 \pm \sqrt{ss^2 a_2^2 - (ss^2 a_3 - 1)a_4}}{2ss (ss^2 a_3 - 1)}
\]

where

\[
a_1 = (R^{-1}b)^T (R^{-1}b) \quad a_2 = (R^{-1} \tau_i)^T (R^{-1}b) \quad a_3 = (R^{-1} \tau_i)^T (R^{-1} \tau_i)
\]

Substituting (b.20) in (b.18), a solution for the source location \( s \) is obtained. Two positive solutions correspond to two possible source positions [158]. However, if one of the solutions follows an ambiguous region, this one can be ignored.

When using five receivers, the ambiguous solutions of equation (b.18) are eliminated. If more receivers are used, they are divided into groups of 4 or 5 using equation (b.13).

Important also is the fact that equation (b.13) ignores any contribution to the source position error from the inaccuracies in sound velocity, TDOAs, and receiver position measurements, respectively.
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Matlab Graphical User Interfaces (GUI)

A Matlab GUI simulator was designed to analyze the accuracy of a source location for arbitrary passive acoustic array configuration. The simulator uses the geometric hyperbolic algorithm as the main localization method. It has been developed in such a way that the final result is given in a graphical 3D representation. The simulator uses a constant sound speed for a homogeneous medium, and incorporates an acoustic propagation model for a non-homogeneous scenario (Figure C.1).

![Figure C.1: Matlab GUI Simulator](image)

C.1. Simulator

C.1.1 Settings

The user is able to set the number of receivers, the number of pair of receivers and the constant sound speed value. For real data, a TDOA section for a set of input variables is available. For synthetic data, the TDOA section is left blank and the system gets back the synthetic set of TDOA.
C.1.2 Receivers

The user is able to choose the desirable number of receivers (maximum 6) and their position in the 3D Cartesian plane XYZ.

The simulator also has an array noise feature. The simulator generates a random number of samples with a standard deviation previously defined by the user. The result is a new array that has implicit a Gaussian distribution or *white noise* simulating the array motion produced mainly by the ocean currents.
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A 3D plot of the receiver array allows the user to visualize the array geometry chosen.

C.1.3 Control Panel

The Control Panel includes all the different functions programmed in Matlab. Each button calls to one or various functions. The control panel is divided into three sections.
Section A

- **Enter**
  Set all the data given by the user into the global and local variables of the system

- **Reset**
  Set to zero all the local variables.

- **Array**
  It generates a plot of the receiver array.

- **TDOAs**
  If synthetic data are being used, they compute the set of TDOA correspondent to the number of pair of receivers selected. This function needs a previous source position set by the user.

- **Source**
  Computes the correspondent range and bearing of the source chosen.

- **Math Location**
  It computes the source location by using the algebraic solution. It requires the receiver positions, the set of TDOA, and sound speed as main input variables.

- **Hyperbolic fix**
  It computes the stages 1 and 2 of the geometric hyperbolic localisation algorithm

- **Hyp Location**
  It computes stages 3 and 4 of the geometric hyperbolic localisation algorithm.
Section B

- **Array Noise**
  It adds Gaussian noise to the receiver array.

- **Run experiment**
  It runs a series of different kinds of experiments previously programmed.

- **Open TDOAs**
  It adds a group of TDOAs from a file that contains a list of TDOAs for different events.

- **Get SL**
  It gets the source location from a group of different events.

- **Close Figure**
  It closes the current Figure.

- **Error**
  It computes the source location error on a homogeneous medium.

- **Error SSP**
  It computes the source location error on a non-homogeneous medium.

Section C

- **Acoustic Model**
  It accesses the acoustic propagation model menu

- **Linear array**
  It converts the volumetric array into a linear array
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- **Load TOA, SSP**
  It loads the time of arrival matrix and the sound speed profile from a previous file generated by the acoustic propagation model.

- **SSP Propagation**
  It gives the range difference of arrival between the source and receivers.

- **Hyperbolic f. ssp**
  It computes stages 1 and 2 of the geometric hyperbolic localisation algorithm with the integration of a sound speed profile.

- **Hyp Location ssp**
  It computes stages 3 and 4 of the geometric hyperbolic localisation algorithm with the integration of a sound speed profile.

### C.1.4 Results

The source localisation is given in Cartesian Coordinates (X, Y, Z) and in Polar Coordinates, (Azimuth, Elevation, Range).

<table>
<thead>
<tr>
<th>Results</th>
<th>Hyperbolic approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Localisation Coordinates</td>
<td>-227.524</td>
</tr>
<tr>
<td>Source Position</td>
<td>-13.4948</td>
</tr>
<tr>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>-225.100</td>
<td>234.428</td>
</tr>
<tr>
<td>-12.803</td>
<td>-46.1626</td>
</tr>
<tr>
<td>Elevation</td>
<td>Azimuth</td>
</tr>
</tbody>
</table>

**Figure C.6:** Synthetic source position and its hyperbolic estimate location.
C.1.5 Plots

All the plots are given in 3D. This feature allows the user to make a virtual journey into each point of the hyperboloid geometric surfaces. Each simulation is saved with all the parameters and local variables generated. The user is able to call back any previous simulation and use the data for a posterior analysis and study.

Figure C.7: 3D plot of the intersection of three hyperboloid geometric surfaces

Figure C.8: Zoom in window showing the hyperboloid intersection
C.2 Acoustic Propagation Model

The acoustic propagation modelling software AcTUP V1.6 [62, 134] uses a GUI that starts up with a default run definition to let the user run a general propagation model. For a more detailed configuration, the user can modify the different variables according to the modelling problem. Among the different propagation parameters to modify are the frequency(s), source depth, receiver depth(s), minimum and maximum range, resolution and the environment file which includes the sound speed profile (Figure C.9).

Figure C.9: Propagation Model Parameters

The AcTUP V1.6 GUI provides a uniform, menu-based user interface for running and plotting the results of the next modelling techniques:

- kraken  (normal mode model)
- krakenc  (complex normal mode model)
- scooter  (fast-field model)
- bellhop  (gaussian beam tracing)
- bounce  (bottom reflection coefficient from geoacoustic model)
This makes the use of these models much quicker and easier, and is especially useful for running models at multiple frequencies or for comparing the results of applying different models to the same problem (Figure C.10).

The AcTUP V1.6 GUI offers access to set specific parameters of the modelling techniques. The user is able to model the ray-tracing path, the amplitude-delay signals, and the TL which can be coherent, incoherent or semicoherent. The final resolution depends on the number of beams and the angle the rays projected from the source (Figure C.11).
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